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Side-Aware Meta-Learning for Cross-Dataset
Listener Diagnosis With Subjective Tinnitus
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Abstract— With the development of digital technology,
machine learning has paved the way for the next generation
of tinnitus diagnoses. Although machine learning has been
widely applied in EEG-based tinnitus analysis, most current
models are dataset-specific. Each dataset may be limited
to a specific range of symptoms, overall disease severity,
and demographic attributes; further, dataset formats may
differ, impacting model performance. This paper proposes
a side-aware meta-learning for cross-dataset tinnitus diag-
nosis, which can effectively classify tinnitus in subjects of
divergent ages and genders from different data collection
processes. Owing to the superiority of meta-learning, our
method does not rely on large-scale datasets like con-
ventional deep learning models. Moreover, we design a
subject-specific training process to assist the model in
fitting the data pattern of different patients or healthy peo-
ple. Our method achieves a high accuracy of 73.8% in
the cross-dataset classification. We conduct an extensive
analysis to show the effectiveness of side information of
ears in enhancing model performance and side-aware meta-
learning in improving the quality of the learned features.

Index Terms— Electroencephalography, subject-
independent, cross-dataset, meta-learning, tinnitus.

I. INTRODUCTION

ITH the development of digital technologies, digi-
Wtal processing has been the core point of the next
generation of tinnitus therapy [1]. State-of-the-art digital
processing relies on the improvement of artificial intelligence
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Fig. 1. lllustration of signal difference on (a) the left and (b) the right

sides of the same subject. x- and y-axis denote time point sequence and
normalized signal strength, respectively.

to physiological sensors, which enables the personalization
of the patient-centered therapies [2], [3]. The most repre-
sentative and commonly used artificial technology applied
to improve tinnitus therapies is machine learning [4]. For
example, machine learning has been widely applied in the
analysis of electroencephalogram (EEG) [5], auditory brain-
stem response (ABR) [6], and functional magnetic resonance
imaging (fMRI) [7]. In particular, EEG can be an effective
and inexpensive data source to analyze the neural feedback of
tinnitus patients [8].

Extensive EEG-based machine learning research [6], [8],
[9], [10], [11] has shown that machine learning is able to
discover differences in signals between tinnitus patients and
healthy people by learning patterns from given (i.e., training)
datasets. Therefore, EEG dataset can be a reliable data source
that enables machine learning models to assist in diagnosing
tinnitus. While some research [8], [9], [12] focuses on learning
the pattern difference of the existing tinnitus and control
subjects, there exist significant variance between subjects [6].
When between-subject variance is high, these models may
only work when the testing signals are sampled from known
subjects or if their distributions closely mirror those seen
within the training dataset. To enhance the model robustness,
especially with regards to handling new subjects, some other
research [6], [13] enables the model to be aware of the subject
variance. By understanding the subject variance in signals,
models can mitigate the corresponding negative influences
in the prediction. However, in real-world scenarios, many
EEG datasets [5], [6], [8] may collect data using different
experimental environments and thus build data with diverse
formats. The different data formats may cause an extremely
significant domain shift. Therefore the majority of models are
still limited to a single dataset and may not be able to be
generalized across distinct datasets.

For more information, see https://creativecommons.org/licenses/by/4.0/
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In the other related fields, it has been shown that the
cross-dataset domain shift will heavily impair model per-
formance in classifying EEG signals [14], [15], [16], [17],
[18]. For example, unsupervised domain adaptation [16] and
transfer learning [17] show good performance on cross-dataset
EEG-based emotion classification. However, these methods
rely on large-scale datasets like common deep learning meth-
ods. Meanwhile, some advanced technologies in machine
learning can be applied to help tackle the cross-dataset domain
shift in EEG. One such technique, model-agnostic meta-
learning has been widely applied in computer vision [19], nat-
ural language processing [20], and recommender systems [21].
The model-agnostic meta-learning is compatible with any tra-
ditional machine learning method and does not rely on large-
scale datasets. It can learn a set of generalized basic model
parameters based on existing datasets and then be quickly
adapted to new datasets by fitting a few samples [22], which
effectively prevents domain shift among different datasets.
However, directly using these methods may not fully capture
the characteristic information of tinnitus signals. As shown in
Figs. 1 (a-b), there exists a difference between the EEG signals
corresponding to sounds presented to the left and right ears.
Traditional methods may confuse this side difference with the
difference in subject variance. This may lead models to learn
false information that these signals are from two different
subjects, which will impair model performance and cause
inaccurate conclusions in the further analysis of the learned
representation.

In this paper, we propose a domain-specific meta-learning,
named Side-aware Meta-learning (SMeta), for tinnitus diagno-
sis. SMeta utilizes the subject difference of left/right ears and
takes the difference as an auxiliary indicator to assist meta-
learning. To conduct subject-specific meta-learning, we also
propose subject-independent task training for SMeta, which
allows episode-wise subject-specific training. We further
implement SMeta based on autoencoder and design two model
variants, i.e., Side-aware Meta-AutoEncoder (SMeta-AE) and
Side-aware Meta-Siamese-AutoEncoder (SMeta-SAE). Both
variants outperform state-of-the-art methods. Our major con-
tributions in this paper can be summarized as follows:

« We propose a novel Side-aware Meta-learning for the
domain-specific tinnitus diagnosis. In the cross-dataset
tinnitus classification, our model outperforms state-of-
the-art methods by 2.8%, 3.5%, and 5.0% on Negative-F1
score, Positive-F1 score, and accuracy, respectively.

« We propose a subject-specific task sampling and an aux-
iliary side predictor to conduct side-aware meta-learning.
We also design a sliding window and down-sampling pol-
icy to align the cross-dataset signals. We implement both
SMeta and conventional meta-learning on autoencoders.
SMeta achieves an increase up to 1.4%, 6.7%, and 3.8%
on Negative-F1 score, Positive-F1 score, and accuracy
respectively, demonstrating the superiority of SMeta.

o Our method yields a 2.5%/5.0% improvement in left/right
ear prediction accuracy. We conduct extensive experi-
ments and ablation studies to show the robustness against
the selection of hyper-parameters and good explainability.

Il. RELATED WORK
A. EEG-Based Tinnitus Diagnosis

About 10%-15% of humans suffer from tinnitus, making
tinnitus a common disorder [23]. However, due to many
possible causes, such as head injury, stress, etc., as well
as different symptoms, such as hearing loss, noise trauma,
etc., there is currently no universally effective clinical method
for subjective tinnitus diagnosis and treatment [24]. Because
tinnitus is often associated with changes in the brain, many
researchers have proposed that the assessment of abnormal
neural activity as assessed by EEG signals may aid in the
diagnosis of tinnitus.

In the early stages, evaluation of EEG signals and further
diagnosis were usually done by clinical specialists [25], [26].
Gosepath er al. [25] first attempted to use neurofeedback to
assist tinnitus therapy. With the decreased activity of EEG
observed, all patients claimed tinnitus relief. The researchers
then further used statistical tools to quantitatively analyze EEG
data and help appraise patients’ recovery condition [12], [27].
For example, Weiler ef al. [12] proved the correlation between
tinnitus and alpha, delta, and theta bands, by comparing
their z-scores with control subjects. Milner et al. [27] ana-
lyzed EEG signals quantitatively by sequentially performing
high- and low-pass filtering, independent component analysis
(ICA), fast Fourier transform, and mean absolute amplitudes
calculation of different frequency bands. Although they have
made significant progress in diagnosing tinnitus using EEG
signals, their approach suffers from inconsistent results that
may lead to different diagnoses or conclusions. The reason is
that their research relies heavily on the judgment of human
experts, the analysis is case-specific, and there is no uniform
standard.

Recent research uses machine learning and deep learning
to reduce reliance on experts and mitigate the influence of
personal factors in the diagnosis process [8], [9]. Sun ef al. [8]
segmented EEG data to enrich training sets and use Support
Vector Machine (SVM) for tinnitus classification. Li ef al. [9]
also used SVM as the classifier. They pre-processed EEG
signals by first transforming the signals into the frequency
domain and then performing nonlinear cosine mapping. The
machine-learning-based methods can achieve better or com-
parable performance than traditional diagnoses accomplished
by experts, demonstrating the effectiveness of introducing
machine learning into EEG analysis.

However, the testing samples of this methods [8], [9]
may belong to the same subjects as training samples. The
subject-dependent sampling strategy can result in similar
training and testing samples and thus lead to inflated per-
formance. To address the problem, some efforts are made
to conduct subject-independent experiments, which aims to
distinguish tinnitus patients from control subjects. For exam-
ple, Wang et al. [13] adopted Fast Fourier Transform (FFT) to
obtain multiple views of features from EEG signals, utilized
Multi-view Intact Space Learning (MISL) to obtain latent
representations, and classified samples with the Least Squares
Support Vector Machine (LS-SVM).
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B. Cross-Dataset EEG Research in Related Fields

In addition to its application in tinnitus, EEG has also
attracted much attention in other fields, where advanced
deep learning methods are used [28], [29], [30], [31],
[32]. For example, DeepSleepNet [28] used convolutional
neural networks (CNN) and bidirectional-long short-term-
memory (LSTM) to automatically score sleep stage based on
EEG signals. Zhang et al. [29] and Hartmann et al. [31] both
employed generative models, i.e., Auto-encoder and Genera-
tive adversarial networks (GANs), respectively, to synthesize
EEG samples for downstream tasks, such as brain activity
recognition, EEG super-sampling, or data recovery. However,
their models are optimized on large-scale datasets, limiting
their deployment in more practical scenarios.

To address this issue, some cross-dataset EEG studies are
proposed [14], [15], [18]. They use the knowledge learned
in other datasets to assist learning in the target dataset,
naturally solving the problem of insufficient data. However,
due to the non-stationary nature of EEG data and varying
distributions across subjects and datasets, the performance of
directly applying deep learning models to cross-dataset prob-
lems may decrease significantly. Cimtay et al. [14] adopted
CNN to avoid manual feature extraction and find latent
features, yielding impressive cross-subject and cross-dataset
accuracy. Xu et al. [15] proposed online pre-alignment to
eliminate cross-dataset variability. Some studies [16], [17]
further adopted the domain adaptation or transfer learning to
better reuse learned knowledge in new datasets. For exam-
ple, Lan er al. [16] employed domain adaptation to reduce
the inter-subject as well as inter-datasets variance and train
and test the classifier on different datasets. In contrast,
Lin et al. [17] integrated transfer learning and principal com-
ponent analysis (PCA) to reduce the variance.

C. Meta-Learning Work

In recent years, deep learning has achieved great success
in various scenarios, e.g., computer vision [30], [33], natural
languages processing [34], applications in health domains [6],
[35]. However, the advances in deep learning are based on
large-scale datasets, which is not available in many scenar-
ios of medical applications. Meta-learning [36], simulating
humans learning how to learn, is proposed to address the
problem. It aims to learn novel concepts quickly through
accumulated knowledge learned from other tasks.

A typical solution of meta-learning, called metric-based
methods, is to learn a metric or distance function to measure
the similarity between new inputs and prior samples [37], [38],
[39], [40], [41]. For example, Koch et al. [37] proposed to
use Siamese Neural Networks to generate pairwise similarity
between inputs and thus transfer prediction ability to data
from unknown distributions. While Snell et al. [38] learned
a new metric space and calculated the similarity between
inputs and learned prototypes of classes in the space. Despite
the advances achieved, the metric-based meta-learning fails to
utilize knowledge from new tasks to update the meta-model.

Recently, some studies focus on model-based meta-learning
to learn task representations to alter internal state of mod-

els [42], [43], [44], [45], [46]. The dynamic state can reflect
task-specific knowledge and can thus be used to predict new
inputs. For example, MANN [42] was a neural network with
augmented external memory to encode and retrieve informa-
tion of new data sequentially for prediction. Mishra [44] et al.
integrated temporal convolutions and soft attention to accumu-
late information and pinpoint memories, respectively. A draw-
back of model-based meta-learning is that it requires extra
memory to remember information from previous inputs.

More related to our models are optimization-based
meta-learning [19], [47], [48], [49], [50], pioneered by
Andrychowicz et al. [47]. These models adjust the optimiza-
tion process to fulfill fast gradient propagation with few
training samples. Andrychowicz et al. first proposed con-
sidering the optimization procedure as a learning problem
and utilizing LSTMs to replace hand-designed optimizers.
Subsequently, Finn [19] et al. proposed MAML, which attracts
much attention as it is simple and effective. MAML samples
multiple tasks and then adopts a meta-training, meta-testing,
and fine-tuning procedure to learn initial parameters. These
parameters can then be fine-tuned quickly to fit new tasks.

In this paper, we adapt MAML to train our model. The
reasons are three-fold: 1) MAML can learn generalizable
knowledge for better cross-dataset transfer; 2) the fine-tuning
process in MAML can make full use of the side information;
3) the tinnitus datasets are tiny, MAML can enrich the datasets
by constructing diverse tasks.

IIl. METHODOLOGY
A. Problem Definition

Given a source dataset S and a target dataset T with
different data formats, x; € S U T denotes an EEG signal.
Specifically, x; and xf” are signals sampled from the source
and the target dataset, respectively. Each signal consists of n
time points x; = {o; : j € [1,n]}, has a corresponding label
yl? for tinnitus diagnosis, and has a side label yid to record the
left/right ear where the signal is collected. y/ = 1 denotes
positive subject (i.e., tinnitus patient) and yf = 0 denotes
negative subject (i.e., control subject). yid = 1 denotes right
ear and yid = 0 denotes left ear. Our goal is to learn a unified
encoder f.,(x;) — e; and a unified classifier f.(e;) — yl?
that are effective for both source and target datasets, where
e; denotes the extracted feature of x;. To learn tinnitus-
specific information of left/right ear, we design a side predictor
folei) — ylfi to predict the side information. To regularize
the learned feature, we use a decoder fy.(e;) — x; to
restrain e; from over-fitting classification information. The
model overview is shown in Fig. 2.

B. Dataset Pre-Processing

Different data formats may cause the problems that signals
from source dataset S and target dataset 7' sample different
numbers of sampled time points (i.e., sampling frequency),
use different filter policies in the same time duration or have
divergent strength range due to the different experimental
equipment. Suppose that the signals that have the same time
duration in source and target datasets are with ny and n, time
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Fig. 2. Model overview. The upper part shows the training stage of SMeta, and the lower part draws the data flow of the inference stage. In our
experiments, signals from the target dataset have fewer time points than those from source datasets. Therefore, the training stage first uses
down-sampling to align the data format of the source dataset to the target dataset. Then, the down-sampled source dataset will be split into two
sub-sets for meta-training and meta-testing, respectively. Both meta-training and meta-testing not only learn to reconstruct raw signals and classify
signals but also learn tinnitus-specific information, i.e., the side information of left/right ears. The inference stage uses the trained encoder from the
training stage and further fine-tunes the encoder based on side predictor fitting left/right ears. We take fine-tuned features for the final prediction.

points (ny > ng), respectively. We can use sliding window
to cut source signals x; into slices {x{,x7,...} that have the
same time duration as x . Then, we can use down-sampling
to align the length of tlme points in the source dataset to those
in the target dataset as follows:

1
7 1Zke[jl—l+1,jl] 0

[+1 Zke[jl+j7mfl,jl+j7m+l]

s

A e[1,m]

Q1

oy jelm+1,ng]
(1)
(2)

denotes k' original time point in the sliced source
6; denotes the new averaged time point for the

s.t. 1

Lns/ngj m=ng —1%n,

where o,
signal x?;
sliced source signal; the window size is ny; Lns / ngJ denotes
the floor of ny/n,.

After sliding and down-sampling, 0} will be the new time
points in source signals, where the front m values in new
signals of the source dataset will be the mean values of / time
points; the last (n, — m) values will be the mean values of
(I 4+ 1) time points.

Then, we use min-max normalization to separately limit the
signal strengths to the same value range as follows:

. 6§—min6§.

o= L — I 3)
max 0% — min o’

g o?—minof

o= L )
max o; — mino;

where of denotes the time points of the signal from the target
dataset (i.e., x;.g e T; 6% and 68 represent the normalized time
points in the source signal and the target signal, respectively.

We let £f and X be the new source and target signals
constituted by 5; and 0§ , respectively. X7 will have the same

0 50 100 150 200 250 300 350 400 0
Raw Signal

20 40

Aligned Signal

60 80 100 120

Fig. 3. lllustration of the same signal trend in (left) the raw signal and
(right) the aligned signal, i.e., the normalized and down-sampled sliding
window. x-axis denotes the time points and y-axis denotes the signal
strength.

length (i.e., ng) as the signal )2;:{" for the target dataset. Note
that when ny < ng, we can use the same operations to align
the target dataset to the source dataset by sliding window and
down-sampling.

As shown in Figs. 3, we take the 1) raw signal and 2)
the normalized down-sampled signal as an example. From the
parallel dashes, we can observe that the down-sampling and
min-max normalization will squeeze the signal strength to a
unified value range (0, 1) but not change the original signal
trend or pattern.

C. Side-Aware Meta-Autoencoder

We let S {#],%3,...} be the normalized and
down-sampled source dataset. Following the meta-learning
setting [19] and the subject-independent setting [6], we pro-
pose a subject-specific task sampling strategy for tinnitus
analysis. Regarding the significant subject variance, we view
each subject as a task and denote a subject k in the source
dataset by 7 € S. Then, we conduct episode-wise meta-
learning.
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In each episode, we sample b tasks (i.e., independent sub-
jects) from S , where b denotes batch size. For each subject 7,
we randomly split the signals into two disjoint sets: support set
r,fp " and query set r,? "’ for meta-training and meta-learning,
respectively. Note that r,fp N r,? " = @. In the meta-learning
phase, we design three loss functions to learn different aspects
of signal information: classification loss L., reconstruction
loss Lyec, and ear side prediction loss Legy.

Classification loss L.;s aims to supervise the learned fea-
tures to carry the information to accurately classify tinnitus
patients and control subjects:

Les = CrOSSEntrOPY(fc(fen(xAiS))’ yls) (5

where CrossEntropy denotes cross entropy loss; y; is the
corresponding ground-truth label of %

We design reconstruction loss L., to enable the learned
features to carry the waveform information to reconstruct
the original signals, which can prevent the encoder from
over-fitting class information:

Lyec = MSE(fde(fen(jeis))aiis) (6)

where M SE represents mean square error.

Ear side prediction loss L., tends to optimize the learned
features to be aware of the ear side information among signals,
which may assist in classifying subjects:

Lear = CrossEntropy(fy(fon (&), y9) )

where ylfi is the corresponding ground-truth ear side of ;.
Then, we can summarize the loss function for optimizing
our Side-aware Meta-AutoEncoder (SMeta-AE) as follows:

Lsmeta-AE = Leis + Lrec + Lear (8)

Based on the SMeta-AE loss, we first meta-train the model
based on the support set, which virtually optimizes the model
to learn a basic model. Then, we meta-test the model based
on the query set, which summarizes the overall gradients of
tasks to truly optimize the model and thus obtains generalized
model parameters. The meta-learning can be summarized as
follows:

l spt Z/fpt
Opp(TP") < Ok — & D Vorue Lyreraar @ar) ()
k
qry
Oxp < Oar — 'BZVt"AEEngeza-AE(Q//xE(TSpt))
k
(10)

where 64 are model parameters of SMeta-AE; 6/, . (7*7") rep-
resents the virtual parameters using support sets to meta-train

the model; 6%, are the updated parameters based on the query
spt

Sets; Vo, x £;"Mem_ A5 (0aE) represents the gradient calculation
of SMeta-AE for loss Lsperq-AE using O4p as original
model parameters and r,fp " as the training samples; a is the
meta-learning rate for meta-training; f is the learning rates for

meta-testing, respectively.

D. Siamese Autoencoder Extension

In this section, we introduce a Siamese autoencoder exten-
sion, named Side-aware Meta-Siamese-AutoEncoder (SMeta-
SAE), to our basic version of autoencoder following the work
of Liu et al. [6]. Additionally, we design a subject predictor
fsun(ei,ej) — (0,1) to predict which subject the signals
belong to. Note that we simplify the contrastive learning about
subject prediction to two subjects, which is sufficient for meta-
learning. To conduct pairwise training for episode-wise meta-
learning, we sample two subjects each time, and fuse their
support and query sets in a half-to-half way: keeping half of
the sets without fusion as samples that belong to the same
subjects and fusing the last half of the sets of two subjects as
samples that belong to the different subjects. Then, we design
the loss function for SMeta-SAE based on an adversarial
training loss as follows:

Lsmeta-SAE = LsMmeta-AE + Lado + Lsup
= Leis + Lyec + Lear + 7i,j * MSE(e;, ej)
+ CrossEntropy(fsub(ei, ej), uij) (11)

where Lgarera-aE denotes the sum of the common loss func-
tions L¢s, Lyrec, and Legr; yi,j is a sign function that equals
1 when i = j otherwise -1; u; ; is the contrastive label which
equals 1 when i = j otherwise 0.

Lyay is an adversarial loss. It aligns the learned features
when they are form the same subject; otherwise it optimizes
the learned features to be divergent. Lg,, iS a contrastive
label that enhances the model learning abilities by comparing
signals from different subjects.

Then, we can easily infer the meta-learning loss for SMeta-
SAE as follows:

’ spt (Tkspllﬂksgl)

Osap(t*"") < Osap —a Z Vsar Lspera-sar OSAE)
k

(12)
« @)
Osap < Osae — P Z Vosae Lspera-sae Osap(T")
k
(13)

where fs4g are model parameters of SMeta-SAE.

E. Training and Inference Strategy for Meta-Learning

In the training stage, we first train the AE and SAE to get
a basic model. Then, we take the trained model as initial
parameters to conduct conventional meta-learning and side-
aware meta-learning. We do not use random parameters as
an initial model for meta-learning because meta-learning will
weaken the fitting ability of models. The random initialization
may cause the model under-fitting.

In the inference stage, we lack observed samples for the
conventional meta-learning, so we directly use the trained
model to conduct inference. For side-aware meta-learning,
as shown in the lower part of Fig. 2, we use side information
from the target dataset to fine-tune the model parameters for
each subject as follows:

Ttextef-
0 — B o Lear

Hk fine—tune (14)
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where 6y denotes the fine-tuned model parameters of AE or
SAE for subject k; f is the learning rate; T = {£{, £5,...}.

V. EXPERIMENT
A. Experiment Setting

In the experiments, we examine the efficacy of our method
using two tinnitus dataset [51], [52] through Auditory brain-
stem responses (ABRs) through EEG. The tinnitus patients in
the datasets are human subjects with ‘hidden hearing loss’.
These patients with tinnitus show a normal audiogram but
an abnormal pattern in ABRs. Only 5 tinnitus and 3 control
subjects were unable to hear 16 kHz in the source dataset.
ABRs are evoked potentials recorded with EEG sensors,
which originate from the early stages of the auditory pathway.
ABRs in the source dataset [51] were bandpass filtered (100-
1500 Hz) and averaged (>8000 repetitions for 90, and >6000
repetitions for 100 dB peSPL) with an 11 click/s rate. Signals
in the target dataset [52] were filtered between 30-1500 Hz and
by a fourth-order Butterworth filter. The activity in response
to 102 dB peSPL clicks presented with a rate of 7 clicks/s was
averaged (a total of 7040 presentations per ear) and corrected
by a pre-stimulus baseline. The source dataset was approved
by the University College London ethics committee with
ethics ID number 2039/002. The declaration is the Helsinki
declaration. The target dataset was approved by the National
Research Ethics Service Greater Manchester West Ethics Com-
mittee with REC reference 15/NW/0133 and IRAS project
ID 168221. The source dataset [51] contains 408 signals of
a duration of 10 ms from 38 subjects for training, where
each subject only has data of one side (left or right ear).
The target dataset [52] has 80 signals of a duration of 8 ms
from 40 subjects for testing, where each subject in the target
dataset has records for both left and right ears, respectively.
The source dataset included 33 female subjects, 15 with
tinnitus (mean age 36.31+2.6 years) and 18 controls (mean
age 33.241.9 years). The target dataset consisted of 20 tinnitus
participants (10 female participants, mean age 25.7+1.3 years)
and 20 control participants (10 female participants, mean
age 25.5+£1.3 years). Control participants were individually
matched to tinnitus participants based on age (up to 18 months)
and gender. All tinnitus participants in the source and target
datasets were required to have chronic tinnitus (>4 months,
stable, and non-pulsatile). The averaged time point numbers
are 500 and 131 for the source and target datasets, respectively.
The information about symptom side can be found in the
work [51], [52]. Both datasets are measured by a Medelec
Synergy T-EP system (Oxford Instruments Medical) by plac-
ing Disposable electrodes (Nicolet Biomedical) on the high
forehead and the ipsilateral and contralateral mastoids, where
the electrode impedances are two k€. Set ng=400 and ny,=131
to make signal slices have the same time duration (i.e., 8 ms).

For both SMeta-AE and SMeta-SAE, we use a 1-way 2-shot
learning scheme for meta-learning following the work of
Finn et al. [19]. We use this setting because we want to have a
subject-specific fine-tuned model for each subject to ease the
negative influence of subject variance on classification, and
the target dataset only has two samples for each subject, i.e.,

2 samples to fit in the inference stage. The window interval is
20 when sampling signals in the source dataset. We set a=1le-
3, f=le-3, query size as 8, and batch size b=16 for SMeta-AE
and b=5 for SMeta-SAE. The epoch maximum is 200/1000for
SMeta-AE/SAE during training.

We compare our method with 9 competitive machine
learning models: (a) XGBoost [53], (b) nu-SVC [54],
(¢) nCSP [55], (d) DeepNet [56], (e) ShallowNet [56]
(f) AEXGB [29], (g) EEGNet [57], (h) AE [58], and
(i) SAE [6]. We view tinnitus patients as positive samples and
control subjects as negative samples. We use criteria, Negative
Predictive Value (NPV), True Negative Rate (TNR), Positive
Predictive Value (PPV), True Positive Rate (TPR), Fl-score
for negative samples (N-F1), and F1-score for positive samples
(P-F1).

B. Cross-Dataset Tinnitus Diagnosis

We run each model 50 times and use the best performance
as the final result. The best performance and standard deviation
are shown in Table I. In the compared methods, AE and
SAE achieve the highest accuracy. Meanwhile, AE obtains
the highest scores in TNR, N-F1, and PPV, which means that
AE has a better ability in classifying negative samples than
SAE. SAE has the best scores in TPR and P-F1, which shows
that SAE is effective in classifying positive samples. DeepNet
gets the highest score in NPV. Overall, deep-learning-based
methods have the best performance in machine learning meth-
ods. We show both conventional meta-learning and side-aware
meta-learning on AE and SAE. Compared to these meth-
ods, we can observe that both meta-learning and side-aware
meta-learning can effectively improve the model performance.
Specifically, SMeta-based method can improve up to 1.8%,
2.8%, 1.7%, 3.5%, 5.0% in NPV, N-F1, PPV, P-F1, and ACC,
respectively. The meta-based method can improve up to 2.5%,
2.3%, 3.1%, 2.5%, in TNR, N-F1, PPV, and Acc, respectively.
Meta-learning mainly improves the ability to classify negative
samples, while SMeta can improve the ability to classify both
positive and negative samples. However, SMeta methods tend
to be less stable than Meta methods, which may be caused by
the over-fitting towards side information during testing.

We further show the detailed prediction of left and right
ear in Table II and Table III, respectively. We can find that
SMeta-based methods still achieve the best performance on
both left and right ears in Acc. SMeta-SAE improves the accu-
racy up to 2.5% and 5.0% compared to the best comparison
in left and right ear, respectively. This may be related to the
different degrees of tinnitus in tinnitus subjects. For example,
subject 57 is a subject with severe left-sided tinnitus, which is
difficult for Meta-AE to classify. However, SMeta can better
utilize side information to distinguish tinnitus than traditional
Meta, and thus correctly classify subject 57. In the aspect
of balanced classification ability, SMeta-based methods are
suitable for the negative subject in both left and right ears.
It can also well handle tinnitus patients in the right ear. While
meta-learning may impair the model performance of TPR in
the left ear, both Meta- and SMeta-methods can make the
model classify tinnitus patients with higher precision, i.e., PPV.



2358

IEEE TRANSACTIONS ON NEURAL SYSTEMS AND REHABILITATION ENGINEERING, VOL. 30, 2022

TABLE |
BEST PERFORMANCE OF CROSS-DATASET TINNITUS DIAGNOSIS ON BOTH EARS (STANDARD DEVIATION)

Model | Both Sides
‘ NPV TNR N-F1 PPV TPR P-F1 Acc

XGBoost 0.467(0.000)  0.525(0.000)  0.494(0.000) 0.457(0.000) 0.400(0.000) 0.427(0.000) 0.463(0.000)
Nu-SVC 0.467(0.000)  0.350(0.000)  0.400(0.000)  0.480(0.000) 0.600(0.000) 0.533(0.000) 0.475(0.000)
nCSP 0.568(0.055) 0.625(0.078) 0.595(0.058) 0.583(0.054) 0.525(0.085) 0.553(0.063) 0.575(0.053)
DeepNet 0.714(0.243)  0.125(0.042) 0.213(0.070)  0.521(0.010) 0.950(0.019) 0.673(0.009)  0.538(0.018)
ShalowNet | 0.581(0.044) 0.625(0.147) 0.602(0.112) 0.595(0.033) 0.550(0.110) 0.571(0.040) 0.588(0.035)
AE-XGB 0.696(0.071)  0.400(0.170)  0.508(0.158) 0.579(0.033) 0.825(0.126) 0.680(0.041)  0.613(0.041)
EEGNET 0.605(0.081)  0.650(0.230) 0.627(0.181) 0.622(0.048) 0.575(0.159) 0.597(0.055) 0.613(0.049)
AE 0.660(0.047) 0.775(0.077) 0.713(0.032) 0.727(0.104) 0.600(0.154) 0.658(0.143)  0.688(0.056)
SAE 0.703(0.029)  0.650(0.063) 0.675(0.018) 0.674(0.027) 0.725(0.076) 0.699(0.034) 0.688(0.013)
Meta-AE 0.667(0.013)  0.800(0.036) 0.727(0.012)  0.750(0.020) 0.600(0.036) 0.667(0.014)  0.700(0.007)
Meta-SAE 0.681(0.018)  0.800(0.045) 0.736(0.014) 0.758(0.023) 0.625(0.048) 0.685(0.020) 0.713(0.010)
SMeta-AE 0.714(0.020)  0.750(0.025) 0.732(0.010) 0.737(0.012)  0.700(0.040) 0.718(0.022) 0.725(0.013)
SMeta-SAE | 0.732(0.019) 0.750(0.061) 0.741(0.022)  0.744(0.040) 0.725(0.053) 0.734(0.020) 0.738(0.013)
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Fig. 4. ROC curves of SMeta-SAE. Class 0 and class 1 denote control subject and tinnitus patient, respectively.

TABLE Il
BEST PERFORMANCE OF CROSS-DATASET TINNITUS DIAGNOSIS ON THE LEFT EAR (STANDARD DEVIATION)

Left Side

Model ™" \pv TNR N-FI PPV TPR P-F1 Acc
XGBoost | 0.455(0.000) 0.500(0.000) 0.476(0.000) 0.444(0.000) ~0.400(0.000) 0.421(0.000) ~0.450(0.000)
Nu-SVC | 0.467(0.000) 0.350(0.000) 0.400(0.000) ~0.480(0.000) 0.600(0.000) 0.533(0.000) ~ 0.475(0.000)
nCSP | 0.591(0.088) 0.650(0.109) 0.619(0.090) 0.611(0.078) ~0.550(0.114)  0.579(0.091)  0.600(0.081)
DeepNet | 0.5000.245)  0.100(0.053)  0.167(0.085)  0.500(0.016) ~ 0.900(0.026) 0.643(0.017)  0.575(0.029)
ShalowNet | 0.524(0.063) 0.550(0.136) 0.537(0.110) ~ 0.526(0.036) 0.500(0.122) 0.513(0.055) ~ 0.525(0.044)
AE-XGB | 0.615(0.143)  0.400(0.179) 0.485(0.169)  0.556(0.049) 0.750(0.146)  0.638(0.065)  0.575(0.060)
EEGNET | 0.600(0.115)  0.600(0.240) ~ 0.600(0.196) ~ 0.600(0.054) ~ 0.600(0.169) ~ 0.600(0.068)  0.600(0.062)
AE 0.652(0.053)  0.750(0.078)  0.698(0.043)  0.706(0.157)  0.600(0.159) 0.649(0.161)  0.675(0.069)
SAE 0.750(0.038)  0.600(0.077)  0.667(0.035) 0.667(0.036) ~ 0.800(0.073) 0.727(0.030) ~ 0.700(0.023)
Meta-AE | 0.682(0.018) 0.750(0.034) 0.714(0.016) 0.722(0.019)  0.650(0.037)  0.684(0.020) ~ 0.700(0.015)
Meta-SAE | 0.682(0.021) 0.750(0.038) 0.714(0.018)  0.722(0.022)  0.650(0.044) 0.684(0.024) ~ 0.700(0.017)
SMeta-AE | 0.714(0.030) 0.750(0.029) 0.732(0.023) 0.737(0.023)  0.700(0.047)  0.718(0.032) ~ 0.725(0.026)
SMeta-SAE | 0.714(0.024)  0.750(0.056) ~ 0.732(0.024)  0.737(0.036) 0.700(0.051) ~ 0.718(0.023)  0.725(0.019)

Referring to the work [6], AE could achieve an orig-
inal accuracy of 72.2% for 100 dB SPL in the source
dataset. We transfer this model to the target dataset (102 dB
SPL) by meta-learning and achieve an accuracy of 73.8%.
This indicates that side-aware meta-learning can utilize the
low-frequency signals (30-100 Hz) and related experiments
(90 dB SPL) to enhance the classification ability of the original
deep learning model.

In conclusion, side-aware meta-learning can effectively
improve the ability of the model to classify tinnitus patients
and control subjects of different gender and ages. The side
information of ears can boost the model training and fitting
process to further enhance the meta-learning. It is feasible
to use side-aware meta-learning to develop a reliable clas-
sification tool for ubiquitous patients with diverse physical
conditions, e.g., age and gender, based on limited datasets.
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TABLE Il
BEST PERFORMANCE OF CROSS-DATASET TINNITUS DIAGNOSIS ON THE RIGHT EAR (STANDARD DEVIATION)
Right Side

Model NPV TNR N-F1 PPV TPR P-FI Acc
XGBoost 0.478(0.000)  0.550(0.000) 0.512(0.000)  0.471(0.000)  0.400(0.000) 0.432(0.000)  0.475(0.000)
Nu-SVC 0.467(0.000)  0.350(0.000)  0.400(0.000)  0.480(0.000)  0.600(0.000) 0.533(0.000)  0.475(0.000)
nCSP 0.545(0.068)  0.600(0.099) 0.571(0.077)  0.556(0.062)  0.500(0.109)  0.526(0.078)  0.550(0.063)
DeepNet 1.000(0.416)  0.150(0.047) 0.261(0.082) 0.541(0.011)  1.000(0.028) 0.702(0.012)  0.500(0.021)
ShalowNet | 0.636(0.049) 0.700(0.166) 0.667(0.125) 0.667(0.045) 0.600(0.104) 0.632(0.033) 0.650(0.043)
AE-XGB 0.800(0.115)  0.400(0.174)  0.533(0.164)  0.600(0.039) 0.900(0.127)  0.720(0.044)  0.650(0.051)
EEGNET 0.609(0.060)  0.700(0.226)  0.651(0.170)  0.647(0.054)  0.550(0.155) 0.595(0.050)  0.625(0.046)

AE 0.667(0.049) 0.800(0.098) 0.727(0.037)  0.750(0.110)  0.600(0.160)  0.667(0.140)  0.700(0.055)

SAE 0.667(0.038)  0.700(0.063)  0.683(0.027)  0.684(0.037) 0.650(0.090) 0.667(0.054) 0.675(0.031)
Meta-AE 0.654(0.019)  0.850(0.048) 0.739(0.019)  0.786(0.034) 0.550(0.046) 0.647(0.022)  0.700(0.016)
Meta-SAE | 0.680(0.021)  0.850(0.060) 0.756(0.020)  0.800(0.037)  0.600(0.060)  0.686(0.024) 0.725(0.012)
SMeta-AE | 0.714(0.025) 0.750(0.037) 0.732(0.017)  0.737(0.026)  0.700(0.050) 0.718(0.028)  0.725(0.019)
SMeta-SAE | 0.750(0.030) 0.750(0.073) 0.750(0.030) 0.750(0.053) 0.750(0.070)  0.750(0.035)  0.750(0.025)

TABLE IV
PARAMETER STUDY OF SMETA-AE ON BATCH SIZE b
Batch Size | Both Sides \ Left Side \ Right Side

\ NPV TNR PPV TPR Acc \ NPV TNR PPV TPR Acc \ NPV TNR PPV TPR Acc

1 0.718 0.700 0.707 0.725 0.713 | 0.737 0.700 0.714 0.750 0.725 | 0.700 0.700 0.700 0.700  0.700
2 0.690 0.725 0.711 0.675 0.700 | 0.700 0.700 0.700 0.700 0.700 | 0.682 0.750 0.722  0.650 0.700
4 0.682 0.750 0.722 0.650 0.700 | 0.682 0.750 0.722 0.650 0.700 | 0.682 0.750 0.722 0.650 0.700
8 0.660 0.775 0.727 0.600 0.688 | 0.652 0.750 0.706 0.600 0.675 | 0.667 0.800 0.750 0.600 0.700
16 0.714 0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700  0.725
32 0.714  0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700  0.725
64 0.705 0.775 0.750 0.675 0.725 | 0.714 0.750 0.737 0.700 0.725 | 0.696 0.800 0.765 0.650 0.725
128 0.682 0.750 0.722 0.650 0.700 | 0.714 0.750 0.737 0.700 0.725 | 0.652 0.750 0.706 0.600  0.675

TABLE V
PARAMETER STUDY OF SMETA-AE ON DIFFERENT LEARNING STEPS
| Both Sides | Left Side | Right Side

Leamning St€p "\py TNR PPV TPR  Acc | NPV TNR PPV TPR  Acc | NPV TNR PPV TPR  Acc
1 0.714  0.750 0.737 0.700 0.725 | 0.750 0.750 0.750 0.750 0.750 | 0.682 0.750 0.722  0.650 0.700
2 0.711  0.675 0.690 0.725 0.700 | 0.722 0.650 0.682 0.750 0.700 | 0.700 0.700 0.700 0.700  0.700
3 0.725 0.725 0725 0.725 0.725 | 0.750 0.750 0.750 0.750 0.750 | 0.700 0.700 0.700 0.700  0.700
4 0.698 0.750 0.730 0.675 0.713 | 0.714 0.750 0.737 0.700 0.725 | 0.682 0.750 0.722  0.650 0.700
5 0.714 0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700  0.725
6 0.667 0.800 0.750 0.600 0.700 | 0.682 0.750 0.722  0.650 0.700 | 0.654 0.850 0.786 0.550 0.700
7 0.674 0775 0.735 0.625 0.700 | 0.682 0.750 0.722 0.650 0.700 | 0.667 0.800 0.750 0.600 0.700
8 0.682 0.750 0.722 0.650 0.700 | 0.714 0.750 0.737 0.700 0.725 | 0.652 0.750 0.706  0.600  0.675
9 0.690 0.725 0.711 0.675 0.700 | 0.667 0.700 0.684 0.650 0.675 | 0.714 0.750 0.737 0.700  0.725
10 0.653 0.800 0.742 0.575 0.688 | 0.682 0.750 0.722 0.650 0.700 | 0.630 0.850 0.769 0.500 0.675

C. Ablation Study

1) ROC Curves: As shown in Figs. 4 (a-c), we show the
Receiver Operating Characteristic (ROC) curves of SMeta-
SAE, which can achieve a high Area Under Curve (AUC)
score for ROC in three conditions. When classifying both left
and right sides at the same time, the areas are similar. SMeta-
SAE obtains the highest AUC score in precisely classifying
the right ear of tinnitus patients. Overall, SMeta-SAE shows
a better AUC in the right ear than the left ear.

2) Hyper-Parameter Study: We use the parameters in
Section IV-A as the default setting and fix the random seed
as 200 to test the influence of different hyper-parameters
on SMeta-AE. We show the ablation study of batch size b,

learning steps for meta-training, meta-learning rate o, learning
rate £ in Table IV, Table V, Table VI, and Table VII, respec-
tively. We can observe that our model is stable over most
parameters. Only a few parameters (e.g., b=128 and a=9-
4) will slightly impair the model performance, which may be
caused by the bad initialization of the random seed, but the
model performance is still competitive.

3) Visualization of Learned Features: We take 10 subjects
from the target dataset and visualize the learned features of
SMeta-SAE based on t-SNE [59] in Figs. 5 (b). The samples
of the same subject are plotted with the same color. Compared
to the raw signals in Figs. 5 (a), the learned features can
effectively decrease the distance between samples of the same
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TABLE VI
PARAMETER STUDY OF SMETA-AE ON DIFFERENT META-LEARNING RATE ()
| Both Sides | Left Side | Right Side
@ ‘ NPV TNR PPV TPR Acc ‘ NPV TNR PPV TPR Acc ‘ NPV TNR PPV TPR Acc
6.0E-04 | 0.698 0.750 0.730 0.675 0.713 | 0.714 0.750 0.737 0.700 0.725 | 0.682 0.750 0.722 0.650 0.700
7.0E-04 | 0.698 0.750 0.730 0.675 0.713 | 0.714 0.750 0.737 0.700 0.725 | 0.682 0.750 0.722 0.650 0.700
8.0E-04 | 0.698 0.750 0.730 0.675 0.713 | 0.714 0.750 0.737 0.700 0.725 | 0.682 0.750 0.722 0.650 0.700
9.0E-04 | 0.682 0.750 0.722 0.650 0.700 | 0.714 0.750 0.737 0.700 0.725 | 0.652 0.750 0.706  0.600 0.675
1.0E-03 | 0.714 0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700  0.725
1.1IE-03 | 0.674 0.775 0.735 0.625 0.700 | 0.682 0.750 0.722 0.650 0.700 | 0.667 0.800 0.750 0.600 0.700
1.2E-03 | 0.698 0.750 0.730 0.675 0.713 | 0.682 0.750 0.722 0.650 0.700 | 0.714 0.750 0.737 0.700  0.725
1.3E-03 | 0.698 0.750 0.730 0.675 0.713 | 0.714 0.750 0.737 0.700 0.725 | 0.682 0.750 0.722 0.650 0.700
1.4E-03 | 0.707 0.725 0.718 0.700 0.713 | 0.700 0.700 0.700 0.700 0.700 | 0.714 0.750 0.737 0.700 0.725
1.5E-03 | 0.698 0.750 0.730 0.675 0.713 | 0.714 0.750 0.737 0.700 0.725 | 0.682 0.750 0.722 0.650 0.700
TABLE VIl
PARAMETER STUDY OF SMETA-AE ON DIFFERENT LEARNING RATE (B)
\ Both Sides \ Left Side \ Right Side
B ‘ NPV TNR PPV TPR Acc ‘ NPV TNR PPV TPR Acc ‘ NPV TNR PPV TPR Acc
6.0E-04 | 0.698 0.750 0.730 0.675 0.713 | 0.714 0.750 0.737 0.700 0.725 | 0.682 0.750 0.722 0.650 0.700
7.0E-04 | 0.689 0.775 0.743 0.650 0.713 | 0.714 0.750 0.737 0.700 0.725 | 0.667 0.800 0.750 0.600 0.700
8.0E-04 | 0.690 0.725 0.711 0.675 0.700 | 0.737 0.700 0.714 0.750 0.725 | 0.652 0.750 0.706  0.600  0.675
9.0E-04 | 0.682 0.750 0.722 0.650 0.700 | 0.682 0.750 0.722 0.650 0.700 | 0.682 0.750 0.722  0.650 0.700
1.0E-03 | 0.714 0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700 0.725 | 0.714 0.750 0.737 0.700  0.725
1.1E-03 | 0.690 0.725 0.711 0.675 0.700 | 0.700 0.700 0.700 0.700 0.700 | 0.682 0.750 0.722 0.650 0.700
1.2E-03 | 0.682 0.750 0.722 0.650 0.700 | 0.682 0.750 0.722 0.650 0.700 | 0.682 0.750 0.722 0.650 0.700
1.3E-03 | 0.690 0.725 0.711 0.675 0.700 | 0.700 0.700 0.700 0.700  0.700 | 0.682 0.750 0.722 0.650 0.700
1.4E-03 | 0.698 0.750 0.730 0.675 0.713 | 0.714 0.750 0.737 0.700 0.725 | 0.682 0.750 0.722 0.650 0.700
1.5E-03 | 0.682 0.750 0.722 0.650 0.700 | 0.667 0.700 0.684 0.650 0.675 | 0.696 0.800 0.765 0.650 0.725
is beneficial for model training. Moreover, we visualize the
: ] ° o7 S embedding space to show the effectiveness of our method in
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(a) Raw signals. (b) Learned features. REFERENCES
Fig. 5. Visualization of (a) raw signals and (b) the learned fea-

tures of SMeta-SAE, respectively. x-axis and y-axis represent the two-
dimensional location of features in the embedding space calculated by
t-SNE. We take 10 subjects from the target dataset for exhibition. Each
subject (distinguished by different colors) has two signals (represented
as spots).

subject, i.e., the x-axis and y-axis ranges are reduced about
5 times, which shows the effectiveness of SMeta-learning in
clustering new signals if they belong to the same subjects
without any prior collected data from these subjects.

D. Conclusion

We propose a novel side-aware meta-autoencoder to con-
duct tinnitus diagnosis across datasets for different ages and
genders. We design a sliding window with down-sampling
to align data, a subject-specific task sampling way for our
side-aware meta-learning, and an inference stage to fit side
information. We conduct extensive experiments to analyze
the model performance on both ears and single ears, which
is superior to conventional meta-learning. The experimental
results indicate that the side information of the tested ear
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