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BHI-Net: Brain-Heart Interaction-Based Deep
Architectures for Epileptic Seizures and
Firing Location Detection

Nabil Sabor
and Guoxing Wang

Abstract— Automatic detection of epileptic seizures is
still a challenging problem due to the intolerance of
EEG. Introducing ECG can help with EEG for detecting
seizures. However, the existing methods depended on fus-
ing either the extracted features or the classification results
of EEG-only and ECG-only with ignoring the interaction
between them, so the detection rate did not improve much.
Also, all EEG channels were considered in a complex
manner. Moreover, the detection of epilepsy firing loca-
tion, which is an important issue for diagnosing epilepsy,
is not considered before. Therefore, we propose a new
method based on the brain-heart interaction (BHI) for
detecting the seizure onset and its firing location in the
brain with lower complexity and better performance. BHI
allows us to study the nonlinear coupling and variation
of phase-synchronization between brain regions and heart
activity, which are effective for distinguishing seizures.
In our method, the EEG channels are mapped into two
surrogate channels to reduce the computational complex-
ity. Moreover, the firing location detector is triggered only
once the seizure is detected to save the system’s power.
Evaluation using different proposed classification networks
based on the TUSZ, the largest available EEG/ECG dataset
with 315 subjects and 7 seizure types, showed that our BHI
method improves the sensitivity by 48% with only 4 false
alarms/24h compared to using only EEG. Moreover, it out-
performs the performance of the average human detector
based on the quantitative EEG tools by achieving a sen-
sitivity of 68.2% with 11.9 false alarms/ 24h and a latency
of 11.94 sec.
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|. INTRODUCTION

PILEPSY is the world’s most common neurological dis-

ease according to the latest data of the World Health
Organization (WHO) [1]. Epilepsy originates from recurrent
abnormal discharges of the brain’s electrical activity, leading
to uncontrollable movements and tremulous. Seizures are
life-threatening and may cause brain, heart, and/or lung failure
and head trauma. It affects people of all ages; however,
it is more common in children and people over 65 years.
The sudden unexpected death due to epilepsy is the highest
compared to the other causes and almost 70 million people
around the globe have epilepsy with about two million new
cases reported each year [2].

Electroencephalography (EEG) is the key tool for detecting
epileptic events because seizure originates from recurrent
abnormal discharges of the brain’s electrical activity [3]. The
diagnosis and treatment of epilepsy depend on detecting the
epileptic discharges of the EEG signal and detecting the firing
location of these discharges. The manual detection of abnormal
epileptic characteristics from EEG is very time-consuming,
especially in the case of long-term recordings [4]. Developing
automatic systems can help clinicians for detecting epileptic
seizures with high precision and also saves the time of
neurophysiologists. However, the intolerance and artifacts of
EEG recordings are challenges for developing high precision
detection systems [5].

Besides the epileptic discharges on the EEG signal, epilep-
tic seizures lead to variations in cardiac autonomic nervous
function. These variations and rhythm disturbances happen
immediately after the onset of the seizure and may precede
the EEG seizure onset in some cases [6]. So, introducing
Electrocardiograph (ECG) with EEG for detecting epileptic
seizures can overcome the intolerance of EEG and improve
the detection rate. The developed work in this area depends
on extracting different features from each signal and then
fusing the classification results of EEG-only and ECG-only
classifiers which increases the system’s complexity [7], [8].
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TABLE |
STATE-OF-THE-ART METHODS FOR THE DETECTION OF EPILEPTIC SEIZURES

Ref Signal Dataset Features Classifier Post-processing Performance matrices
[10] Bonn Shape- and Texture-Based Features SVM - ACC: 98 %
[11] (SEEG/EEG) Time-domain based features K-NN - ACC: 94.4 %
[12] g%mgllf ch.) Spectral moment-based features SVM - ACC:99 %
[13] | seiszlilri:etc;rs)’e Wavelet coefficients-based features ANN+ GA - ACC: 99.7 %
[14] 100 seizure occurrenc’e /0.6 h, Time and frequency domain features RF - ACC: 98.45 %
[15] accessible. Time and frequency domain features BPNN, GA-SVM - ACC: > 98.1%,
[18] Time-frequency-based using TQWT RF, K-NN SN: 98 %, SP: 97 %, ACC: 99%
[20] CHB-MIT Time-domain based features Thresholding / GA - FPR: 0.39/24 h
[29] SEEG/23 chs, Time domain and Frequency domain RF } ACC: 99.3%, SP: 83%, SN:99.4%,
% 22 subjects, 1 seizure type, ~ features FAR:0.57 /h
= 198 seizure occurrence/ 2.8h, p based f i i
= Y > ower-based features using Dynamic Boost . om0 . 000, i
[27] § accessible. Mode Decomposition decision-tree Alarm after 10 seizures  SN: 87%, SP: 99%, FAR: 4/24h
[21] = Freiburg (iEEG/6 chs.) Time-Frequency domain using WPT WELM A moving average filter  SN: 97.73 %, FAR: 0.37/h
[22] 8 21 Slllbje?ts (B M/12F), Time-Frequency domain using DWT SVM - SN: 93 %, SP: 99 %
= | selzure type, Bi-frequency based features using the Two SVM . ACC: 96.8 %, SN: 95.8 %, SP:
[23] 88 seizures oceur., accessible. i Thethod classifiers OR Fusing and smooth o " %, FAR: 0~0.8 /h
[24] TUSZ (sEEG/ 22 ch.) Cepstral-domain and differential CNN/LSTM Language modeling SN: 30.83 %, SP: 96.86 %
315 subjects, 7 seizure types, —energy-based features component FAR:7/24h
1791 seizures occur. /36 h, . .. . SN: 59 %, SP: 89.72 %
[25] accessible. Discrete Wavelet Transform CNN Finite-state-machine FAR: 12 /24 h
Kraskov Entropy features of the first Bonn (ACC:99%, SN:98%, SP:99.5%),
[26] Bonn + CHB-MIT (Single ch.) three IMFs and the first three sub- Least Squares-SVM - CHB-MIT (ACC: 69%, SN:74%,

bands using TQWT

SP:64.9%)

Time-domain +Time-Frequency

CHB-MIT (ACC:96%, FPR: 0.1 /h,

(28] Bonn + CHB-MIT (Single ch.) domain features using HWPT RVM ) DL:1.89 s), Bonn (ACC:99.8%)
[31] é’n Recorded (WAG\Rjj rats) Time and frequency-domain features SVM - ACC:73%, SP:76%, SN: 71%
[32] 8 1::_; Physionet dataset (7 subjects) Temporal and Spectral based features ~ Threshold approach 5 min post-ictal ACC: 94.2 %, SN: 84.1 %, SP: 94.5 %
(33] = § 14 subjects/69 seizure The maximal peak heart rate and the Heuristic adantive ) SN: 77.6 %, FAR: 2.56 /24 h
~ 14 subjects/38 seizure maximal heart rate gradient P SN: 96 %, FAR: 1.84 /24 h
8] En KCH dataset Time and frequency domain features. LDC Neglecting epochs that ACC: 71.51 %, SN: 71.73 %, SP:
5 (sEEG/22chs ECG/ 1c¢ch.), 12 6 features for EEG and 6 for ECG. have artifacts 71.43 %, FAR: 28.57%
= . .
S subjects, 1 seizure type, 633 ACC, SN. SP. FAR
S J P B . 9 bl b
4] &  seluresoccur/49h,mot  Statistical features based on directions i\ (k) - EEG:84.95,73.1,88.3,11.05 %
g accessible. . EEG-ECG: 86.1,79.7, 87.79, 11.52%
ﬁ EPILEPSIAE Time-Frequency domain-based SVM is used (l:‘lg(iéct? nslecutlve SI?' III(% (1)5%’ IY{)AO{ %
= (sEEG/iEEG, ECG) features using the Wigner—Ville separately for ECG P . Yo 00 05 00 « ; o
7] 5 24 subjects, 1 seizure type, 183  Distribution and the discrete Wavelet and each sub-band EEG: OR, AND or MAT $P:99.97,99.92,99.95 %
8 seizuﬂe oc,currence m})/ff;’ee transform of EEG Final: AND of ECG and FPR: 0.9,2.5, 1.6 /h
= > ) ) EEG DL:17.1,12,10.8 s

*SVM: Support Vector Machine, K-NN: K-Nearest Neighbor, ANN: Artificial Neural Network, GA:

SP: Specificity, FAR: False Aram Rate, DL: Detection Latency.

But, the effect of the relation between EEG and ECG on
epilepsy and the firing location detection are not studied before
based on our knowledge. This motivates us to develop a system
based on the interaction between brain activity, measured by
the EEG signals, and heart activity, measured by the ECG
signal, for detecting epileptic seizures and the firing location.
The challenge is how to develop a high precision and low
complexity system to reach the average human performance
with a detection rate of 65% and a false alarm rate of
12 alarms/24 hours [9].

Various technologies for determining the epileptic features
have been developed and investigated in the literature based on
EEG recordings [10]-[30], ECG recordings [31]-[33], or both
ECG and EEG recordings [7], [8], [34] as listed in Table I.
It is noticed that the extracted features in most of the previous
work are based on time [11], [16], [20], [35] or/and frequency-
domain [8], [12], [14], [15], [28], [29], [31], [32] which could
not capture the behavior of the non-stationary recordings due
to the wide variety of frequencies, amplitudes, spikes, and
waves that can appear during the seizure onset time [10].
Moreover, most of existing methods cannot generate a general

Genetic Algorithm, ICFS: Improved Correlation-based Feature Selection, BPNN: Backpropagation
Neural Network, RELS-TSVM: Robust energy-based least squares twin SVM, WELM: Weighted Extreme Learning Machine, SEEG: scalp EEG, iEEG: intracranial EEG. ACC: Accuracy, SN: Sensitivity,

capability model for seizure detection because they depend
on limited subjects datasets, no more than 24 patients, with
only one seizure type (i.e. Bonn {10 subj./ 1 ch.} [36], CHB-
MIT {22 subj./22 ch.} [37], Freiburg {21 subj./ 6 ch.} [38],
and EPILEPSIAE{24 subj.} [39]). Furthermore, the detection
of epilepsy firing location is not considered before according
to our knowledge due to the unavailability of channel-based
labeled datasets.

Even though the brain is the origin of epileptic discharges,
these discharges lead to variations in cardiac autonomic ner-
vous function which is transferred through sympathetic and
parasympathetic nerves to the heart nervous system. This
affects the heart operation in a way directly detected by the
changes in the features of the ECG signal especially the
heart rate variability (HRV) of epileptic patients [6], [40]. So,
introducing Electrocardiograph (ECG) with EEG for detecting
epileptic seizures can overcome the intolerance of EEG and
improve the detection rate [7], [34] because ECG has distinc-
tive, simple, and semi periodic features compared to EEG.
Moreover, coupling the two signals shows the coincidental
variations, the abnormal variations in EEG which coincide
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with abnormal variations in the ECG. Therefore, the unrelated
variations, such as artifacts or noise-related variations, have
much less effective and can be filtered out. It is observed that
the previous works depend on fusing either the extracted fea-
tures or the classification results of EEG-only and ECG-only
without considering the relation between the ECG and EEG
signals. Therefore, the improvement in detection rate does not
exceed 6% compared to using EEG signal as illustrated in [34].

All the above-mentioned shortcomings motivate us to
develop a new method for detecting epileptic seizures and the
firing location based on studying the frequency interaction of
EEG signal and heart rate variability (HRV) of ECG signal,
for simplicity we called it the Brain-Heart Interaction (BHI).
BHI allows us to study the nonlinear coupling and variation
of phase-synchronization [41], [42] between brain regions and
the heart which are effective for distinguishing between ictal
and interictal events. Calculating BHI between ECG and all
EEG channels increases the system’s complexity. Therefore,
EEG channels are converted to only two surrogate channels
representing the left and right brain hemispheres, and the BHI
interactions are calculated between these two channels and
ECG, resulting a low complexity system. In order to explain
the effectiveness of using ECG, two cases are considered for
detecting epileptic seizures, namely brain-components interac-
tion (BI) and BHI.

In this paper, a new method based on BHI / BI is proposed
for detecting epileptic seizures and determining the firing
location across the EEG channels. In order to reduce the
computational complexity, all channels of EEG recordings are
converted to only two surrogate channels representing the left
and right brain hemispheres during the seizure detection task.
Also, the firing location is triggered only once the seizure
onset is detected, resulting a low power system. Moreover,
different classification networks based on combining Convolu-
tion Neural Network (CNN), Multi-Layer Perceptron (MLP),
and Support Vector Machine (SVM) are constructed in this
study. The largest available EEG/ECG dataset (TUSZ) [43]
with 315 subjects and 7 seizure types is considered to evaluate
the generalization capability of the proposed method. Based
on the evaluation results, the proposed method outperforms
the other methods [24], [25] by detecting more than 68% of
epileptic seizures with 11.9 false alarms/24h. Moreover, the
performance of the proposed method is superior to the average
human performance (i.e., the sensitivity of 65% with 12 false
alarms/24 h) based on the quantitative EEG (qEEG) tool [9].

The paper is organized as follows. Section II describes the
considered database in this paper. The detail of the proposed
method is presented in section III. Section IV explains the
evaluation of the proposed method and presents the obtained
results. Section V offers some conclusions and future work.

Il. EEG/ECG DATASET

The Temple University Hospital Seizure Detection Corpus
(TUSZ) [43], [44] is the largest open-source EEG/ECG corpus
for seizure detection and provides an accurate representa-
tion of actual clinical conditions. The last version of the
TUSZ corpus (v1.5) contains over 315 patients with ages
of 1~ 90 years (51% female and 49% male). Each patient’s

record consists of 19 channel EEG recordings and one channel
ECG recordings with a total record time of 797 hours for all
patients. In particular, the TUSZ corpus is the only dataset
that provides different types of epileptic seizure signal. This
corpus contains 1791 labeled seizure events of 7 different
seizure types with a total duration of 36 hours. The sampling
frequency of the raw data varies from 250 Hz to 1 kHz. The
overall and channel-based annotations of the seizure events are
given for the Two Common Reference Points (TCP) montage
of 22 channels.

For consistency consideration, the 19 channels of EEG
recordings are converted into 22 channels of TCP montage
according to the given annotations. Moreover, all data of the
TUSZ corpus are resampled at 250 Hz. Finally, all labeled
seizure events of 7 different seizure types are considered to
design a general capability model.

I1l. METHODOLOGY

Detecting epileptic discharges using all EEG channels is
a time-consuming process and increases the system’s com-
plexity. Generally, the epileptic discharges start firing in a
certain channel and then diffuse in all channels in the case
of generalized seizures or diffuse in a limited number of
channels in case of partial seizures. These discharges can occur
in the left hemisphere or the right hemisphere or both [45].
So as to save computational time, the 22 channels of EEG
recordings are converted into two surrogate channels using
the average filter during the detection of epileptic seizures as
shown in Fig. 1. These two channels represent the average of
the 11 channels of the right hemisphere (EEGRry, represented
by the blue line in Fig.1) and the 11 channels of the left
hemisphere (EEGLy, represented by the green line in Fig.1),
respectively.

Our idea for extracting the distinguishing features of epilep-
tic seizures is based on studying the interaction between the
two surrogate EEG signals and the HRV of the ECG signal.
For each detected seizure, the system generates an alarm and
triggers the firing location detector to find the location of firing
across the 22 channels of EEG signal (EEGa1 1, represented
by the black line in Fig.1) based on the interaction between
each EEG channel and HRV of ECG. This saves the system’s
power because it processes and extracts features from all EEG
channels only during the seizures onset time which is very
small compared to the non-seizure time. The main stages of the
proposed system are the preprocessing, the features extraction,
and the classification stage.

A. Preprocessing Stage

The total duration of seizure events in the TUSZ corpus is
36 hours compared to 761 hours of background data. Since
the first 60 sec of an EEG recording is enough for identifying
whether the patient has epilepsy or not [46], we used only the
first 200 sec from each session of the background data during
the model training to reduce the effect of the imbalanced data
problem. To process and extract features of EEG/ECG record-
ings, a moving window is used. A 5-sec window is chosen to
optimize the complexity and efficiency. To increase the seizure
data samples and solve the imbalanced data problem, 50%
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Fig. 1.

Framework of the proposed seizure detection system. The proposed system consists of three main steps; preprocessing step, feature

extraction step, and classification step. EEGRy is the surrogate channel of right brain hemisphere (represented by green line), EEG,  is the
surrogate channel of left-brain hemisphere (represented by blue line), and EEGp | are the 22 channels of EEG record (represented by black line).
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Fig. 2. Segmentation technique of background and seizure data.

A nonoverlap 5-sec window is used for segmenting the background data
and a 50% overlapped 5-sec window for segmenting the seizure data.

overlapped and non-overlapped 5-sec windows are used to
segment the seizure and the background events of training data
respectively into 5-sec epochs as shown in Fig. 2. However,
in the testing process, a non-overlap 5-sec window is used to
segment the input data into 5-sec epochs. The preprocessing
detail of EEG and ECG epochs are explained below:

1) EEG Preprocessing: Each 5-sec epoch of EEG signal
is filtered using an IIR elliptic bandpass filter with cutoff
frequencies of [1 48] Hz to remove the unwanted frequen-
cies, baseline wander, and power line noise. To monitor the
transients of the epileptic discharges and extract temporal
dependence features, each 5-sec EEG epoch is divided into
n frames (timesteps) using a 50% overlapped window with
a duration of Ty. After that, each frame is decomposed

into different components to study the interaction between
them.

Currently, Empirical Mode Decomposition (EMD)
[12], [47], Empirical Wavelet Transform (EWT) [48],
variational mode decomposition [49], and iterative
filtering [50] and their variants are popular adaptive
decomposition algorithms. EMD, with its different versions,
is one of the most commonly used methods for time-frequency
analysis of the non-stationary and non-linear signals such as
EEG, ECG, photoplethysmogram [51], etc. EMD describes the
behavior of these signals by decomposing them into intrinsic
mode functions (IMF) to obtain the instantaneous frequency
of the intrinsic modes. EMD is preferred over WT when good
time resolution is crucial, due to its instantaneous frequency
property. Moreover, EMD does not need to be combined with
other techniques to perform well and the adjustment of its
algorithm’s parameters is relatively simple [52]. So, EMD is
utilized for decomposing the EEG signal into different IMF
components. Since the bandpass filter removed the high-
frequency noise of the EEG signal, the low IMF components
contain most of the signal information. Therefore, we choose
the first three IMF components (i.e., IMF;, IMF, and IMF3)
that are holding the most energy for representing the EEG
signal in this study.

2) ECG Preprocessing: To clean and detect the R peaks
of each 5-sec ECG epoch, the Tompkins QRS detection
algorithm [53] is used. Based on the detected RR-intervals,
the HRV of the 5-sec ECG epoch is calculated by (1). The RR
intervals are not equally spaced and HRV should have a fixed
sampling frequency. Thus, the HRV values are interpolated
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using a cubic spline interpolation technique [32] and the

obtained signal is resampled at a certain sampling frequency

to have the same length of EEG frame (i.e., 250xT y samples).
60

RR interval time series

HRV =

x sampling_rate (1)

B. Feature Extraction Stage

Designing a high-precision system depends on extracting
significant features that characterize epileptic discharges. Our
approach is based on calculating the BHI interaction for
extracting discriminative features. The Wavelet Bispectrum
(WBS) [54], [55] method is utilized for calculating the
BHI between the three IMF components of each Ty sec
frame of EEG signal and HRV of each 5-sec ECG epoch.
As a result, 10 bi-spectrums with size 74 x 74 are formed,
namely WBivr11, WBivF12, WBIMF13, WBIME22, WBIME23,
WBivF33, WBIMF1-HRV, WBIME2-HRV, WBIME3-HRv, and
WByrv-_pRry- All 10 bi-spectrums are considered in the BHI
case, while in the BI case only the first 6 bi-spectrums are
considered. So as to find the effective technique for extracting
the accurate epileptic features, three strategies are considered
as demonstrated by Fig. 3:

1) Strategy 1: The 5-sec epoch of the EEG signal is
considered as one frame (i.e. Ty = 5 sec) and 10 bi-
spectrums with a size of 74 x 74 are calculated for which.
Due to the symmetries of WBS, the non-redundant

2)

3)

region () of each WBS is reshaped as a matrix with
a size of 53 x 52 to reduce the amount of data that is
passed to the classification network. As a result, two
3D matrices of size 53 x 52 x 10 and 53 x 52 x 6 are
considered for BHI and BI cases, respectively.
Strategy 2: The 5-sec EEG epoch is considered as one
frame (i.e. Ty = 5 sec) and the 10 WBS bi-spectrums
of BHI are calculated as in strategy 1. But instead of
passing the WBS direct to the classification network,
different features are extracted from the  region of each
WBS and passed to the classification network. Some
features considered in previous work [23], [56] with
Fourier bi-spectrum, such as the bispectrum mean, the
normalized bispectrum entropies and the phase entropy,
are used to extract the quantitative and regularity infor-
mation of each WBS. Moreover, other features such as
the maximum magnitude, skewness, and kurtosis of the
WBS, considered in our work before [41], are introduced
to characterize the high correlation zone of each WBS.
A total of 10 features are extracted from each calculated
WBS as illustrated in Table II. As a result, a feature
vector of size 100 x 1 is formed for each epoch. This
corresponds to the dashed feature extraction block in
Fig. 1. The whole feature vector of size 100 x 1 is used
in the BHI case and only the first 60 features (i.e. 60 x 1)
are considered in the BI case.

Strategy 3: The 5-sec EEG epoch is divided into
9 frames using a 50% overlapped 1-sec window
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TABLE Il
EXTRACTED FEATURES OF WBS FOR STRATEGIES 2 AND 3

Feature Equation Feature Equation
Mean 1 Normalized
magnitude of Xps_avg = ZZ|WB(‘11' )| bispectrum entropy Xps ent1 = —Pn lOgDn s Pn = %“ml)
bispectrum Q Zalwb(aa)l
Maximum Normalized W @papl?
magnitude of Xps max = max(|WB(ay,a,)]) bispectrum squared XBS ent2 = —Pns 108 Png; Pns = %
bispectrum entropy ¢ T
Location  of Normalized

1 1 1 3
izggﬁﬁ? u:)r} Xps_toc = loc(max(|lWB(ay, a;))) Zrllstlssg;mm cubic XBs ent3 = ~Pnc 108Pnc; Pne = _ZLV:/MB,,(:(Z:I)Zlns

bispectrum:
Skewness of 1 Phase entropy
magnitude Xps_skew = (L -1a? Zn(real(WB(al, az)) Xps_pe = Z PWm)log(®(Wm))
bispectrum 3 m
P ) —#s) PQbn) = 150 1@ (WB(ay,az)) € %) Y =
o= z;m(al.azn o =7 (WB(ay,a)| - )? (pl—m+0 < <4 ZODY 1 01w — 1
Kurtosis of First-order spectral
magnitude _ 1 Y moment of _ ZN
bispectrum Xosurt = " gd Zn(real(WB(apaz)) Hs) magnitude of Xps rosm = K:1K10g(|WB(aK' a))

diagonal elements

L is the number of points in the non-redundant region (Q); WB(a4, a,) represents the WBS matrix; ¢ is the phase angle of the bispectrum; I(¢p) is an
indicator function that gives 1 when the value of ¢ is within the range of bin 1,,; M is the number of bins for y,,; p is the mean of the WBS, and o is

the variance of the WBS.

(i.e. Ty=1 sec) and 10 WBS are calculated for each
frame. The same 10 features considered in strategy 2 are
calculated for each WBS of each frame. As a result,
a feature matrix of size 100 x 9 is formed, where the first
dimension represents the number of extracted features
of the calculated 10 WBS bi-spectrums and the second
dimension is the number of frames within a 5-sec epoch.
Extracting features from different timesteps (frames)
allows the system to track the transient changes with
keeping the temporal dependence of the epileptic
seizures. The whole extracted features matrix is utilized
for the BHI case, while the first 60 x 9 part of the feature
matrix is considered in the BI case.

The extracted features in strategies 2 and 3 are normalized
using Z-score [57] to have zero mean and unity standard
deviation. Since not all extracted features are significant, the
one-way ANOVA test is used to study the significance of
the extracted features. The significant features should have
p values less than 0.05. Then, the Minimum Redundant and
Maximum Relevant (MRMR) technique [58] is used for rank-
ing the features according to their redundancy and relevance
to the output, and only the top 20 features were selected in
our study.

C. Classification Stage

In this work, different classification architectures are opti-
mized based on combining Convolutional Neural Network
(CNN), Multi-Layer Perceptron (MLP), and Support Vector
Machine (SVM).

1) Classification Network Architectures: The optimized
architecture of the CNN network consists of 4 convolution
layers, 2 batch normalization layers, 3 average-pooling layers,
and one dropout layer as shown in Fig. 4. Each convolution
layer consists of a Conv2D layer and a rectified linear units
(ReLU) activation layer. The first and third convolution layers
consist of three and two parallel branches with different kernel
sizes respectively to extract different local features. ReLU

Timesteps

P

iy

s \

] [ conv(32@1x1) | [ conv(32@5x5) |
Depth Concatenation
Batch

Conv (64@3x3)
AvgPool (3x3, [2 2])
[ convid@sx3) ][  conv(32@5x5) |
CNN-< [ Avgpool (3x3,121]) | [ AvgPool (3x3,[21]) |
[ Depth Concatenation
AvgPool (3x3, [22])
Batch zati

([ conv (32@3x3)

Conv (32@3x3)

[ FcL(200) ] [ FCL(200)
MLP FCL (50) FCL (50)
FCL(2) CNN+SVM
svww <_ QY
Softmax CNN+MLP
CNN+MLP+SVM

Fig. 4. The proposed classifier stuctures (CNN+SVM, CNN+MLP, and
CNN-+MLP+SVM); The dashed average-pooling layer is added only for
strategy 1, the second dimention of kernal size and stide of all layer is
set by 1 for strategy 2.

activation function is used after each Cov2D layer to perform
a threshold operation on each element because it is more
effective than the sigmoid and hyperbolic tangent functions
as proved in [59]. A batch normalization layer is used to
normalize the distribution of features after ReLU not before
to avoid the negative elements of convolution. To downsample
the feature maps, an average-pooling layer is used after the
activation layer. Finally, a dropout layer is utilized to reduce
the overfitting problem.

The MLP structure consists of three Fully Connected Lay-
ers (FCL) with 200, 50, and 2 hidden units respectively.
A ReLU activation function is used after each FCL layer
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except the output layer. For the SVM classifier, the common
Radial Basis kernel Function (RBF) is used to map the features
vector from a low-dimensional space to a high-dimensional
space. Three classification networks based on combining
CNN, MLP, and SVM are constructed as demonstrated in
Fig. 4. The first classification network is based on combining
CNN and MLP (i.e. CNN+MLP classifier). The second
classification network depended on replacing the MLP after
CNN was well trained by the SVM classifier (i.e. CNN+SVM
classifier). Inserting the SVM classifier before the softmax
layer of the first classification network after being well-trained
forms the third classification network (i.e. CNN+MLP+SVM
classifier). A softmax layer is used at the output of the
three constructed classifiers for calculating the probability
values of seizure (Py;;) and background (Ppycr) events. The
details of kernel size, stride, and the number of kernels for
each strategy are mentioned in Fig. 4. For strategy 2, the
second dimension of kernel size and stride in Conv and
average-pooling layers are set by 1 because the input data
to the classifier is a vector (i.e. 1-D). An additional average-
pooling layer, shown in Fig. 4 by the dashed box, is added
to the classifier for strategy 1 to reduce the dimension of the
feature map because the input data size is larger compared to
the other strategies.

The CNN+MLP classifier is trained using the adaptive
moment estimation (ADAM) training algorithm with the
hyperparameters such as learning rate is 0.0008 which is
dropped out by a factor of 0.5 after every 5 epochs, decay fac-
tors of gradient and squared gradient are 0.9 and 0.999 respec-
tively, epsilon is 10~8 for numerical stability and the mini-
batch size is set to 512. The cross-entropy is used as a loss
function and the maximum number of epochs is 30.

2) Post-Processing and Alarm Decision: In the real-time
system, a post-processing algorithm is used for processing the
outputs of classifiers and reducing the number of false alarms.
The output of the softmax layer is a vector of two probability
values [ Pyeiz Poack] for seizure and background events. If Py,;,
of an epoch is greater than P;;, we consider this epoch as a
suspected seizure; otherwise, it is detected as a background
epoch. Increasing the value of P;; improves the FAR at the
expense of reducing sensitivity and vice versa. So, the value
of Py is set by 0.65 to tradeoff between FAR and sensitivity.
For each epoch suspected to point to a seizure state, a post-
processing algorithm is used to decide the state of the current
epoch as a seizure if the state of the previous or next epoch
to it is a seizure; otherwise, it is considered as a normal
state. Although this procedure adds a latency of 5-sec to the
processing time, the post-processing smooths the outputs of
classifiers to improve the FAR and sensitivity of the system.

The final decision of each epoch is decided based on
fusing the classification outputs of both EEGry and EEGLy
classifiers. The fusion function that is considered in this study
is the OR function since the seizure can happen on the
right-brain hemisphere or the left-brain hemisphere or both.
Moreover, to reduce the number of consecutive false alarms,
the seizure density function, which varies between 0 and 1 over
the duration of the record, is considered for taking the alarm
decision of the detected seizure as described in [60]. An event

is detected as a seizure event if the average value of seizure
density function over the event duration exceeds a seizure
density threshold (SD;;) and is detected as a background event
otherwise.

3) Determination of Firing Location: Determining the seizure
firing location in the brain can help clinicians for diagnosing
epileptic seizures. After detecting the onset seizure time, we go
across the 22 channels of EEG signal (EEGarr) to find
the firing location using the firing location classifier. The
classification network of the firing location is triggered only if
the epoch is detected as a seizure event as illustrated in Fig. |
to save computational time and power of the system. For each
detected seizure epoch, the firing location classifier detects
the EEG channels of seizure firing based on the bispectrum
interaction of each EEG channel and/or the HRV of the ECG
signal.

4) Performance Metrics: Different metrics such as Accuracy
(ACCQ), Sensitivity (Sen), Specificity (Spec), Precision (Prec),
and F1-Score considered in [41] are used for measuring the
performance of the system based on the classification outputs,
i.e. TP, TN, FP, and FN. Other metrics such as False Alarm
Rate (FAR, definition 1) and Detection Latency (DL, definition
2) are introduced to measure the robustness of the proposed
algorithm.

Definition 1 False Alarm Rate (FAR /24 hours): A false
alarm occurs if the integral of seizure density function over a
background event exceeds SD;j. The ratio between the number
of false alarms and the duration of the EEG recorded over
24 hours is defined as a False Alarm Rate per 24 hours (FAR/
24h= No. of false alarms / total record duration per 24 h)

Definition 2 Detection Latency (DL sec): is the delay
between the electrographic seizure onset marked by the clini-
cians and a seizure onset detected by the proposed technique.

Where, TP (True Positive) is the total number of correct
seizure event detections that have average seizure density
exceed SDy;,, TN (True Negative) is the total number of correct
background event detections that have average seizure density
fall below SDyj,, FP (False Positive) and FN (False Negative)
are the total number of events that are detected as a seizure
and a background accidentally, respectively.

IV. RESULTS AND DISCUSSION

The TUSZ dataset is used for training and testing the struc-
tured classification networks. The training and testing datasets
of the TUSZ corpus are shuffled to balance the proportion
of different classes of epileptic events in the training (DS1)
and testing (DS2) sets while keeping the same ratio between
the size of two sets as the original sets as illustrated in
Fig. 5. Table III lists the 5-sec epochs of background and
seizure data for EEGr gy and EEGryg of DS1 and DS2. Due
to the imbalanced data size of different events as illustrated
in Table III, a resampling technique [61] is used to increase
the training samples of the seizure class and decrease the
samples of the background class of DS1 before training the
network. A 5-fold cross-validation method is used for dividing
the DSI1 into 80% and 20% for training and validating the
model respectively through 5 iterations. While the DS2 is
used for testing the network at each iteration and the average
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Fig. 5. Preparing data for training and testing using k-fold cross-
validation, the training set is resampled to balance data of each class
before training.

TABLE IlI
DISTRIBUTION OF 5-SEC EPOCHS FOR TRAIN
AND TEST SETS OF TUSZ

EEGLH EEGRH
Background Seizure Background Seizure
(Negative) (Positive) (Negative) (Positive)
Train set (DS1) 124,391 30,816 126,632 28,575
Test set (DS2) 41,683 18,794 44,686 15,791

of the obtained accuracy, Fl-score, sensitivity (Sen), and
specificity (Spec) for the 5 iterations were taken as the final
results.

Different values of SD,;, are considered to measure the
performance of the proposed system for detecting epilep-
tic seizures. Figs. 6-8 show the Detection Error Tradeoff
curves (DET) of the three classification structures for all strate-
gies. In the case of the CNN+MLP classifier, it is observed
from Fig. 6 that strategy 3 has the best results for the BHI
and BI cases compared to the other strategies while the BI
case in strategy 2 has the worst results. Considering the BHI
interaction improved the performance of the proposed system
for strategies 2 and 3 compared to the BI case. The sensitivity
results of the BHI case of strategy 3 are improved by 47%
and 15% at FAR of 4 and 7 /24 h, respectively, while the
FAR values are dropped by 39% and 3% at a Sen of 30% and
66.7% respectively.

According to the DET results of the CNN+SVM clas-
sifier (see Fig. 7), utilizing the BHI interaction improved
the performance of the system compared to the BI for all
strategies. It is noticed that strategy 3 gives the best results
and strategy 2 gives the worst results. For strategy 3, BHI
improves the sensitivity by 44%, 6%, and 2.4 % at FAR
of 4, 7, and 12 /24h and improves the FAR by 18 % at a
Sen of 30% compared to the BI case. While in the case of
the CNN+MLP+SVM classifier, Fig. 8, the BHI improves
the results of strategies 2 and 3 compared to the BI case
of the same strategies. In strategy 3, the Sen results of the
BHI case are enhanced by 48%, 18%, and 2% at FAR of 4,
7, and 12 /24h compared to the BI case.
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Fig. 6.  DET of CNN+MLP classifier for all 3 strategies using BHI
and BlI.
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Fig. 7. DET of CNN+SVM classifier for all 3 strategies using BHI and BI.
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Fig. 8. DET of CNN+MLP+SVM classifier for all 3 strategies using BHI
and BI.

From figures 6-8, it is observed that dividing the 5-sec
EEG epoch into 9 frames in strategy 3 allows the network to
extract the local and temporal dependence features, resulting
in the performance being improved. While considering the
5-sec EEG epoch as one frame in strategies 1 and 2 does
not allow the network to extract the temporal dependence
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TABLE IV
COMPARISON OF THE PROPOSED STRATEGIES WITH THE STATE-OF-ART METHODS
Method SDn Sen (%) Spec (%) FAR (/24h) DL (sec)
HMM - 30.32 80.07 244
Deep HMM/SdA - 35.35 73.35 77
Learning HMM/LSTM - 30.05 80.53 60
Methods _ IPCA/LSTM - 32.97 77.57 73 NA
[24] CNN/MLP - 39.09 76.84 77
CNN/LSTM - 30.83 96.86 7
DWT-Net (5-sec window) 0.76 30.25 96.64 4
[25] 0.35 59.07 89.72 12
- - 0.86 - - 29.8 - - 99.0 - - 2.13
0.98 0.20 0.79 16.9 13.0 37.7 98.1 98.1 98.1 4.09 4.09 4.09
o ONNMLP 56 015 063 259 189 535 968 968 969 705 703 687 oo P 0@
£ 080 0.09 049 402 226 665 944 946 946 123 119 1193
£ - - 0.88 - - 29.8 - = 99.2 = = 1.79
£ 0.94 0.20 0.80 13.6 13.4 37.7 98.2 98.2 98.2 3.92 3.92 3.92
g CNN+SYM 0.84 0.15 0.65 23.0 19.3 56.1 96.8 96.8 96.8 7.03 7.03 7.03 1147 B
E 0.72 0.10 0.53 37.4 22.2 63.6 94.6 94.6 94.6 11.8 11.9 11.9
£ - - 0.87 - - 29.8 - - 99.1 = o 1.96
M CNN+MLP+ _098 033 078 165 13.0 386 981 982 981 409 392 4.9 ses IEEEE
< SVM 0.89 0.28 0.62  27.0 15.2 54.4 96.8 96.8 96.8 7.03 7.03 7.03 ’ ’ ’
§ 0.79 0.20 0.49 39.6 20.0 66.9 94.5 94.5 94.6 12.1 12.1 11.9
] = - - 0.88 - - 30.3 - - 99.4 = = 1.31
=] = 0.95 0.75 0.67 16.0 17.1 55.0 98 98.2 98.1 4.25 3.92 4.25
e CNN+MLP 0.88 0.67 0.55 24.4 21.1 61.4 96.8 96.9 96.8 7.03 6.87 7.03 877 2955 el
_g 0.80 0.45 0.45 37.8 35.0 66.7 94.6 94.6 947 121 11.9 11.6
‘g - 0.88 - - 30.0 = = 99.3 = = 1.47
g 090 073 067 169 165 544 981 981 981 4.09 409 425
= CONNSYM oRT 063 056 262 209 592 968 968 968 703 687 703 |00 2806 1238
E 0.73 0.39 0.47 37.1 34.7 65.1 94.6 94.6 94.6 11.9 11.9 11.8
= - - 0.87 - - 30.0 - - 99.2 = = 1.79
.cé‘ CNN+MLP+ _ 0.97 0.72 0.65 17.6 19.8 57.2 98.2 98.1 98.1 3.92 4.07 4.09 338 2856 11.94
& SVM 089 066 053 255 231 640 968 968 969 7.03 7.03  6.87 ’ : ;
0.82 042 044 35 352 682 946 946 946 118 119  11.9

features as a result the performance is degraded. Moreover,
it is noticed that the BHI of strategy 3 is the best case while
the BI of strategy 2 is the worst case for the three classification
structures. This proved the effectiveness of using ECG with
EEG for detecting epileptic seizures. Compared to the worst
case, the Sen results of the best case are improved by a factor
of 3.23, 2.45, and 1.95 for the CNN+MLP, by 3.06, 2.07, and
1.93 for the CNN+SVM, and by 3.40, 3.21, and 2.41 for the
CNN+MLP+SVM at FAR of 4, 7, and 12 /24h, respectively.
This confirms that considering SVM after the MLP network
improves the system performance compared to other networks
because the SVM maps the features vector of MLP from a
low-dimensional space to a high-dimensional space.

Table IV shows the details of the obtained results compared
to the results of Refs [24], [25] that used the TUSZ dataset.
It is observed that strategy 3 outperforms the other methods
because it can track the feature variation through the different
time frames within each epoch. Moreover, increasing the value
of SD;j, helps the system to combine several consecutive false
alarms, which improves the FAR but decreases the system
sensitivity. Fig. 9 shows the results of strategy 3 for all classi-
fication structures and results of Refs. [24], [25]. It is obvious
that strategy 3 for all classification structures outperforms the
performance of the average human detector based on the gEEG
tool [9] by detecting more than 68% of seizure events with
a FAR of 12/24h. The highest Sen of 68.2% with a FAR of
11.9/24h is achieved using the CNN+MLP+SVM structure
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Fig. 9. Comparison of the proposed strategy 3 and the other methods.

with the BHI case, while the lowest FAR of 1.31/24h at a
Sen of 30 % is achieved using the CNN+MLP structure with
BHI case. Moreover, the DL results of strategies 1 and 3
outperform the results of strategy 2. The obtained values of
DL change as 8.38 ~ 11.47 sec and 10.09 ~12.28 sec for
strategies 1 and 3, respectively. Although BHI improves the
FAR and Sen compared to BI, it slightly increases DL because
the cardiac effects of epileptic discharges happen after the
seizure onset.
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Fig. 10. Example 1 from TUZS corpus for detecting the seizure onset across the EEG channels.

For a fair comparison with other methods, the BI case
is considered to measure the performance of the pro-
posed method based on using EEG only. In the BI case,
the CNN+MLP+SVM structure of strategy 3 enhances
the sensitivity by 76.5% at FAR of 7 /24h compared to
CNN/LSTM [24] and by 28% and 13.3% compared to
DWT-Net [25] at 4 and 7 /24h, respectively. This proved that
our method which used only two surrogate EEG channels
outperforms the other methods which were based on all
EEG channels. Also, introducing the ECG signal with EEG
improves the detection rate. The CNN+MLP+-SVM structure
in the BHI case of strategy 3 improves the system’s sensi-
tivity and specificity by 108% and 0.04% at FAR of 7 /24h
compared to CNN/LSTM of Ref. [24]. Also, it enhanced
the sensitivity by 89% and 15.5% and the specificity by
1.5% and 5.44% at FAR of 4 and 12 /24h, respectively
compared to DWT-Net [25]. Given the same sensitivity of
30%, the proposed system improves the FAR by 55% and 74%
compared to DWT-Net and CNN/LSTM, respectively. This
clarifies that the interaction between the brain and the heart
(BHI case) improves the performance of the system compared
to considering brain interaction (BI case) only.

Figs. 10-11 show two examples from DS2 of the TUSZ
corpus for detecting the seizure onset and the firing channels
by the proposed system. For the EEG record shown in Fig. 10,
the overall seizure onset started after 4 sec, with respect to the
beginning of the record, and lasted for 111 sec, and occurred
across all channels except the first 4 channels according to the
annotated label of the TUSZ dataset. It is observed that the

proposed method detected the overall seizure onset with a DL
of 9 sec referred to the annotated label. Across the channels
of EEG, the proposed system detected the epileptic seizures of
16 channels correctly and missed only the FP1-F3 and F3-C3
channels, while the F7-T3 channel was mistakenly detected.
In the second record sample shown in Fig. 11, the overall
seizure onset started after 208 sec for a duration of 100 sec and
occurred only on four channels of the right hemisphere chan-
nels, namely F8-T4, T4-T6, C4-T4, and T4-A2 channels. The
proposed system detected the seizure onset correctly across
the four channels with a DL of 14 sec as per the annotated
label, and only one channel was mistakenly detected.

For the complexity aspect, converting the 22 channels of
EEG into two surrogate channels reduces the computational
complexity of the proposed system. Also, using simple signal
processing methods like EMD and WBS fasts the proposed
system. Moreover, our network structures are simple and
have the smallest number of parameters compared to the
other methods as illustrated in Table V. The model of strat-
egy 3 has 213K parameters compared to 240K and 4.7M
parameters of [24] and [25], respectively. For our implemen-
tation using MATLAB 2019a, the proposed three strategies
require 17.3 sec, 1.46 sec, 1.26 sec respectively on a Desktop
with an Intel®Core™i5-7500 3.4 GHz processor and 16 GB
RAM for detecting 5-sec epoch at a sampling rate of 250 Hz.
It is observed that dividing a 5-sec epoch into 1-sec frames
in strategy 3 fasts the computational processes because it
deals with a short duration signal compared to the other two
strategies.
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Fig. 11. Example 2 from TUZS corpus for detecting the seizure onset across the EEG channels.
TABLE V are rarely happened, the surrogate channels can be increased
NETWORK COMPLEXITY OF THE PROPOSED METHOD to four to reduce the information loss.
NNLs  PWT- e LS V. CONCLUSION
T™) [24] Net Strategy  Strategy Strategy
[25] 1 2 3 In this paper, a new method based on the brain-heart
P?::::l‘e’trekrs 4,667,680 242,896 240,944 84176 213,008 interaction is proposed for detecting epileptic seizures and the

The advantages of the proposed framework can be sum-
marized as 1) It is the first system for detecting epileptic
seizures based on the interaction between the ECG and EEG
signals; 2) It saves the computational complexity by reducing
the channels of EEG signal to only two channels; 3) It can
detect the seizure onset and also the firing location in the brain,
and 4) It outperforms the human performance based on the
qEEG tool by detecting more than 68% with 11.9 false alarms/
24 hours and a detection latency of 11.94 sec. However,
converting the 22 channels into 2 surrogate channels using
the average filter causes a loss of information depending on
the number of channels that seizure diffused through them.
In the case of generalized seizures, the whole brain is affected,
so the detection task won’t be affected by the information
loss due to channel converting. Also in partial seizures, which
affect a lobe of the brain, the information loss of channel
converting does not affect the detection performance because
most of these partial seizures often spread to involve other
lobes in the brain. For the limited diffused partial seizures
(i.e., the seizure happens at one or two EEG channels), which

firing locations by incorporating the empirical mode decompo-
sition and the wavelet bi-spectrum techniques. In the proposed
method, the EEG channels are mapped into two surrogate
channels incorporating with the ECG signal for detecting
epileptic seizures to save the computational complexity. Three
strategies are considered to find the effective technique for
extracting accurate features. Also, three classification networks
are constructed to classify the extracted features. The largest
available EEG/ECG dataset (TUSZ) with 315 subjects and
7 seizure types is considered to measure the generalization
capability of the proposed method. The obtained results con-
firmed that considering the brain-heart interaction improved
the system performance compared to the brain frequency inter-
action because EEG is a weak and noisy signal. Furthermore,
the proposed system outperforms the existing methods and
human performance based on the qEEG tool by detecting more
than 68% with 11.9 false alarms/ 24 hours and a detection
latency of 11.94 sec. Future work should be continued to
improve the ability of the proposed system to detect the limited
diffused partial seizures by reducing the information loss due
to converting the EEG channels into two surrogate channels.
Moreover, studying the effect of training data size on the
system performance.
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