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Abstract—Deep sleep staging networks have reached
top performance on large-scale datasets. However, these
models perform poorer when training and testing on small
sleep cohorts due to data inefficiency. Transferring well-
trained models from large-scale datasets (source domain)
to small sleep cohorts (target domain) is a promising solu-
tion but still remains challenging due to the domain-shift
issue. In this work, an unsupervised domain adaptation
approach, domain statistics alignment (DSA), is developed
to bridge the gap between the data distribution of source
and target domains. DSA adapts the source models on the
target domain by modulating the domain-specific statistics
of deep features stored in the Batch Normalization (BN)
layers. Furthermore, we have extended DSA by introducing
cross-domain statistics in each BN layer to perform DSA
adaptively (AdaDSA). The proposed methods merely need
the well-trained source model without access to the source
data, which may be proprietary and inaccessible. DSA and
AdaDSA are universally applicable to various deep sleep
staging networks that have BN layers. We have validated the
proposed methods by extensive experiments on two state-
of-the-art deep sleep staging networks, DeepSleepNet+
and U-time. The performance was evaluated by conduct-
ing various transfer tasks on six sleep databases, includ-
ing two large-scale databases, MASS and SHHS, as the
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source domain, four small sleep databases as the tar-
get domain. Thereinto, clinical sleep records acquired in
Huashan Hospital, Shanghai, were used. The results show
that both DSA and AdaDSA could significantly improve the
performance of source models on target domains, providing
novel insights into the domain generalization problem in
sleep staging tasks.

Index  Terms—Unsupervised domain adaptation,
deep learning, sleep staging, transfer learning, batch
normalization.

I. INTRODUCTION

LEEP staging is an essential process in sleep disorder

diagnosis. In clinical practice, whole-night polysomnog-
raphy (PSG) is analyzed by sleep technicians to label each
sleep duration of 30 seconds to one of either six (according to
R&K rules [1]) or five (according to the AASM guideline [2])
sleep stages. The manual scoring process is expensive and
time-consuming, taking a scorer hours for annotating one PSG
record. Also, manual scoring is prone to human errors due to
subjectivity. An average inter-rater sleep scoring agreement
of 82.6% over more than 2500 scorers is reported in [3].
With the soaring development of machine learning, automatic
sleep staging [4]-[10] and sleep disorders assessment tech-
niques [11]-[13] have progressed significantly in recent years.
In particular, extensive works based on deep learning have
reached human-performance in sleep staging tasks.

Despite the top-performance achieved, deep sleep staging
models have not been widely accepted in clinical practice.
The primary reason is two-fold. First, there is no sufficient
labeled training data in many cases. The training of deep sleep
staging models is largely supervised and data-driven, requiring
a large number of labeled training samples to establish the
map between physiological signals and sleep stage labels.
The performance of deep sleep staging models relies on
the size of available training samples. In previous studies,
a poorer performance was observed when trained the same
network on a small sleep database than on large sleep cohorts
[4], [9], [14]. Unfortunately, large-scale annotated sleep data
is not always attainable for many sleep studies. Second, it is
feasible to predict unseen sleep records (target domain) using
models trained on large databases (source domain). However,
due to different acquisition settings, the properties of sleep
samples on target domains inevitably differ from those on the
source domain. This domain-shift issue leads to performance

For more information, see https://creativecommons.org/licenses/by/4.0/
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deterioration when directly applying models trained on a
source domain to target domains.

Several approaches have been proposed to adapt the source
models to unseen target domains. Supervised transfer learning
is the most frequently used approach. Supervised transfer
learning approaches generally adapt the well-trained source
models on the target domain by fine-tuning the network
parameters using the available annotated samples on the target
domains [4], [15]-[18]. The target domain could either be a
collection of sleep records from a clinical site [4], [15], [16]
or sleep records from a particular individual (personalized
transfer) [17], [18]. In particular, Phan et al. [4] conducted
a comprehensive transfer learning study, providing an insight
into the transferability of the deep features learned from
sleep staging networks. However, supervised fine-tune requires
many sleep samples to be labeled on the target domain, which
is not always applicable.

From a realistic perspective, semi-supervised or unsuper-
vised approaches are preferable. Banluesombatkul ef al. [14]
proposed a transfer learning framework, MetaSleepLearner,
based on Model-Agnostic Meta-Learning (MAML) [19].
By MetaSleepLearner, the network could be fast adapted to
new individuals using only a few labeled data. However, the
computation cost of Meta-Learning is expensive. In addition,
the authors only validated the framework on a simple network.
The efficacy of this framework on state-of-the-art networks
still needs to be further validated. Unsupervised Domain adap-
tation approaches using adversarial learning were proposed to
learn domain-invariant representations of sleep samples from
different databases [20]-[22]. In these works, specific network
architecture was designed and trained simultaneously using
samples from source and target datasets. Domain classifiers
were used to drive the network to learn domain-invariant
features. These approaches can enhance the sleep staging
performance on the target dataset without needing sleep anno-
tations. Nevertheless, these methods are not model-agnostic,
often rely on special design in network architecture, thus
are hard to generalize to other networks. These adversarial
methods contain several loss functions and converge slowly.
Also, these methods require the sleep samples from the source
domain, which are proprietary and inaccessible in most cases.

Different from all previous works, we adapted the source
models on target domains by statistics alignment. Samples
for training a deep sleep staging neural network are assumed
i.i.d, but samples across data domains are not. The marginal
distribution of sleep samples varies in different acquisition
setups and individual peculiarities. The inconsistency in data
distribution hinders the network trained on the source domain
from performing well on the target domains. Inspired by
the widespread Batch Normalization (BN) technique [23],
we cope with the domain-shift issues by explicitly aligning the
distributions of the intermediate features of neural networks.
We hypothesize that the task-specific information is stored
in network weights, whereas the domain-specific information
is represented by the statistics accumulated in BN layers.
Therefore, well-trained models can be adapted to new target
domains by merely updating the statistics in BN layers. This
method, we call domain statistics alignments (DSA), is easy to

implement as a preprocessing step during model transfer. Fur-
thermore, we have extended DSA by a second step, in which
we introduce cross-domain distributions to tune the degree of
the statistics alignment. This method, we call adaptive domain
statistics alignment (AdaDSA), has contributed to considerable
performance gains over DSA.

The main contributions of this work include:

« This work provides a new perspective on bridging the gap
between the distribution of source and target domains in
sleep staging tasks. We explicitly align the distribution
of different domains by modulating the domain-specific
statistics stored in the networks. The proposed methods
are easy to implement without access to source data, and
they can be universally applied to various deep sleep
staging models with BN layers.

« We validated the effectiveness of our approach on two
state-of-the-art sleep staging networks on various transfer
tasks. We used two large-scale databases as the source
domain and four small sleep databases as the target
domains. Thereinto, practical clinical sleep records are
taken into account. The results show that our approaches
can significantly improve the performance of source mod-
els on target domains.

« We have compared the proposed methods with other
transfer learning works. The obtained results further
demonstrated the efficacy of proposed approaches. This
work provides new ideas for generalizing deep sleep stag-
ing models on sleep records with different characteristics
and can boost the development of practical automatic
sleep staging applications.

Il. METHODOLOGIES

The conceptual framework of the proposed methods is
shown in Fig.1. Let X be the input space (e.g. sleep sam-
ples) and )Y the output space (e.g. sleep stages). Let S =
(L yD, (2,92, (g, i)} and T = f{x/),x2 ..., x")
refer to the source domain samples and the unlabeled tar-
get domain, respectively. We first trained a source model
F(0'; pg; 0?) on S via empirical risk minimization (Fig.1(a)),
where 6’ is the network weights represented the map: X — ),
and pg and af represent the domain-specific BN statistics
on §. The primary goal of DSA and AdaDSA is to modulate
the statistics in model F; on the target domain, to build a
prediction model F;, which can perform well on the target
domain (Fig.1(b) and (¢)). Since our work is highly related to
BN technique, we briefly introduced BN technique below.

A. Batch Normalization

Known as internal covariance shift, the distribution of
internal nodes of a neural network may change during training.
Batch Normalization (BN) [23] reduces this shift by applying
normalization on features in each mini-batch, thus could
facilitate model convergence. BN is one of the most popular
techniques in deep learning applications. It has been used in
most recent top-performing deep-learning-based sleep staging
models, such as DeepSleepNet [9], SeqSleepNet [5], and
Utime [10], etc.
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Fig. 1.

(c)

The conceptual frameworks of proposed methods. (a): Pre-training network on the source domain, the pre-trained model Fs is then transferred

to the target domains. (b): Domain statistics alignment (DSA); (c): Adaptive Domain statistics alignment (AdaDSA).
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Fig. 2. The t-SNE visualization of statistics vectors from different
domains on different network layers. Each point represents the statistics
from a mini-batch. Samples from the MASS database are drawn from
the test set. From left to right: networks layers from shallow to deep.

Given d-dimensional input x € R? in a mini-batch.
BN layer first normalizes x by making every scalar feature
have the mean of 0 and the variance of 1.

x@D —E[x@

2@ _
Var[x@]

(1

A transformation is made to represent the identity transform
for reserving the information that the network layers originally
represents?

@ _ y(d)fc(d) + ﬂ(d)

y )

Thereinto, 9 and y @ are trainable parameters that can
restore the representation power of the network. The global
statistics, i.e., mean value ,u(d) and variance value (a(d))2
of each feature scalar are estimated during training by the
exponential moving average across all training samples by:

n@
(D) =

= mu®D + (1 = mE[x,

m(e“N? + (1 —m)Var[x¥] 3)
where m is the moving average term, the estimated global
statistic is used to normalize the testing data during inference.
For clarify, we use ¥, B, u> and ¢ to represent the multi-
dimensional linear transformation parameters, global mean and
variance vectors, respectively, below.

B. Domain-Shift in BN Layers

When using the trained source models F; to test the sam-
ples from 7, following the standard procedure, the network
normalizes the internal activations by the source statistics
and o2 ¢, which may lead to mismatch in data distribution of
the 1ntermediate features between S and 7. To demonstrate
this, we used a DeepSleepNet+ model pre-trained on the
MASS database, to test samples from Sleep-EDF-ST database.
We computed the mean and variance for each scalar feature
of the input activations on different BN layers for each mini-
batch. The moments from a mini-batch were then concatenated
to form a statistics feature vector. We visualized in Fig.2
the statistics vectors by t-SNE embedding [24]. It could be
observed that the statistics are clustered into their own domains
across network layers. Even for sleep samples of different
subjects in the same database, the discrepancies still exist.
This distributional shift leads to a mismatch between the
network weight 6’ and the normalized network activations.
As a consequence, Fy perform poorly on 7.

C. Domain Statistics Alignment (DSA)

According to the above analysis, we conjectured that the
mismatch in BN statistics between the source and target
domain partly causes the performance deterioration of source
models on the target domain. Inspired by [25], we attempt to
mitigate the domain shift issue by modulating the statistics in
BN layers on the target domain.

As shown in Fig. 1 (b), before testing sleep samples in 7,
we collect the input activations of each BN layer in F§ (0 ) over
all the samples x; drawn from 7. Let o, = {ot,ot,. }
denotes a batch of input to a BN layer. The statistics of the
current BN layer could be easily estimated on 7 by:
o> = Varfo]

e = Elo¢], “)

p: and oy is computed layer-by-layer for each BN layer.
The values can be either computed directly or using the online
algorithm proposed in [26].
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Finally, we replace the global statistics of BN layers in
F0'; ugs asz) with the estimated statistics from 7, yielding
a domain-specific model F(0'; u;; O’tz). During the inference
on 7, the activation of BN layers are normalized using p; and
or from 7.

~ Or — Mt
0y =
Ot

)

the same linear transformation with that in the training phase
is reserved to generate i.i.d. samples:

Y=y x0;+p (6)

In this study, we consider sleep records from the same sub-
ject as a separate data domain. The reasons are manifold. First,
owning data from other subjects is becoming more and more
difficult with privacy and security concerns growing. Secondly,
inter-subject variability in data distribution inherently exists
due to the peculiarities of individuals, hence adapting the
source models subject-by-subject seems to be more reasonable.
Lastly, the proposed methods are straightforward to implement
with minimal meta-parameters to optimize. It is feasible to
adapt source models on sleep records from a particular indi-
vidual before the reference.

D. Adaptive Domain Statistics Alignment (AdaDSA)

We argue that DSA only exploits the local moments of 7.
However, the size of 7 is generally small, the estimations
of moments based on 7 alone is prone to noisy and may
be inaccurate. Therefore, leveraging the observations from a
much larger dataset S can potentially improve the robustness
of the estimation of these statistics. For each BN layer,
we introduce cross-domain statistics to control the degree
of statistics alignment explicitly. Let g; and ¢; denote the
distribution of data domain S and 7, these two distributions
can be mixed by:

qrs = aq; + (1 — a)gs @)

where a € [0, 1] is the blending factor to control the weights
of two domains. The moments of the cross-domain distribution
can be computed via:

Wes = ape + (1 — a)ps
of = alof + (me — pes)?)

+ (1 =)0 + (s — 1es)?) ®)

where fi;, atz, s, and O's2 are the estimated global first and
second moments on 7 and S, respectively. piss is the weighted
mean and O’tzs is the pooled variance. The parameter a enables
us to learn how much each domain should contribute to the
estimate of cross-domain statistics, when o = 1, the adaptation
on the current BN layer is equivalent to DSA, when a = 0.5,
the moments of two domains are equally used.

As shown in Fig.1(c), given the pre-trained source model
Fs(0"), we aim at learning a domain-specific model F;(8'; a)
on the target domain. First, we replaced the stored global
moments in BN layers with cross-domain statistics. Since the
cross-domain moments are decided by the blending parameter
o, we need to find an optimal a for each BN layer to make F;

perform well on 7. Ideally, the outputs of F; should be close
to one-hot encoding. Thus an objective we can pursue is to
reduce the degree of uncertainty of the sleep labels predicted
by F;:

1
Lent (o) = ——- D D Fies yix)log Files; y;x)  (9)

! xt€T yeY

However, the target samples may be matched to the wrong
labels by F;. We use pseudo labels generated by the conjunc-
tion outputs of F; and F; to prevent the predicted results of F;
from deviating too far from the real labels. The pseudo labels
y; were generated via:

yi = argmax{(1 — 2) Fs(x)[y]1 + AF: (e; x)[y]} ~ (10)
y

where 4 is a balance weight, which will gradually increase
from O to 1 during training, this means we initialize the pseudo
labels using Fy and progressively refine them by F;. The cross-
entropy loss of y; and the predicted probabilities is utilized as
a regularization:

1
£pseud0(°‘) = T Z Z yt/IOg Fi(o; x)[y] (1)
tx,eTyey

Finally, with the network weights 6’ fixed, we optimized
the statistic blending factor a with the full objective:

L= £pseudo + jwcent (12)

During training, parameter set « = {a1,02,...,0; ..., 0},
where a; denotes the blending factor in the i-th BN layer,
is optimized to minimize the full loss £. In particular, a; is
updated by backpropagation and gradients descent with a
learning rate #:

oL
oa;
Intuitively, the hypothesis space for searching optimal para-

meter o is small, it is feasible to fine-tune F; merely using
the target samples, which generally has a small data size.

13)

A <—o; —1n

I1l. EXPERIMENTS
A. Databases

The used databases are summarized in Table I. We also
introduced them briefly below.

1) Source Domain: We used two large scale open-source
sleep datasets as the source datasets:

MASS: The Montreal Archive of Sleep Studies
(MASS) [27] is the most frequently used source dataset
in sleep staging transfer learning studies. It consists of
200 whole-night PSG recordings, which were pooled from
different sleep centers. There are five subsets (SS1-SS5),
in which each record was annotated by experts either
according to the AASM (SS1 and SS3) or R&K standard (SS2,
SS4, and SS5). We followed the procedure in [4] to convert
all the records annotations to meet the AASM standard. The
entire dataset was used in our experiments. The C4-Al EEG
channel was used to evaluate the proposed method.
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TABLE |
SUMMARY OF DATABASES

Databases Records Number Sample Rate (Hz) EEG Channel Scoring Standard  Train/vadiation/test
SHHS 5973 125 C4-Al R&K 4534/100/1159
MASS 200 200 C4-Al R&K or AASM 180/10/10

SLEEP-EDF-SC 153 100 Fpz-Cz R&K subject-wise
SLEEP-EDF-ST 22 100 Fpz-Cz R&K subject-wise
UCD 25 128 C3-M2 R&K subject-wise
HSFU 26 1024 C4-M1 AASM subject-wise

SHHS: This is the largest accessible public database. The
Sleep Heart Health Study (SHHS) [28], [29] is a multicenter
cohort study designed to investigate the relationship between
sleep-disordered breathing and cardiovascular diseases. The
database consists of two subsets, SHHS Visit 1 (SHHS-1) and
SHHS Visit 2 (SHHS-2). We used SHHS-1 as recommended
in [30]. SHHS-1 contains 5793 whole-night PSG recordings
annotated by sleep experts according to the R&K standard.
Like MASS, the sleep labels were converted to meet the
AASM standard, and the C4-A1 EEG channel was used in
our experiments.

2) Target Domain: We used four small sleep databases as the
target domains in our studies. The enrolled datasets contain
both healthy and disordered subjects.

Sleep-EDF-SC: The Sleep Cassette (SC) [31] is a publicly
available database. The database consists of 153 whole-night
PSG recordings acquired from 78 healthy subjects. In this
study, we both used the full Sleep-EDF-SC database (referred
to as Sleep-EDF-SC-78) and a subset of PSG records from
20 subjects (referred to as Sleep-EDF-SC-20), which corre-
sponds to an earlier version of the Sleep-EDF-SC database that
has been extensively studied in the literature. As recommend
in [4], [22], [32], only the in-bed parts (from lights off time
to light on time) of the PSG recordings were used in our
study. Following [4], we converted sleep annotations to meet
the AASM standard. The Fpz-Cz EEG channel is used in our
experiments.

Sleep-EDF-ST: The Sleep Telemetry (ST) database is a
subset of the Sleep-EDF Expanded dataset. Different from
Sleep-EDF-SC, the 22 sleep recordings were collected on
subjects with difficulty falling asleep. Similar to the Sleep-
EDEF-SC subset, the sleep annotations were converted to meet
the AASM standard. Besides, only in-bed parts of the whole
night sleep records were used. The Fpz-Cz EEG channel is
used in the experiments.

UCD: The St. Vincent’s University Hospital / University
College Dublin Sleep Apnea Database (UCD) [31] contains
25 full-night PSG recordings. The recordings were collected
on subjects under diagnosis for either primary snoring and
sleep apnea. The sleep annotations were made by experts
according to the R&K standard. We used the C3-A2 EEG
channel in our experiments.

HSFU: A non-public database collected in Huashan Hos-
pital, Fudan University, Shanghai, China, during 2019-2020.
It consists of 26 clinical PSG recordings, which were acquired
on patients diagnosed with obstructive sleep apnea, insomnia,

and restless legs syndrome. The PSG recordings were anno-
tated by one qualified sleep expert according to the AASM
standard. We used the C4-M1 EEG channel in our study.
The study was approved by the Institutional Review Board
of Huashan Hospital, Fudan University (2021-811).

B. Data Preprocessing

In our experiments, all the used EEG signals were down-
sampled to 100 Hz. EEG signals were normalized to zero mean
and standard deviation of one by z-score to ensure the scale of
these EEG signals from different databases roughly matching.
Following the standard procedure, all the EEG signals were
split into 30 seconds epochs without overlap. Each epoch has
a corresponding sleep stage label.

C. Model Specification

Two state-of-the-art networks DeepSleepNet+ [4], [9] and
U-time [10],were adopted to evaluate the proposed methods.
Both networks have achieved the top-performance in sleep
staging tasks as reported in the prior studies.

DeepSleepNet+: DeepSleepNet uses two branches of con-
volution layers to learn the task-related features from raw EEG
signals. The learned features are then fed into sequential learn-
ing modules to capture the transition rules of sleep epochs.
Each convolution layer in DeepSleepNet is associated with a
BN layer. In this study, we used DeepSleepNet+ [4], which
is an end-to-end variant of DeepSleepNet with a sequence-to-
sequence learning scheme.

U-time: This is a temporal fully convolutional network with
a deep architecture [10], which maps sequential inputs of
raw EEG signals with arbitrary length to a sequence of class
labels. Departing from the recurrent architectures, U-time can
be directly applied across sleep databases. Therefore, U-time
is ideal to be used in transfer learning studies. BN techniques
are used following convolution layers both in the encoder and
decoder modules.

D. Implementation Details

In our experiments, both networks were re-implemented
by Pytorch.! The hyper-parameters of DeepSleepNet+ and
U-time are consistent with their original implementation,
except that we used the sequence-to-sequence learning scheme

1 https://pytorch.org/
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for U-time in accordance with DeepSleepNet+. In all experi-
ments, we fixed the input sequence length as L = 20 for both
networks.

We used the MASS and SHHS database, in turn, as the
source domain. On source datasets, the number of subjects in
the training set, validation set, and testing set are summarized
in table I. We used Adam optimizer to update the network
weights by minimizing the cross-entropy loss between output
probabilities and sleep stage labels. For both networks, the
learning rate was fixed as 10™*. The training batch size was
set to 32 on the MASS database and 1024 on the SHHS
database to speed up training. The training process was early
stopped when the validation accuracy stopped improving for
500 training steps. The models with the best validation accu-
racy were used as the source model F;(0’) to be transferred
to the target domain.

On the target domains, the subject-wise domain adaptation
was conducted. For DSA, in DeepSleepNet+, the statistics of
target samples were directly computed, whereas we used the
online estimation algorithm [26] to calculate the moments in
U-time because of memory restrictions.

For AdaDSA, the blending factors &« = {ai,a2,...0,}
is initialized as 1 and updated via Adam optimizer with
network weights 6" fixed. To attenuate the noisy predictions
of F,i (@) at the early stages of the training, parameter 1 is

gradually increased from O to 1 by 4, = m — 1 with
a = 10 as recommended in [33], where p € [0, 1] represents
the training process. The initial learning rate 7o is set as
1073, It is annealed during the training by: np = (H”W,
where b = 10, g = 0.75 [34]. All the models were trained
for 40 iterations. The parameters are fixed throughout all the
experiments.

E. Performance Metrics

We used metrics including the accuracy (Acc.), macro
Fl-score (MF1), and Cohen’s kappa (x) to evaluate the sleep
staging performance. The reported values are computed by
pooling all the results of the subject-wise validation folds.

Shapiro—Wilk test was applied to verify the normality of
the obtained metrics. Results showed that the Gaussian distri-
bution assumption was not satisfied. Therefore, the Friedman
test was used to evaluate the effects of specific factors on
the obtained performance metrics. Wilcoxon signed-rank test
with Holm-Bonferroni correction was applied for multiple
comparisons if necessary. The significance level is set as
p < 0.05 in this study.

IV. RESULTS
A. Intra-Domain and Direct Transfer Performance

We trained DeepSleepNet+ and U-time on two source
databases. Fig.3 shows the intra-domain performance of the
source models and the cross-domain performance by direct
applying source models on four target domains. In principle,
both networks perform well on the source domains, reaching
an accuracy with values of above 84%. Using the same
network architecture, source models trained on the MASS
database obtain slightly higher accuracy than that on SHHS.
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Fig. 3. The intra-domain and cross-domain sleep staging accuracy of
DeepSleepNet+ and U-time trained on two source datasets: top: MASS;
bottom: SHHS.
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Fig. 4. The distribution of the signal amplitudes of the normalized EEG
epochs on different databases. Top: the MASS databases compared
to target domains. Bottom: the SHHS databases compared to target
domains.

However, the trained source models without adaptation have
poorer performance on the target domains than that on the
source domain as indicated in Fig.3. The degree of perfor-
mance degeneration differs by the target datasets. The accuracy
drop on Sleep-EDF-SC-20, HSFU, UCD database is relatively
modest. In contrast, the accuracy declined sharply on Sleep-
EDF-ST, with a value of 23.0-52.8% obtained by different
source models. Although the distribution of high-dimensional
sleep samples can not be explicitly given, Fig. 4 provides
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TABLE Il
OVERALL PERFORMANCE

smﬁggg;c—zo SleeXEASIE;CJS smt@gg;fﬂ MASS—UCD MASS—HSFU
Method Acc. MF1 K Acc. MF1 K Acc. MF1 K Acc. MF1 K Acc. MF1 K
é DT 74.81° | 66.16" | 0.650° | 65.1° | 57.18° | 0.526° | 52.75¢ | 42.85" | 0.324¢ | 70.2% | 67.31° | 0.615° | 76.56° | 73.0® | 0.686°
g
2| DSA |8038 |74.11% | 0.720% | 70.26" | 64.33" | 0.576" | 74.96" | 68.84 | 0.624" | 70.78" | 67.46" | 0.607° | 78.51" | 74.78" | 0.707°
E AdaDSA | 81.47% | 75.03% | 0.736% | 72.73% | 66.82% | 0.616% | 75.93% | 68.06% | 0.641¢ | 73.99% | 70.66% | 0.651¢ | 80.06% | 77.16% | 0.732%
. DT 78.53¢ | 71.45° | 0.706° | 67.76" | 61.31° | 0.567 | 38.92¢ | 32.03% | 0.202° | 68.25" | 64.25" | 0.589" | 73.21° | 69.4% | 0.646°
f-) DSA | 81.36° | 74.78% | 0.739" | 70.72% | 64.45% | 0.592¢ | 72.88> | 65.08% | 0.611° | 68.86" | 65.12Y | 0.585 | 75.70P | 70.95% | 0.669%P
AdaDSA | 81.86% | 74.71% | 0.747% | 73.3% | 66.64% | 0.634% | 73.78% | 64.85% | 0.621% | 70.93% | 66.99% | 0.614% | 76.75% | 71.82% | 0.683
51ee:-%gls~“zc-2o SleeS—%gISJECJS smii%%gg SHHS=UCD SHHS—HSFU
Method Acc. MF1 K Acc. MF1 K Acc. MF1 K Acc. MF1 K Acc. MF1 K
é DT 71.69° | 64.30° | 0.589° | 66.68° | 57.69° | 0.53° | 36.10° | 30.68> | 0.20° | 72.66% | 67.38" | 0.630° | 72.99° | 66.03° | 0.621¢
£
= | DSA | 7665 | 67.12° | 0.667° | 73.77° | 64.37" | 0.626" | 71.85% | 60.02% | 0.586% | 71.83% | 66.46" | 0.618" | 77.47" | 71.39" | 0.687"
§ AdaDSA | 79.64% | 70.94% | 0.712% | 73.93% | 65.0¢ | 0.633% | 72.34% | 61.18% | 0.597% | 73.73% | 69.08% | 0.646% | 78.51¢ | 72.96% | 0.704%
. DT 73.66° | 65.65° | 0.630° | 68.04° | 59.49" | 0.558¢ | 23.03® | 16.86° | 0.09® | 64.51° | 55.69° | 0.520° | 76.51° | 69.05> | 0.674°
'§ DSA | 80.22Y | 69.88% | 0.720° | 72.58> | 63.159 | 0.616" | 62.11% | 48.77% | 0.457% | 70.48% | 63.40% | 0.602¢ | 78.69" | 70.60% | 0.707%
AdaDSA | 81.34% | 70.72¢ | 0.739% | 73.42% | 63.69% | 0.631¢ | 62.77% | 49.81% | 0.471% | 70.69° | 63.17% | 0.603% | 79.01¢ | 70.72¢ | 0.712¢

abe: Within a column of reported metrics on a transfer tasks, means without a common superscription differ significantly (p < 0.05); DT: direct transfer;
DSA: domain statistics alignment; AdaDSA: adaptive domain statistics alignment.

evidence of the data distribution variability by drawing the
density of the amplitude of EEG signals. The distributions are
in principle close to Gaussian but have different variances.
In particular, the data distribution of Sleep-EDF-ST deviates
significantly from that of the source databases, which may
partly explain the poor DT performance.

B. Performance on Transfer Tasks

Table IT shows the overall performance using different
methods on 16 transfer tasks (2 network architectures x
2 source domains x 4 target domains). We mark the highest
values of each metrics on each transfer task in bold. The super-
scription of the metrics indicates the statistical significance.
The performance shows different patterns by different transfer
tasks.

1) DSA: In most cases, using DSA could achieve higher
performance than DT, which is indicated by Acc., MF1, and «.
The performance gains vary from different target datasets.
On Sleep-EDF-SC-20, Sleep-EDF-SC-78 and Sleep-EDF-ST,
DSA could achieve a significantly higher performance under
all experimental settings. In particular, for Sleep-EDF-ST,
which suffers from the most severe distribution mismatch with
the source database, the DT performance is very low, with
accuracy ranging from 23.03% to 52.75% on different transfer
tasks. Such precision is unacceptable for practical applications.
By DSA, the prediction accuracy could be primarily enhanced,

reaching a significantly higher value ranging from 62.1% to
75.93% (p < 0.05). The DT performance decline on Sleep-
EDF-SC-20 is not as sharp. For example, the accuracy of
DT using U-time pre-trained on the MASS database has
reached 78.53%. By DSA, the accuracy could be brought
to a higher level of 81.36%. On HSFU, all the performance
indicators obtained by DSA are higher than that by DT, but the
performance differences are not significant using models pre-
trained on MASS. As for the UCD dataset, the improvement
by DSA is relatively marginal in most cases. Remarkable
accuracy improvement could be observed using U-time pre-
trained on SHHS. A subtle performance decline using DSA
on DeepSleepNet+ pre-trained on SHHS could be observed
compared to DT, but the difference is not significant for all
indicators (p > 0.05). Overall, DSA contributes to better sleep
staging performance on most transfer tasks compared to DT,
demonstrating the effectiveness of DSA.

2) AdaDSA: From Table II, applying AdaDSA on source
models could attain the best performance on almost all the
transfer tasks. The best accuracy obtained by AdaDSA are
81.86%, 73.93%, 75.93%, 73.99%, and 80.06% on Sleep-
EDF-SC-20, Sleep-EDF-SC-78, Sleep-EDF-ST, UCD, and
HSFU, respectively, across all experimental settings. Overall,
source models with AdaDSA consistently outperform their
DT counterparts in all cases. The differences in the obtained
performance indicators are significant on almost all the transfer
tasks. Fig.5 shows the subject-wise accuracy improvement by
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o  MASS as source database

o  SHHS as source database
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Fig. 5.
Sleep-EDF-SC-20, Sleep-EDF-ST, UCD, HSFU.

AdaDSA with respect to DT. This figure suggests AdaDSA
can improve the accuracy of DT on most subjects. Overall,
the subject-wise accuracy improvements are more pronounced
on Sleep-EDF-SC-20 and Sleep-EDF-ST. Although samples
from most subjects on UCD and HSFU can be more accurately
predicted by AdaDSA over DT. However, it is shown that
the accuracy was not improved by AdaDSA in a few cases.
For example, applying AdaDSA using DeepSleepNet+ on
Subject.20 from UCD database leads to an accuracy drop by
9.48%. We found the performance drop is mainly due to the
inaccurate estimation of the second-order moments on the first
convolution layers of DeepSleepNet+. The biased estimation
of moments leads to a severe distribution mismatch of the
following normalized internal features between source and
target domains. Consequently, the features of target samples
are non-normally distributed, hence hinder the networks from
mapping them into the correct labels.

AdaDSA could further enhance the performance of source
models compared to DSA on most transfer tasks. AdaDSA
perform slightly better than DSA on almost all the transfer
tasks. The statistical significance differs by the used networks,
the source databases, and the target databases. For example,
when pre-trained on MASS, U-time could obtain significantly
higher accuracy by AdaDSA than that by DSA on four
databases (p < 0.05). By contrast, the statistical difference
is not observed on most transfer tasks when using MASS
database as the source domain. The performance improvement
from DSA to AdaDSA is mainly attributed to the learned
cross-domain statistics, which are decided by the blending
factor a. Overall, there is a trend that the performance obtained
by AdaDSA is highly relevant to that by DSA.

C. Compared With Related Works

In this section, we compared our work with representative
sleep staging transfer learning studies.

The accuracy improvements from DSA to DT on each subject.

Top: DeepSleepNet+; Bottom: U-time; From left to right on each row:

TABLE Il
PERFORMANCE COMPARISON WITH [4]

Sleep-EDF-SC-20 Sleep-EDF-ST
methods
Acc. MF1 K Acc. MF1 K

DT [4] 74.2 66.9 0.651 66.7 61.3 0.541
LFS [4] 80.8 74.2 0.731 72.4 64.6 0.603
FT [4] 84.4 78.8 0.781 81.5 71.5 0.738
DT (ours) 74.81 66.16 0.650 | 52.75 42.85 0.324
DSA (ours) 80.38 74.11 0.72 7496 68.84 0.624
AdaDSA (ours) | 81.47 7503 0.736 | 73.93 68.06 0.641

The values of Acc. and MF1 are presented in percentage. The results from
[4] are reported in the original paper. DT: direct transfer; FT: fine-tune;
LFS: learning from scratch

1) Compared to Supervised Transfer Learning: Supervised
transfer learning on sleep staging tasks has been well studied
in previous studies. The comprehensive transfer learning con-
ducted by Phan ef al. [4] gives us a standard benchmark for
comparison. In this work, we have utilized the same network
(DeepSleepNet+) and validated the proposed method on the
same transfer tasks (i.e., MASS — Sleep-EDF-SC-20 and
MASS — Sleep-EDF-ST) with [4], which ensure a fair com-
parison with [4]. The obtained results in our experiments and
that reported in [4] are summarized in table III. First, a notice-
able difference in DT performance on Sleep-EDF-ST between
two studies is observed. The DT performance obtained in our
experiments is significantly lower than that in [4]. We found
this inconsistency is due to the normalization scheme applied
on EEG signals. In our study, we normalized EEG signals by
z-score, whereas the authors only removed the DC components
from EEG signals in [4]. Intriguingly, when using the same
normalization scheme with [4], we can obtain a very close DT
performance on Sleep-EDF-ST, with the Acc., MF1 and « val-
ues corresponding to 67.51%, 59.26% and 0.521, respectively.
This suggests the normalization scheme used on sleep samples
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TABLE IV
PERFORMANCE COMPARISON WITH METASLEEPLEARNER

Datasets Acc. MF1 il
[14] DSA (ours) AdaDSA (ours) [14] DSA (ours) AdaDSA (ours) [14] DSA (ours)  AdaDSA (ours)
Sleep-EDF-SC-20 | 72.1 72.78 76.25 64.8 65.21 65.24 0.624 0.651 0.668
Sleep-EDF-SC-20 74.9 72.78 76.25 68.8 65.21 65.24 0.662 0.651 0.668
Sleep-EDF-ST 67.1 69.22 69.74 60.8 59.05 59.62 0.554 0.547 0.555
UCD 56.3 63.51 66.13 50.1 57.26 59.59 0.429 0.504 0.544
MASS(SS2) 71.3 83.40 83.86 69.9 72.65 72.90 0.682 0.754 0.762

The values of Acc. and MF1 are presented in percentage. The highest values in a row evaluated on the same transfer tasks are marked in bold. The
results of MetaSleepLearner were reported in the original paper. All the results obtained by our approaches methods are based on single-channel EEG.
By contrast, the reported results of MetaSleepLearner are obtained using multi-channel montage (i.e., a combination of EEG, EOG, and submental EMG),
except the results of Sleep-EDF-SCT, whose results were obtained by single-channel EEG only. Note that the used sleep records in Sleep-EDF-SC-20,
Sleep-EDF-ST, and UCD datasets are trimmed at each end to at most 30 minutes of wake periods before and after the sleep records following [14].

may effects DT performance (see section.V-C for details). Not
surprisingly, the highest performance was achieved by con-
ducting supervised fine-tune (FT) on the target domains across
all the transfer tasks, demonstrating the benefit of transferring
knowledge from the source domain to the target domains (see
in [4]). In contrast, the proposed methods do not perform
as well as FT. This is understandable since the proposed
method is unsupervised. Unlike FT, the proposed methods
did not use any label information on the target domains.
Nevertheless, the proposed methods consistently outperform
their LFS counterparts. In particular, AdaDSA has achieved
superior performance over learning from scratch (LFS) on
both target domains. This, on the one hand, demonstrates the
efficacy of the proposed methods, on the other hand, indicates
that the learned task-specific knowledge on the source domains
is largely transferable to the target domain. As long as the
marginal distribution of target samples is aligned to that of
the source samples, the networks can accurately predict these
unseen target samples.

2) Compared to Meta-Learning: MetaSleepLearner [14]
enhance the generalization of sleep staging models on target
domains by learning optimal initial network weights on the
source domain. MetaSleepLearner can adapt the learned
network weights on unseen target domains with only a few
labeled sleep samples. Although both MetaSleepLearner and
the proposed methods are largely model-agnostic, to ensure
a fair comparison, we re-implemented the same network
originally proposed in [14]. It was not explicitly stated
whether the BN technique was applied in the original
paper [14], we applied BN layers after all the CNN blocks
in our implementation. We kept the used source domain and
target domain consistent with [14], except that we only used
single-channel EEG signals as input. The source models in
our experiments were trained following the non-meta-learning
setup (baseline 1) in the original paper. The source models are
subsequently adapted to each subject from the target domain
by DSA and AdaDSA. The results comparison is summarized
in table IV. With the same PSG montage (single-channel
EEG), both DSA and AdaDSA outperform MetaSleepLearner
on Sleep-EDF-SC-20. Compared with the results obtained
by MetaSleepLearner using multiple-channel montage
(i.e., a combination of EEG, EOG, and submental EMG),
DSA and AdaDSA still attained better performance on

TABLE V
PERFORMANCE COMPARISON WITH YOO et.al [22]

Sleep-EDF-SC-20 Sleep-EDF-ST
method
Acc. MF1 K Acc. MF1 K
Yoo et.al [22] 80.3 70.1 0.728 71.7 63.5 0.615
DSA (ours) 80.38 74.11 0.720 | 7496 68.84 0.624
AdaDSA (ours) | 81.47 75.03 0.736 | 75.93 68.06 0.641

The values of Acc. and MF1 are presented in percentage. The highest
values in a column are marked in bold. The results from Yoo et.al were
reported in the original paper.

most transfer tasks using single-channel EEG. On UCD
and MASS SS2, the accuracy gains by AdaDSA over
MetaSleepLearner are 9.83% and 6.56%, respectively. These
results demonstrate the proposed methods could achieve
better performance than MetaSleepLearner on most transfer
tasks. Most importantly, the proposed methods are far more
efficient than MetaSleepLearner, which generally cost days to
optimize the meta-weights.

3) Compared to Previous Domain Adaptation Works:
To reduce the labeling cost on target domains, a few unsu-
pervised domain adaptation approaches have been proposed
[20]-[22]. In principle, these approaches enhance the source
models’ performance on target domains by learning domain-
invariant features through a set of adversarial losses. However,
these methods need to access the source data during learning
to adapt, which is not efficient for data transmission, and
even worse, not applicable in case the source samples are
inaccessible. Besides, the complicated adversarial losses gen-
erally converge slowly. In comparison, the proposed methods
are source-free and have minimal parameters to optimize.
As one of the state-of-the-art, Yoo et al. [22] used a similar
experimental setting with our study (transferring pre-trained
deepSleepNet+ on MASS to Sleep-EDF-SC-20 and Sleep-
EDF-ST dataset), providing a benchmark for us to directly
compare with. As shown in table V, both DSA and AdaDSA
have attained higher performance than that reported in [22].
Despite its simplicity, DSA has achieved a higher MF1
than [22] by 4.1% and 5.34% on Sleep-EDF-SC-20 and
Sleep-EDF-ST, respectively. Overall, these results suggest that
the proposed method, if not better, at least as well as the
complicated approaches that use adversarial losses.
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Fig. 6. Visualization of features from different domains generated by
DeepSleepNet+ pre-trained on MASS. From each dataset, we randomly
selected 1000 samples from one subject. Top: features from shallow
layer; Bottom: features from deep layer.
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different layer depths. left: DeepSleepNet+; right: U-time.

V. DISCUSSION
A. DSA

As indicated in section IV-B, DSA enhances the DT perfor-
mance in most cases. The performance improvement is most
likely to be attributed to the alignment of the distribution
of network features. Fig.6 gives us a visual observation on
how DSA mitigates the distribution mismatch issue. In the
shallow layer of DeepSleepNet+, the features from different
domains have a trend to cluster into their own domains,
indicating the cross-domain data distribution variability in the
feature space. With the growth in layer depth, the cross-domain
feature discrepancies have a tend to be more severe. The
divergence in the feature space causes the negative transfer
problem. By DSA, the inter-domain feature boundaries were
largely blurred. With the network weights of source models
unchanged, the output of the network on the target domain
may become more accurate due to the distribution alignment in
the feature space. We analyzed the effect of applying DSA on
different BN layers of DeepSleepNet+ and U-time. As shown
in Fig.7, the average accuracy of source models is improved
on almost all transfer tasks when applied DSA on the first
BN Ilayers of both networks. However, when progressively
incorporating more BN layers in the adaptation, the obtained
accuracy shows different patterns on DeepSleepNet+ and
U-time. On U-time, the accuracy shows a smooth increasing

trend as the depth of adapted BN layers grows. However,
the improvement trend is not observed on DeepSleepNet+-.
In principle, the best accuracy is always attained when all the
BN layers have been adapted by DSA.

DSA was designed to adapt the pre-trained source models
to sleep samples of a particular subject. Apart from the
results presented in table II, to provide a more comprehensive
assessment, here we have also evaluated the performance of
DSA using the statistics computed on samples from the whole
target sleep cohorts. As shown in table VI, by modulating the
BN statistics by the moments of all the samples in the target
sleep cohorts, DSA still has attained higher performance over
its DT counterpart on most transfer tasks. In principle, the
performance improvements by DSA under this experimental
setting is on par with that of subject-wise adaptation in most
cases. We observed that the results obtained by applying DSA
on the whole Sleep-EDF-ST database are far less prominent
than the subject-wise basis. This, we conjecture, is most likely
due to the distributional-shift across different subjects in the
Sleep-EDF-ST database (as evidenced in Fig.2). Overall, these
results imply that it is feasible to apply DSA using the whole
sleep cohorts’ statistics. Nevertheless, to avoid an extreme
mismatch between the estimated population moments and the
data distribution of sleep samples from a particular subject,
applying subject-wise DSA may be preferable. Furthermore,
owing EEG data from others would be more and more
difficult when privacy and security become serious concerns.
In this context, we recommend applying subject-wise DSA in
practical applications.

B. AdaDSA

To see how the source models were adapted on target
domains by AdaDSA, we take validation folds from Sleep-
EDF-SC and Sleep-EDF-ST databases as examples (illustrated
in Fig.8). With the updating of parameter «, the training loss
gradually descents. In particular, the sharp decline could be
observed in L., in the early training stages. Nevertheless,
L pseudo €ither oscillate heavily or keep at near-zero during the
training. As the training loss decreases, the testing accuracy
on the target domains has shown an increasing trend. Finally,
parameter o is tuned for each BN layer. In most cases,
AdaDSA could achieve better results than DSA By tuning
the degree of statistic alignment.

C. The Sensitivity to Input Normalization

Another interesting finding is that the transfer performance
of source models is influenced by the normalization method
applied to the sleep samples. It is known that EEG signals
from different sources generally have different output levels
due to different acquisition devices and setups. Normalizing
EEG signals can roughly uniform the scale of samples from
the source and target domain. In our experiments, we found
whether scaling the input signals has potential impacts on
the DT performance on a few transfer tasks, as evidenced
in our experiments (cf. section IV-C.1). Another example
is that EEG signals from the UCD dataset are recorded in
the same unit with MASS (microvolt) as indicated in the
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TABLE VI
THE PERFORMANCE OF DSA USING STATISTICS OF THE TARGET SLEEP COHORTS

The MASS database as source
Network Method Sleep-EDF-SC-20 Sleep-EDF-ST UCD HSFU
Acc. | MF1 K Acc. MF1 K Acc. | MF1 K Acc MF1 K
DT 74.81 66.16 0.650 | 52.75 42.85 0.324 70.2 67.31 0.615 | 76.56 73.0 0.686
DeepSleepNet+
DSA | 77.96* | 71.82** | 0.687* | 66.02** | 58.36™* | 0.503** | 70.66 67.34 | 0.606 |76.73 72.95 0.682
U-time DT 78.53 71.45 0.706 38.92 32.03 0.200 68.25 64.25 0.589 73.21 69.4 0.656
DSA | 80.17* | 73.75** | 0.722* | 56.69** | 48.85** | 0.399** | 68.85 64.85 0.583 74.97 70.70 0.660
The SHHS as source database
Network Method Sleep-EDF-SC-20 Sleep-EDF-ST UCD HSFU
Acc. MF1 K Acc. MF1 K Acc. MF1 K Acc. MF1 K
DT 71.69 64.30 0.589 36.10 30.68 0.20 72.66 67.38 0.630 | 72.99 66.03 0.621
DeepSleepNet+
DSA |76.98* | 67.81* | 0.671* | 68.18** | 56.18** | 0.518** | 74.0 69.21 0.649 | 78.64** | 72.97** | 0.706**
U-time DT 73.66 65.65 0.630 | 23.03 16.86 0.09 64.51 55.69 0.520 | 76.51 69.05 0.674
DSA | 80.117 | 70.15™ | 0.717"" | 52.19"" | 39.85™ | 0.314™ | 70.82"" | 63.44™" | 0.605™ | 78.3° | 70.35" | 0.701"

The values of Acc. and MF1 are presented in percentage.
highly significant as p < 0.01. *: statistically significant as p < 0.05

The highest values of each metrics under a transfer task was marked in bold.

*%: statistically
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Examples of the training process of AdaDSA on DeepSleepNet+. (a): training loss; (b): testing accuracy; (c): the updating process of o

values of each BN layer during training (only show one branch of CNN blocks) (d): the learned o of each BN layer (two CNN blocks each for the first

four layers).

meta-information. However, the output level of EEG signals
from UCD datasets is orders of magnitude less than that
from MASS datasets. Consequently, when direct transferring
the source models, which are trained with samples without
being normalized on MASS, to UCD dataset. The average
accuracy is extremely low, with a value of 22.62%. The
source model has been lost its predictive abilities on UCD due
to the mismatch in input scale. Nevertheless, applying DSA
and AdaDSA can substantially improve the accuracy value
to 72.63% and 73.15%, respectively, which is on par with
the obtained performance with all samples being normalized.
This indicates the proposed methods are less sensitive to the
normalization scheme applied to sleep data. Thus, they could
be applied without making any assumptions about the pre-
processing pipeline of source data. Therefore, we recommend
normalizing sleep signals from both source and target datasets
in transfer learning studies. In practice applications, in case
only the source models are accessible, DSA and AdaDSA are
recommended to use to mitigate the mismatch in the scale of
EEG input.

D. Limitations and Future Works

Future work should be further investigated. First, EEG
signals in PSG inherently have low-frequency noises, which
vary between subjects and acquisition settings. To mini-
mize this effect, noise removal techniques, such as Fourier
decomposition [13] and variational mode decomposition tech-
niques [35] play important roles in the signal processing
pipeline. Secondly, in a few cases, the estimated moments
from a small target set deviates from the real distribution.
In this context, applying DSA and AdaDSA on the target
domain could not reach a superior performance over DT.
We should develop a framework to evaluate the accuracy
of estimated moments from the target domain. Consequently,
before testing on the target domain, decisions about whether
to apply DSA to the source models can be made to avoid
negative adaptation. Thirdly, pseudo labels play an essential
role in the optimization process of AdaDSA. Under the
current framework, the predicted pseudo labels are noisy
due to domain shift and often provide inaccurate directions
for gradient descent. In future works, we target to develop
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a self-supervised pseudo-labeling strategy, such as DeepClus-
ter [36], to improve the performance of AdaDSA further.
Lastly, we plan to evaluate the proposed methods on more
extensive network architectures, such as the newest version of
U-time, i.e. U-sleep [37].

VI. CONCLUSION

We have illustrated a practical domain adaptation approach
for deep sleep model transfer, based on statistics alignment
of the deep features. Our methodology is unsupervised on
the target domain and can be applied without access to the
source data. Experiments are conducted using two state-of-
the-art deep sleep staging models on two large-scale source
datasets and four small target sets. The results show that
the proposed methods significantly improve the performance
of source models on data from unseen subjects, offering a
novel perspective for overcoming sleep data mismatch and
generalizing deep sleep staging models to various sleep data
domains.
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