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Abstract— Steady-state visual evoked potential (SSVEP)
has been used to implement brain-computer interface (BCI)
due to its advantages of high information transfer rate (ITR)
and high accuracy. In recent years, owing to the develop-
ments of head-mounted device (HMD), the HMD has become
a popular device to implement SSVEP–based BCI. However,
an HMD with fixed frame rate only can flash at its sub-
harmonic frequencies which limits the available number of
stimulation frequencies for SSVEP-based BCI. In order to
increase the number of available commands for SSVEP-
based BCI, we proposed a phase-approaching (PA) method
to generate visual stimulation sequences at user-specified
frequency on an HMD. The flickering sequence generated by
our PA method (PAS sequence) tries to approximate user-
specified stimulation frequency by means of minimizing
the difference of accumulated phases between our PAS
sequence and the ideal wave of user-specified frequency.
The generated sequence of PA method determines the
brightness state for each frame to approach the accumu-
lated phase of the ideal wave. The SSVEPs evoked from
stimulators, driven by PAS sequences, were analyzed using
canonicalcorrelationanalysis (CCA) to identify user’s gazed
target. In this study, a six-command SSVEP-based BCI was
designed to operate a flying drone. The ITR and detection
accuracy are 36.84 bits/min and 93.30%, respectively.

Index Terms— Phase-approaching method, steady state
visual evoked potential, canonical correlation accuracy,
brain computer interface.

I. INTRODUCTION

BRAIN computer interface (BCI) is a promising tech-
nique which translates user’s intention through the brain-
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wave recordings into communication signals. Several research
groups utilized electroencephalogram (EEG) signals, such as
slow cortical potential (SCP) [1], readiness potential [2],
P300 [3], event-related desynchronization/synchronization
(ERD/ERS) [4], flash visual evoked potential (FVEP) [5], and
steady-state visual evoked potential (SSVEP) [6], as control
signals to implement BCI systems. The SSVEP has been
widely applied to realize various BCI applications, due to its
high information transfer rate (ITR) and easy for implemen-
tation [6]–[9]. It is known that an SSVEP-based BCI system
contains a visual stimulator, an EEG acquisition equipment,
and a personal computer (PC) for signal processing. However,
the bulky size of CRT/LCD could hamper the mobility of the
BCI system. Therefore, a head-mounted device (HMD), which
has the advantages of easy-to-wear and high portability, was
chosen for visual stimulation in our SSVEP-based BCI system.

In recent years, some research groups had utilized HMDs
(e.g., Oculus Rift, HTC VIVE, Microsoft HoloLens, etc.),
to implement BCI systems. Koo et al. proposed the
SSVEP-based BCI with Oculus Rift [10]. They reported that
the virtual reality (VR) HMD improved users’ engagements in
operating the BCI system because users paid more attention in
the immersive environment compared with the LCD monitor
in open space. Wang et al. utilized HTC VIVE to implement
a wearable SSVEP-based BCI [11]. They used gyroscope to
eliminate the influence of head movement which led to better
accuracy by removing motion artifacts. Si-Mohammed et al.
demonstrated the feasibility of using augmented reality (AR)
HMD to implement SSVEP-based BCI system [12]. They
reported that the AR HMD had successfully used to induce
subjects’ SSVEPs and had achieved high detection accuracies.
They suggested the placements of the virtual objects for visual
stimulations should be designed as fixed objects and merged
with the real environment. In our study, we intended to use
SSVEP induced from HMD to control a flying drone. The AR
HMD, which allows subjects to see and sense their peripheral
environments, was chosen to induce subjects’ SSVEP and
controlled a flying drone. The virtual objects in HoloLens were
designed as flickering objects with distinct designated frequen-
cies and subjects’ SSVEPs induced by different stimulation
frequencies were used to control corresponding operation com-
mands of the flying drone. The high portability of HoloLens
could be helpful to promote the applications of SSVEP-based
BCI.
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Nevertheless, the available flickering frequencies for induc-
ing SSVEP using AR HMD are limited. It faces the same
problem as all the current display devices, including CRT,
LCD VR and AR HMDs. Owing to the fixed refreshing rate
(e.g., 60 Hz), the virtual objects only can be flickered at
frequencies achieved by repetitive flashing segments, in which
each flashing segment contains a fixed number of frames,
illuminated at bright or dark states. For example, a screen with
60Hz frame rate can achieve the 12Hz flickering frequency
with five frames, either the combination of two white plus
three dark frames or three white plus two dark frames.
Therefore, for a preset refreshing frequency, the flickering
frequencies for the virtual objects only can be chosen at the
few subharmonic frequencies of the refreshing rate. For a
displayer at 60 Hz refreshing rate, the available stimulation
frequencies are 60/n (n is an integer number) which results
in available stimulation frequencies at 30, 20, 15, 12, 10,
8.57, 7.5, 6.67 and 6 Hz for n = 2, 3, 4, 5, 6, 7, 8, 9, and
10, respectively. Volosyak et al. even indicated that only five
subharmonic frequencies (6.67, 7.50, 8.57, 10, and 12 Hz)
of a 60 Hz display system, were suitable for designing
BCI commands [13]. Due to the development of display
technologies, some studies have adopted display devices with
higher refreshing rate, such as 72 Hz [14], 90 Hz [15],
and 120 Hz [16], to increase the available number of BCI
commands. However, since the majority of popular consumer
products (standalone HMD) is based on 60 Hz refreshing
rate, a frequency approximation method, which enables the
synthesis of user-specified stimulation frequency on a 60 Hz
display device, is worthy to be developed.

At least two frequency approximation approaches have been
proposed in previous literatures, one is the sampled sinusoidal
stimulation method [17] and the other is the mixing frequency
method [18]. For the sampled sinusoidal stimulation method,
Chen et al. (2014) utilized a 60 Hz display device to achieve
user-specified stimulation frequencies lower than 16Hz. The
luminance was adjusted in accordance with the reference
signal of a sinusoidal wave to synthesize the intended stimula-
tion frequency. The synthesized stimulation frequencies were
designed about one-fourth lower than the frequency of the
screen refreshing rate, according to sampling theorem. Regard-
ing the mixing- frequency method, Nakanishi et al. (2014)
constructed user-specified frequency by mixing the stimulation
sequences from two neighboring sub-harmonic frequencies.
For some stimulation frequencies, the user-specified frequency
is away from the two neighboring sub-harmonic frequencies,
so that the stimulation states might change frequently between
the two sub-harmonic frequencies and result in larger phase
variation.

In this study, we proposed a phase-approaching (PA) method
to approximate user-specified stimulation frequency by means
of minimizing the difference of accumulated phases between
the sequences of our PA method and the ideal stimulation
wave. The generated sequence of PA method determines the
brightness state for each frame to approach the accumulated
phase of the ideal wave. The present work has been used to
implement a six-command wearable SSVEP-based BCI at high
stimulation frequencies, close to half of the screen refreshing

Fig. 1. (a) Four-channel EEG recorder. (b) Dry electrodes. (c) The
deployment of EEG electrodes for SSVEP measurement.

rate. The PA method can increase the available number of BCI
commands on an HMD.

II. MATERIALS AND METHODS

A. Subjects and EEG Recordings

Twenty volunteers, including seventeen males and three
females (22.35 ± 3.38 years old) who had no history of clinical
visual disease with corrected Snellen visual acuity of 6/6 or
better were recruited in this study. In this study, the EEG
signals were recorded using a four-channel dry-electrode EEG
recorder (InMex EEG, WellFulfill Co., Taiwan) (as shown
in Fig. 1(a)), including an integrated analog front-end chip
ADS1299 (Texas Instruments Co.), an ultralow-power micro-
controller MSP430F5438a (Texas Instrument, United States),
and a Bluetooth module for wireless data transmission. Each
EEG dry electrode is constructed by 10 spring-loaded copper
pins and the size of the dry electrode was designed in disk
shape with 1cm diameter (as shown in Fig. 1(b)). The dry
EEG electrodes were placed on Oz, O1, O2, and POz positions
according to international 10-20 system [19] (as shown in
Fig. 1(c)). The EEG signals were recorded at 1 kHz with
24-bits resolution and pre-filtered within 0.5-50 Hz (3th-order
Butterworth IIR filter) for the following real-time BCI signal
processing.

B. Experiment Tasks and Visual Stimuli

Fig. 2 shows the system architecture of our proposed
wearable SSVEP-based BCI system. Subjects were requested
to participate in an investigation study and an application
study, approved by the Ethics Committee of Institutional
Review Board (IRB), Tao-Yuan General Hospital, Taiwan
(TYGH107055). The investigation study was designed to
validate the frequency of induced SSVEP was the same as
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Fig. 2. The system architecture of our proposed wearable SSVEP-based
BCI system.

Fig. 3. The experiment protocol in the investigation study.

the flickering frequency of the virtual object. The application
study was designed to study the capability of our proposed
BCI system to control a flying drone (Phantom 4, DJI Co.).

In the investigation study, one virtual object, located at two-
meter distance and upper left corner in front of our volunteer,
was created with 5 cm × 5 cm size (1.43◦ subtended visual
angle) in a 2D square shape (see Fig. 2). Subjects were
requested to gaze the central virtual object for 144 s, includ-
ing 36 flickering segments (see Fig. 3). The virtual object
was driven by PA method (see below) to generate designed
frequencies. Each flickering segment had 3s flickering period
with another 1s blank screen to avoid inter-stimulus confu-
sion of SSVEPs. According to [20], human SSVEP can be
induced by gazing at flashing lights with flickering frequencies
ranged from 6Hz to 100Hz. Therefore, only the stimulation
frequencies above 6Hz (≥6 Hz) and below half of the screen
refreshing frequency (≤30 Hz) were chosen in this study. The
flickering frequency, fst im , in each flickering segment was
randomly chosen from twelve flickering frequencies, which
were the odd frequencies below half of the screen refreshing
frequency, i.e., 7, 9, . . . , 29Hz. Each stimulation frequency
was guaranteed to appear three times in an investigation study.

For the application study, six virtual objects with distinct
frequencies were allocated on subjects’ visual fields. Each
virtual object represented a function of a flying drone with
an action indication on it. Subjects were requested to operate
a drone by gazing at corresponding flying actions to com-
plete a flight course. We considered the higher stimulation
frequencies usually achieved more comfortable visualization

Fig. 4. (a) Subjects were instructed to complete a preset flight course
“Up → Right → Down → Forward → Left → Backward” for two times,
(b) the subject I who was wearing the HoloLens, the dry-electrode EEG
cap and the four-channel inMEx system.

due to flickering fusion effect [21]. The six frequencies in
the higher frequency portion among the twelve stimulation
frequencies were chosen, which were 19, 21, 23, 25, 27,
and 29 Hz, designated as f1, f2, . . . , and f6, respectively,
to control the six drone movement commands ( f1: Backward;
f2: Up; f3: Forward; f4: Left; f5: Down, f6: Right). The
six stimulation frequencies were designated to the six virtual
objects in 2 × 3 array placement, located at two-meter visual
distance in front of our subjects (see Fig. 2). Subjects were
instructed to complete a preset flight course “Up → Right
→ Down → Forward → Left → Backward” for two times
(see Fig. 4(a)). For the occurrence of wrong execution com-
mands, the drone could fly deviating from the aforementioned
flight course. We requested subjects to generate correction
commands, by leading the drone in counter direction to the
wrong commands, in order to guide the drone back to the
preset flight course.

The AR environment in both the investigation and the appli-
cation studies were built using Unity 3.0 (Unity Technologies
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Co.) on HoloLens (Microsoft Co.). The Fig. 4(b) shows the
subject I who was wearing the HoloLens, the dry-electrode
EEG cap and the four-channel inMEx system in our inves-
tigation and application studies. In order to avoid false-
positive detection, a ten-second eye-opened resting state EEG
was recorded without viewing any flickering object. The
resting-state EEG data were used in the following EEG
analysis to determine valid commands. The signal processing
was performed using MATLAB v2020a in both our investigate
and application studies.

C. Design of Visual Stimulation Sequence Using the PA
Method

In the conventional visual stimuli on CRT/LCD screen,
the screen refreshing rate should be taken into account for
determining the flickering frequency. The flickering frequency
should be the subharmonics of 60 Hz, which means the
flickering pattern should be changed between white and black
states for every predetermined number of frames. For example,
one reversal flickering pattern between white and black states
with the reversal duration of every two frames can produce
the 15 Hz visual stimulus in using a 60 Hz refreshing rate.
However, some flickering frequencies, such as 11 and 13 Hz,
could not be simply generated using the aforementioned rever-
sal flickering pattern technique with changing a fixed number
of frames between white and black states. Therefore, instead
of using a fixed number for reversal duration (i.e., white and
black states), the number of frames for state reversal should be
designed adaptively for those flickering frequencies which are
not located at the subharmonic frequencies of 60 Hz refreshing
rate.

Since the frequency of SSVEP should accord with the
frequency of visual stimulus, the number of flash onsets, i.e.,
the times of changing from black states to white states, should
be equivalent to the cycles of the designed flickering frequency
in a certain interval of time. The accumulated phase angle in
a reversal duration, either a white or black state, is equivalent
to the number of frames in the reversal duration multiplied
by the phase angle provided by each frame. The phase angle
provided by each frame can be calculated with respect to the
frequency of visual stimulus, represented as:

P P F = fst im × (
360◦

fR R
), (1)

where PPF is the phase per frame with respect to fst im , fst im

is the stimulus frequency, and fRR is refreshing rate of the
HMD ( fRR = 60 Hz in this study).

However, in the case that the reversal phase is not the integer
multiple of PPF which is not able to represent the phase of
a half cycle (180◦) by an exact number of frames. Therefore,
the accumulated phase can be represented as:

θ AP = PPF × k = 180◦ × M + �, (2)

in which θ AP is the phase accumulated from the first frame to
the kth frame, k is the index of current frame, M is the reversal
times of our flickering sequence from the initial frame, and �
is the residual difference between the accumulated phase θ AP

and the accumulated phase after M time reversals. Therefore,
the question to determine the brightness state of kth frame is
to decide whether the kth frame should reverse its brightness
state or not. For example, a virtual object flickers at 11 Hz
with PPF = 66◦, the θ AP is 264◦ at fourth frame (k = 4) with
M = 1 and � = 84◦, according to Eq. (2). In the continuing
fifth frame (k = 5), the θ AP is 330◦ and then we have � =
150◦ for M = 1 and � = −30◦ for M = 2, respectively.
Therefore, choosing M = 2 can reduce the phase difference of
our generated flickering sequence and the desired accumulated
phase angle θ AP . Because M represents the reversal times, the
change of M indicates the brightness state at the fifth frame
should be changed from the fourth frame. Accordingly, the
determination of the brightness state of the kth frame can be
considered as the problem to minimize the phase difference
between the accumulated phase θ AP and the phase resulted
from reversal times of our flickering sequence. In other words,
we want to control the brightness state of each frame to make
the phase of the generated stimulation sequence approaching
the accumulated phase in ideal condition. We thereof intend
to seek a number M to minimize the absolute value of phase
angle �, represented as:

M∗ = ArgM min
{∣∣180◦ × M − P P F × k

∣∣} , (3)

where M∗ is the optimal integer for minimize �. Since the
M∗ is the number of reversal times from the beginning to
the kth frame, the brightness state of the kth frame should
be equaled (or changed) for odd (or even) number of M∗,
compared to the brightness state of the first frame. For the
kth frame with M reversal times at the (k − 1)th frame, the
determination of the brightness state for the kth frame can
be achieved by testing whether M∗ = M or M∗ = M +
1 has smaller absolute value of residual phase difference, |�|.
Therefore, if the |�| calculated from (2) is smaller by giving
M∗ = M + 1, then the brightness state should be changed
from the (k − 1)th frame to the kth frame. The stimulation
sequence generated by the aforementioned PA method in (3)
is denoted as phase-approaching stimulation (PAS) sequence.
The pseudo code for the generation of the PAS sequence is
shown in Fig. 5.

D. Visual Target Detection Using Canonical Correlation
Accuracy Method

The canonical correlation accuracy (CCA) was adopted to
detect the gazed target in this study. Considering two data sets,
one is the four-channel EEG signals and the other contains the
sinusoidal reference signals of our six stimulation frequencies.
The CCA tries to maximize the linear correlation between
the two data sets by means of finding two projection vectors
wx and wy . In this study, the gaze-target was detected every
one second (500 sample points). The four-channel recorded
EEG signals were arranged in a XCxN matrix (C = 4 and
N = 1000) and the matrix of reference YMxN (M = 4 ×
F and N = 1000) was set to include the first and second
harmonic frequencies of each stimulation frequency fi , i =
1, 2 . . . , F , where F is the number of stimulation frequencies
in the study (F = 12 for the investigation study and F = 6 for
the application study).
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Fig. 5. The pseudo code of the proposed PAS sequence.

The matrix of reference signal Yi for stimulation frequency
fi was represented as:

Yi =

⎡
⎢⎢⎣

sin(2π fi n�T )
cos(2π fi n�T )

sin(2π(2 fi )n�T )
cos(2π(2 fi )n�T )

⎤
⎥⎥⎦ (4)

where fi was the i th stimulus frequency, n was the nth data
sample (n = 1, 2, 3, . . . , N), �T was the sampled duration
(�T = 1/Fs), and Fs was the sampling rate. CCA explored
two vectors wx and wy to maximize the linear correlation Ci

in (5).

Ci = E
[
wT

x XYT
i wy

]
√

E
[
wT

x XXT wx
]

E
[
wT

y Yi YT
i wy

] , (5)

The output canonical correlation Ci obtained from different
stimulation frequencies were compared, and the Cmax with
maximum value of canonical correlation was identified, i.e.,
Cmax = max{Ci , i = (1, 2, . . . , F)}. The virtual object igaze

corresponding to the maximum canonical correlation Cmax

was recognized as the gazed target, and the drone movement
command of the recognized gazed target was executed.

In this study, the canonical correlation values were calcu-
lated every two seconds. To prevent false-positive command
output, a threshold Cth was determined from the resting state
recordings of the twenty participants. The Cth was determined
as the mean plus two times the standard deviation of the
canonical correlation from the resting state recordings. Only
those EEG segments with Cmax higher than the Cth was
designated as valid command and its corresponding drone
movement was executed.

E. Drone Flying Setting and the Evaluation of Online
Performance on the HMD-Based BCI System

We proposed the PAS sequence to design visual stimulator
on HoloLens for implementing SSVEP-based BCI. In our

Fig. 6. (a) The upper panel is a 13 Hz ideal wave and the lower panel
is a 13 Hz PAS-sequence. (b) The Fourier spectra between 13 Hz PAS-
sequence (red line) and the ideal 13 Hz square wave (blue line).

application study, the proposed SSVEP-based BCI transmitted
the detected command by WIFI to the drone. After receiving
the BCI command, the drone was operated the corresponding
movement with the fixed speed (1 m/s) for 1 s. The current
setup in our application study was to detect the gaze-target
every 1 s with 50% overlap and to confirm it as a valid output
of BCI command after 3 consecutively successful detections.
Each successful detection should confirm that the Cmax is
larger than the Cth (Cth = 0.33 in the application study).

In order to evaluate the performance of BCI, the ITR has
been widely used as benchmark in many studies [22]. The ITR
was calculated as:

Bits

Command
= log2 N + Acc · log2 Acc

+ (1 − Acc) log2

(
1 − Acc

N − 1

)
, (6)

I T R = Bits

Command
× 60

CT I
, (7)

where N is the total number of visual targets (N = 6 in
the application study), Acc was calculated by the summation
of correct and correction commands divided by the total
valid commands and the command transfer interval (CTI) was
determined by the total execution time divided by the number
of total valid BCI commands.

III. RESULTS

Fig. 6 demonstrates the comparison of a 13 Hz PAS
sequence designed with an ideal 13 Hz square wave (simulated
by 24000 Hz screen refreshing rate). The red dashed lines
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Fig. 7. The difference of the onset times between the PAS sequence and
idea square waves at stimulation frequencies from 7 to 30 Hz. The box
and the whisker in each bar show the mean and the standard deviation,
respectively.

show the start time of each frame at 60Hz refreshing rate.
The stimulation sequences and Fourier spectra of the 13 Hz
PAS sequence and the 13 Hz square wave are shown in
Fig. 6(a) and Fig. 6(b), respectively. It can be observed in
upper panel of Fig. 6(a) that most of the reversal times
(dark-to-bright or bright-to-dark) are not synchronized to the
start time of the frames (marked by blue inverted triangles).
It indicates the flickering frequencies, which are not located
at the subharmonic frequencies of the refreshing rate (60 Hz),
are not able to be generated on a fixed-frame rate displayer.
In contrast, the PAS sequence in the lower panel of Fig. 6(a)
considered the brightness frame-by-frame to minimize the
difference of the accumulated phase between PAS sequence
and ideal square wave. The reversal times were designed to
match the start times of frames so that the PAS sequence
can be easily implemented. Fig. 6(b) shows the comparison of
the Fourier spectra between the 13 Hz PAS sequence and the
ideal 13 Hz square wave. It can be observed that both the two
waves have clear 13 Hz peaks on the Fourier spectra. However,
the power leakage in 13 Hz PAS sequence is larger than that
in the ideal 13 Hz square wave, resulting from the mismatch
between the two sequences. The PAS sequence adaptively
adjusts the brightness state of its current frame to pursue the
accumulated phase of the ideal wave, in which sacrifices the
consistency in sequence repeatability and causes larger spectral
leakage.

Since it has been known that the SSVEP is only related
to the timing of onset time (tonset) of flickering stimuli (see
Fig. 6(a)), it is interesting to see the difference of onset
times between PAS sequence and ideal square waves across
different frequencies. The difference of the onset times (�t)
between the PAS sequence and ideal square waves at stim-
ulation frequencies from 7 to 30 Hz were shown in Fig. 7.
The frequency increment for the stimulation frequencies was
1 Hz. Stimulation frequency higher than 30Hz was beyond the
Nyquist frequency of 60Hz refreshing rate and not included
in this onset time examination. It can be observed in Fig. 7
that the time difference between the sequences was zero at

Fig. 8. The values of (a) short-time Fourier transform analysis and (b) the
canonical correlation Ci of the measured SSVEPs from subject S1.

the subharmonic frequencies (i.e., 10, 12, 15, 20, and 30 Hz)
of the 60 Hz refreshing rate, since the reversal times at
these frequencies were exactly occurred at the start time of
frames at 60 Hz refreshing rate. For stimulation frequencies
not located at those subharmonic frequencies, the mean and
standard deviation indicated the level of how the PAS sequence
was adjusted to maintain the intended stimulation frequencies.
The time difference of onset timing between the ideal and the
PAS sequences were shown in TABLE I. The �t had larger
values at the 7, 11, 14, 19, 25 Hz. All the �t are less than the
half of one frame with 60 Hz screen refreshing rate (8.3 ms).

Fig. 8(a) and 8(b) demonstrate the values of short-time
Fourier transform (STFT) analysis (1 s Hamming window with
50% overlap; Oz channel) and the canonical correlation Ci

of the measured SSVEPs from S1 in our investigation study,
respectively. The order of the stimulation frequencies is shown
in the upper panel in both Fig. 8(a) and 8(b). In Fig. 8(a),
the STFT values showed maximum power at the designated
stimulation frequencies (marked by red elliptic circle) within
each flickering segment which indicated the SSVEPs were suc-
cessfully induced by the generated PAS sequence. In Fig. 8(b),
the utilization of CCA effectively suppressed the background
disturbances and achieved better discrimination for the gazed-
target (marked by red elliptic circle) detections.

To demonstrate the capabilities of STFT and CCA in
avoiding false-positive detections, the values of STFT (as
shown in Fig. 9(a)) and canonical correlations Ci (as shown in
Fig. 9(b)) in the gaze and non-gaze (resting state) conditions
were compared. Both the values calculated from STFT and
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TABLE I
THE TIME DIFFERENCE OF ONSET TIMING BETWEEN THE IDEAL AND THE PAS-SEQUENCES

Fig. 9. The comparison of gaze and non-gaze conditions in (a) the
spectral peaks of STFT and (b) the canonical correlation Ci of CCA. ∗
and ∗∗ indicate significant difference between conditions at ρ < 0.05 and
ρ < 0.01, respectively. The box and the whisker in each bar show the
mean and the standard deviation, respectively.

CCA showed significant differences between the gazed and
non-gazed conditions at all stimulation frequencies (matched-
pair Wilcoxon test, ρ < 0.05 for STFT; matched-pair
Wilcoxon test, ρ < 0.01 for CCA). TABLE II lists the spectral
peaks of STFT and the canonical correlation Ci of CCA in
the gaze and non-gaze conditions.

In order to choose the suitable window size for our appli-
cation study, gaze-target detections in viewing a virtual object
with 19, 21, 23, 25, 27, and 29 Hz frequencies with different
time window sizes, from 0.5 to 1.5 s in 0.25 step, were tested,
and the detection accuracies resulted from different window
sizes were analyzed using CCA. The detection accuracies were
85.55 ± 10.23, 90.55 ± 9.55, 95.12 ± 7.56, 98.22 ± 6.33, and
99.12 ± 5.23% for 0.50, 0.75, 1.00, 1.25, and 1.50 s window
sizes, respectively. The 1 s window size which generated the
high detection accuracy (>95%) was then chosen as the win-
dow size for drone control in our application study. Table III
demonstrates the valid commands (Cmax > 0.33) generated
from the twenty subjects in our application study. The subject
index, sequence of valid commands, Acc, execution time,
CTI, and ITR of the twenty participants are listed in the
first to sixth columns, respectively. In the second column,
the correct commands, the wrong commands (marked with
underlines), and the correction commands (marked by circles)
are listed. Since the flying time of the drone was programmed
as one second per command, the flying time in Table III didn’t
include the execution time so that the CTI and ITR can reflect
the pure BCI performance. The Acc, execution time, CTI, and
ITR over the twenty subjects (mean ± std.) were 93.30 ±
2.52 %, 47.25 ± 2.90 s, 3.40 ± 0.15 s/command and 36.84 ±
3.04 bits/min, respectively.

IV. DISCUSSION

In this study, we have demonstrated the feasibility of the PA
method to synthesize user-specified stimulation frequency on
the HMD with a fixed frame rate. The SSVEP can be induced
by the arbitrary frequency, which is lower than the half of
the frame rate. In contrast to other SSVEP-based BCI studies
using visual stimulator with fixed-frame rate, the choices
of stimulation frequencies were limited to the sub-harmonic
frequencies of the screen refreshing frequency. For example,
only six stimulation frequencies (6 Hz, 10 Hz, 12 Hz, 15 Hz,
20 Hz, and 30 Hz) can be chosen for BCI control with a 60 Hz
HMD. The proposed PA method generates PAS sequence
to synthesize arbitrary user-specified stimulation frequencies,
in which the stimulation frequencies were lower than half
of the refreshing frequency owing to the Nyquist theorem.
The PA method recursively checks the accumulated phase
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TABLE II
THE SPECTRAL PEAKS OF STFT AND CANONICAL CORRELATION

TABLE III
THE PERFORMANCE OF BCI DRONE CONTROL

of the stimulation sequence and uses it as an indicator to
determine the illuminance state of next frame, in order to
match the accumulated phases between the ideal condition and
the generated PAS sequence. In our study, six PAS sequences
were generated in high frequency range (19∼29 Hz) to induce
subject’s SSVEPs for real-time drone control. The feasibility
of PA method to implement an SSVEP-based on a fixed-frame
HMD is therefore demonstrated.

The SSVEP induced by the PAS sequence has been vali-
dated in our investigation study. In Fig. 9, it can be observed
that the frequency of SSVEP was the same as the flickering
frequency of the virtual object. The SSVEPs induced by the
flickering virtual object, driven by PAS sequences of differ-
ent frequencies, also showed an amplitude-frequency prefer-

ence [6]. The amplitudes of SSVEPs in the gaze condition
were significantly larger than those in the non-gaze condition
(resting state) at all stimulation frequencies. It means that the
PAS sequence effectively induced the SSVEPs at our desired
stimulation frequencies, so that we can use the PAS sequence
to implement an SSVEP-based BCI with commands more than
the subharmonic number of the refreshing rate on an HMD.

The present PA method controls the brightness state of
each frame to minimize the difference of accumulated phases
between our PAS sequence and the ideal wave. For those
stimulation frequencies not at the subharmonic frequencies
of screen refreshing rate, the PAS sequences are not simply
the concatenation of repetitive ON-OFF states which can
become broadened in the spectra compared to ideal waves.
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Fig. 10. (a) the 27 Hz ON/OFF states of the ideal wave (the first panel), the PAS sequence (the second panel), and the mixing-frequency method
(the third panel), and these three sequences’ respective (b) the accumulated phases, θAP, and (c) the Fourier spectra.

To illustrate the phase approaching mechanism of our PA
method, the stimulation sequence, accumulated phase and the
Fourier spectra of our PAS sequence at 27 Hz stimulation
frequency were illustrated in Fig. 10. For the comparison
purpose, the stimulation sequence, accumulated phase and the
Fourier spectrum generated from mixing-frequency approxi-
mation method [18] were also plotted. Fig. 10(a) shows the 27
Hz ON/OFF states of the ideal wave, the PAS sequence, and
the mixing-frequency method. The upper panel in Fig. 10(a)
shows the ON-OFF state of a 27 Hz ideal wave, in which
the timing was precisely controlled irrelevant to the timing
of screen refreshing rate. The second and the third panels in
the Fig. 10(a) are the flicking sequences generated by our PA
method and the mixing-frequency method, in which the timing
of the two sequences were synchronized to frame onsets of
a 60 Hz display device. It can be observed that the phase
corrections (marked by dashed green ellipses) were occurred
in both the sequences generated by our PA method the mixing-
frequency method. In Fig. 10(b), the accumulated phases,
θ AP , of these three sequences in one second are shown. The
inserted figure presents the enlarged plot of the accumulated
phase from 0.075 to 0.223 s. Compared to the accumulated
phase of the sequence of mixing-frequency method, the θ AP

of the PAS sequence had smaller phase bias deviated from
the accumulated phase of ideal wave. Calculating the mean
phase differences of the two approximation methods with
the ideal wave, the phase differences were 80.59◦ ± 46.84◦
and 98.24◦ ± 66.66◦ for the sequences generated by our PA
method and the mixing-frequency method, respectively. The
PAS sequence had smaller phase difference, since it aims

Fig. 11. The spectral peaks of the ideal wave, the PAS sequence, and
the sequence of mixing-frequency method were compared from 7 to 29
Hz in 2Hz steps.

to minimize the phase difference by adaptively adjusting the
brightness state of each frame. In contrast to the mixing-
frequency method, it tried to mixing the flickering blocks
from two neighboring subharmonic frequencies which was not
performed in a frame-by-frame consideration.

Fig. 10(c) illustrates the Fourier spectra of the three
sequences shown Fig. 10(a). Among the three spectra, the
spectrum of the sequence generated from the mixing-frequency
method has two apparent sidelobes located at 24 and 30 Hz
which resulted in a lower 27 Hz spectral peak, compared to
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the spectra obtained from the ideal wave and the sequence
of PA method (see the inserted figure). It echoes the obser-
vation of phase difference shown in Fig. 10(b), in which the
PAS sequence tried to minimize phase difference and thereof
had smaller power leakage outside the main spectral peak.
In Fig. 11, the spectral peaks of the ideal wave, PAS sequence
and the sequence of mixing-frequency method were compared,
from 7 to 29 Hz in 2Hz steps. It can be observed that the
spectral peaks of PAS sequences were all higher than the
sequences of mixing-frequency method. Except for the spectral
peaks at 15Hz, the 15Hz was the subharmonic frequency of
the 60Hz display device. The three sequences were the same
at 15 Hz and had same spectral peaks. It is worthy to notice the
spectral peaks at 25 and 27Hz. The spectral peaks of mixing-
frequency method had larger differences compared to the ideal
waves. Because the 25 and 27Hz are away from the 20 and
30Hz sub-harmonic frequencies when using a 60Hz display
device, the fast changing between the two subharmonic states
might cause larger spectral leakages from the main peaks.

In our application study, the six virtual objects driven by
PAS sequences with different frequencies were successfully
used to control a flying drone. The gaze-target was detected
every one second and a valid output required the same
gaze-target to be confirmed three consecutive times [5]. Since
the window size for gaze-target detection should be decided by
considering a balance between the command execution speed
and detection accuracy. For example, a longer window size
will result in higher detection accuracy but slower execution
speed. Since the 1 s window size has achieved acceptable
detection accuracy (>95%), the window size was therefore
chosen in our application study to make a compromise
between the execution time and system reliability.

It has been reported that CCA has the better detection
performance than the Fourier-based method [23]. It can be
observed in Fig. 9 that the SSVEP can be successfully induced
by the visual stimulator driven by PAS sequences across differ-
ent stimulation frequencies. Although the spectral amplitude
of STFT and the canonical correlation Ci of CCA were both
significant in gaze condition (<0.05 for STFT and <0.01
for CCA), compared to those values in non-gaze condition,
the CCA had shown its great performance in noise removal
which had achieved more prominent statistical significance as
shown in Fig. 9. The signal processing power of CCA has
been mentioned in several studies, especially in SSVEP-based
BCI applications [24]. Bin et al. claimed that CCA has ability
to improve the SNR of SSVEP which results in increasing
detection accuracy of BCI usage [25]. With CCA, in our appli-
cation study, the detection accuracies and ITR had achieved
higher than 90% and 35 bits/min, respectively, in all subjects
(see Table III). Taking the data from the application study and
reprocessing them with STFT, we found the detection accuracy
and ITR became 87.35% and 28.15 bits/min, respectively,
which were lower than the results from CCA processing.

In this study, we designed a visual stimulator driven by the
PAS sequence on HMD. Compared to the traditional visual
stimulator, such as CRT/LCD screen, the HMD has advan-
tages of the portability design and easy to arrange multiple
stimuli in VR/AR. Moreover, the illuminance state of each

stimulus can be determined independently in frame-by-frame.
Considering flickering fusion effect using higher stimulation
frequency, we chose six frequencies higher than 19 Hz for bet-
ter visualization in our application study. However, compared
to previous BCI studies on VR device, the available target
number were few (<6 commands) owing to the limitation of
available number of subharmonic frequencies with fixed frame
rate. Wang et al. designed BCI commands at four subharmonic
frequencies (6.4, 7.5, 9.0, and 11.25 Hz on a 90Hz HMD)
to control a flying drone [15]. Stawicki et al. implemented
a three-command SSVEP-based BCI using three subharmonic
frequencies (7.2, 9.0 and 12.0 Hz) on a 72 Hz HMD to control
a robot car [14]. In the aforementioned studies, the available
command number and the stimulation frequencies were low
which led to lower ITRs and poor visualization. With the
use of PA method for virtual object flickering, the number
of available stimulation frequencies is no longer limited to the
subharmonic frequency number on HoloLens, which expands
the usability of HMD in SSVEP-based BCI studies.

V. CONCLUSION

In this study, we have demonstrated the feasibility of the PA
method to synthesize user-specified stimulation frequency on
the HMD with a fixed frame rate. In order to increase the avail-
able number of targets on a displayer with a fixed frame rate,
the proposed PA method can generate arbitrary user’s designed
stimulation frequencies for BCI control. The PAS sequence
effectively induced the SSVEPs at our desired stimulation
frequencies, so that we can use the PAS sequence to implement
an SSVEP-based BCI. The six-command wearable frequency-
coded SSVEP BCI has been implemented successfully, which
controlled a flying drone successfully with the 93.30 ± 2.52%
of accuracy and 36.84 ± 3.04 bits/min of ITR.
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