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Abstract—We design an algorithm to automatically
detect epileptic seizure onsets and offsets from scalp elec-
troencephalograms (EEGs). The proposed scheme consists
of two sequential steps: detecting seizure episodes from
long EEG recordings, and determining seizure onsets and
offsets of the detected episodes. We introduce a neural
network-based model called ScoreNet to carry out the
second step by better predicting the seizure probability of
pre-detected seizure epochs to determine seizure onsets
and offsets. A cost function called log-dice loss with a simi-
lar meaning to the F score is proposed to handle the natural
data imbalance inherent in EEG signals signifying seizure
events. ScoreNet is then verified on the CHB-MIT Scalp EEG
database in combination with several classifiers including
random forest, convolutional neural network (CNN), and
logistic regression. As a result, ScoreNet improves seizure
detection performance over lone epoch-based seizure clas-
sification methods; F{ scores increase significantly from
16-37% to 53-70%, and false positive rates per hour
decrease from 0.53-5.24 to 0.05-0.61. This method provides
clinically acceptable latencies of detecting seizure onset
and offset of less than 10 seconds. In addition, an effective
latency index is proposed as a metric for detection latency
whose scoring considers undetected events to provide bet-
ter insight into onset and offset detection than conventional
time-based metrics.

Index Terms—Deep learning, EEG, EL-index, seizure
onset and offset detection, ScoreNet.

|. INTRODUCTION

N EPILEPTIC seizure can be defined as a transient event

of abnormal electrical activity in the brain [1]. Recently,
epilepsy has affected approximately 65 million people around
the world [2]. In clinical setting, neurologists can identify
seizure characteristics through reviews of long scalp EEGs.
However, the process of EEG visual examination is time-
consuming, and prone to inconsistencies due to human errors
brought by fatigue. To remove human errors from EEG-based
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seizure detection, we develop an automated epileptic seizure
detection system that can label the time of seizure events
in EEG signals. Several studies have developed methods to
automatically detect epileptic seizures in EEG epochs [3]-[6].
Some studies focused on extracting single features relevant
to EEG characteristics, e.g., amplitude [7]-[9], statistics [10],
[11], entropy [12]-[14] and predictability [15]-[17]. Others
have examined combinations of features to jointly distinguish
between ictal patterns and normal activities [18]-[21]. In addi-
tion, recent studies have favored deep learning models to
examine EEG signals because these models can implicitly
extract latent features and classify seizure episodes them-
selves [22]-[25]. Some studies have focused on the designs
and choices of deep learning architectures suitable for indi-
cating seizures [26]-[29], whereas others have attempted to
transform EEG segments into deep learning model inputs: e.g.,
an EEG plot image for a VGG16-based CNN model [30] and
a three-dimensional EEG tensor for a temporal graph CNN
model [31]. Still, despite the promising performances achieved
by these epoch-based seizure detection methods, they have
not been able to realistically infer seizure onsets and offsets.
Both false positive and false negative outcomes are possible
in epoch-based methods, despite a lack of abrupt ictal pattern
changes. An issue of this is exemplified in Figure 1, where
false negatives lead to mislabeling of seizure onsets/offsets that
incorrectly interpret one seizure episode as multiple events.
Conversely, many isolated false positives will cause frequent
false alarms. Therefore, it is still clinically inappropriate to
determine seizure onsets and offsets as the first and last epochs
of seizures by existing epoch-based seizure classifiers.

While seizure detection has seen wide interest, only a
few researchers have focused on seizure onset and offset
detection. [32] proposed a method of detecting the endings of
seizure episodes with a linear kernel support vector machine
(linear SVM) using energies extracted from specific frequency
bands of EEG epochs. However, this method failed to accu-
rately determine seizure offsets when changes in seizure activ-
ity were gradual, and it needed a powerful seizure onset detec-
tor to satisfy its requirement of early seizure onset identifica-
tion. [33] applied an artificial neural network (ANN) and linear
discriminant analysis (LDA) with energy-based features calcu-
lated from stationary wavelet transform to determine seizures
in EEG segments. Seizure onsets and offsets were then identi-
fied by the first and last indices of positive predictions during
actual seizures. With discriminative features selected by a
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Fig. 1. Misinterpretation of seizure events from isolated false positives
and false negatives.

feature selection method called Lambda of Wilks, LDA out-
performed ANN in the seizure detection. Nevertheless, no evi-
dence could be found from the mean onset and offset laten-
cies to indicate that the proposed method determines seizure
onsets/offsets accurately, thus it is possible that the seizure
events were correctly detected, but only for part of the duration
of the actual event. Recently, a CNN was proposed to spatially
and temporally capture ictal patterns in EEG epochs [34].
This method included an additional post-processing procedure
designed from clinical characteristics of seizures to reduce the
occurrence of false positives and false negatives from prior
classification. As a result, this method had a significantly
improved F; score and drastically reduced FPR/h in almost
all cases. However, the model parameters of this method
were tediously manually selected for each patient which is
a drawback that a self-learning scheme can address.

These issues encountered by previous epileptic seizure
onset-offset detection methods were considered in the design
of our automatic detection scheme which uses multi-channel
scalp EEG signal inputs. Our detection system is divided
into two sub-tasks: epoch-based classification, and onset-offset
detection. The epoch-based classifier identifies seizures in
small EEG segments independently and returns a predictive
seizure probability as an output to the onset-offset detector.
Several existing models including logistic regression, SVM,
and decision tree can be applied in this first stage. Then,
the second stage onset-offset detector receives as the input
the preliminary results of epochs suspected of containing
ongoing seizure occurrences, and estimates the starting and
ending points of the detected events. This forms the first major
contribution of our study: a novel model named ScoreNet
that detects seizure onset-offsets by extending the detector
structure in [34]. ScoreNet is a neural network-based model
that automatically determines a group of seizure candidates
from inputs, and then assigns a score to each candidate to
determine the possibility that the candidate group should be
regarded as a whole seizure activity. Such computations do not
consider only a seizure epoch of interest, but also aggregate
information from nearby epochs to take temporal changes
of seizures into consideration. This feature makes ScoreNet
unique from existing methods and improves the seizure detec-
tion performance from the first classification step. Moreover,
since EEG seizure data are naturally highly imbalanced, the
outcomes of existing detection methods tend to be biased
towards a normal class. We address this issue by establishing
a cost function in ScoreNet called log-dice loss based on a
dice similarity coefficient.

Another issue in the abovementioned studies [33], [35]
was that the mean latencies used for interpreting seizure
onset-offsets were misleading; positive and negative latencies
were defined as early and late predictions of seizure onset-
offsets, respectively, and thus they could cancel each other out
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Fig. 2. A scheme for determining the seizure onset and offset in long
EEG signal. In this work, the onset and offset detection using ScoreNet
is mainly focused.

during the calculation of mean latencies. We address this issue
by introducing the effective latency index (EL-index), a novel
time-delay metric that takes an undetected seizure onset-offset
into consideration. Empirical results from this study will
demonstrate that ScoreNet can dramatically reduce false posi-
tives and false negatives and precisely indicate seizure onsets
and offsets from long EEG recordings. Additionally, it will be
shown that using the log-dice loss helps overcome the class
imbalance problem, and that the EL-index better represents
the detection performance of a method than other conventional
latency indices.

In summary, the contributions of this study are:

1) A neural network-based seizure onset and offset detector

called ScoreNet and a loss function named log-dice loss.

2) A metric of onset-offset time delay termed the effective

latency index.

This article is organized as follows: Section II presents the
process of seizure onset-offset detection; Section II-B provides
an in-depth explanation of ScoreNet; Section II-C provides
the problem formulation including the proposed loss function;
Section III describes the EL-index; Section IV outlines all the
experiments conducted to verify ScoreNet; finally, Section V
presents the seizure classification and seizure onset-offset
determination results, accompanied by discussions and with
graphical illustrations.

Il. METHODS
A. Detection Scheme

This research aspires to provide a method of detecting
seizure episodes in long scalp EEGs and determining the
onsets and offsets of the seizures. The detection process
is divided into two sequential steps: epoch-based seizure
classification, and seizure onset-offset detection, as shown
in Figure 2. Firstly, long multi-channel EEGs are segmented
into small multi-channel EEG epochs to be used in seizure
classification. A classifier receives raw data or a feature vector
from epoch i as the input x; and produces a seizure probability
zi. An onset-offset detector then converts a collection of the
prediction sequence z = (z1,22,...,2zn) into the modified
sequence of seizure probabilities y = (31, y2,..., yN) as a
screened prediction of seizures. Finally, the onset and offset
are indicated by the first and last indices of each predicted
seizure that y; > 0.5, respectively. Onset-offset detection is
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incorporated into the procedure to improve seizure detection
accuracy upon the first seizure classification step.

B. ScoreNet

ScoreNet is a proposed onset-offset detector that takes
epochs with detected likelihood of seizure as an input (z)
and returns a screened detection of seizures in terms of
probabilities as the output (¥), as shown in Figure 2. A key to
ScoreNet’s success is to use a convolution to connect adjacent
epoch-based classification results into consideration at the
same time. Moreover, the concept of automatically selecting a
cell to be an output is used to predict a seizure event. Figure 3
shows ScoreNet’s computation process.

First, a seizure candidate c; is defined as an epoch that has
potentiality of containing a seizure by taking a convolution of
neighbor epochs z; with a linear filter a; of length 2w+ 1 and
passing through the sigmoid function to return a value ranging
from zero to one.

ciza(ziTal—i-b]), i=1,2,...,N. 1)

In the above, ¢ is a sigmoid function, z; =
(Zigws -+ -»>Zis---»Zi—w), and z; =0 for j <0 and j > N.
Thresholding ¢; gives a binary sequence, where values of
¢i > y are given a value of 1, and zero otherwise. The
same consecutive values of the thresholded seizure candidate
sequence are then clustered into groups, each denoted by G.
We also assign a degree to which each epoch influences the
positive predictions of its neighbor epochs through a score s;,
defined by

si=tanh(ziTa2+b2), i=1,2...,N, ?)

where a is a vector of length 2w + 1 and by is a bias
term. Due to the hyperbolic tangent’s range, and through
optimal selection of (ay, b»), we intend for s; < O when z;
and its neighboring epochs are zero and s; > 0 otherwise;
thus, the score values can help distinguish between normal

and seizure epochs. Then, each group of seizure candidates
identified earlier are fed through a defined output gate, which
is a nonlinear function of the averaged scores within a group
to indicate the probability that the whole group is a seizure
event, as in the expression

o=0 %Zs]-—i-bs : 3)
J€Gy
where N, is the group size, [ is the group index, a3 and b3
are scalar parameters.

Finally, ScoreNet produces an output y; which is a probabil-
ity of seizure occurrence during seizure candidate c;, obtained
by masking the seizure candidate with the output gate of group
G/ to which y; belongs, as defined by

yi = o (ascio; +bs), Vi€ Gy, 4)

where a4 and b4 are scalar parameters. Note that the expres-
sions of ¢; and s; resemble node equations in neural net-
works that take a linear combination of inputs and pass the
combination through a nonlinear activation. The output gate
equation (3) is also similar to an output gate in LSTM. For
these reasons, the ScoreNet can be intuitively regarded as a
neural network-based model.

As we have seen from the derivation of y; in (1)-(4),
ScoreNet takes into consideration known temporal charac-
teristics of seizures into its prediction of sequence z (series
of epochs with suspected seizure activities) by convoluting z
with linear filters (a; and a;) and by using the knowledge
of pre-determined seizure groups. By choosing optimal para-
meters, (a;, b;) for i = 1,...,4, ScoreNet’s unprecedented
approach of gathering information from neighboring EEG
epochs should help it rule out unrealistic prediction outcomes,
such as abrupt seizure activity changes within short durations.

Lastly, we note that ScoreNet is a more general framework
extended from the counting-based approach in [34]. The model
parameters were not optimally chosen in [34], but instead set
asar=a=1la3=as=1,by =—1,bp =—2,and by =0,
where 1 indicates the vector of ones with a compatible size,
and only b3 can be tuned. Because [34] used the Heaviside
step function in (1), and with z; being either zero (normal
brain activity) or one (seizure), seizure candicate (c;) was
obtained by counting seizures from adjacent epochs using a
fixed threshold of by. Similarly, [34]’s treatment of (2), where
neighboring epochs were counted, made it so that the score (s;)
was set to one depending on whether the neighboring count
exceeded a fixed threshold b,. Therefore, ScoreNet is expected
to be an improvement over the counting-based method since
its parameters can be optimized and selected.

C. Log-Dice Loss

To estimate parameters in ScoreNet, we will formulate a
minimization of a loss function £ defined as the discrepancy
between y — a binary sequence of annotated seizures (or tar-
get), and y — a corresponding sequence of seizure probability
generated by ScoreNet:

minimize L (y, }7) (5)

over the ScoreNet parameters (a;, b;) fori =1,...,4.
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Fig. 4. Loss functions in binary classification and the proposed log-dice
loss.

In a binary classification problem, many loss functions
represent the similarity between y; and y; in different forms.
It is important to note that EEG seizure detection is an
imbalanced classification because most EEG epochs are nor-
mal (i.e., y;’s are 0). For example, a cross-entropy loss
is commonly employed for training a classifier in many
classification problems, but it is not suitable for imbalanced
classification [36] since it penalizes losses in both data classes
equally. Instead, imbalanced data problems are handled by
data manipulation [37]-[40], or by introducing a loss function
that penalizes each data class differently. Some examples of
uneven penalization are the weighting entropy [41], or dice-
coefficient-related loss [42], [43].

The dice similarity coefficient (DSC), or equivalently, the
F; score is a measure of the similarity between a predicted
outcome and the ground truth, defined by

B 2TP
" 2TP+FP + FN’

where TP, FN, and FP are the numbers of true positives,
false negatives, and false positives, respectively. Notice that the
DSC does not take the true negative (TN) into account. This
implies that when the DSC is used in model training, and when
the negative refers to the normal class, the model parameters
are optimized to favor improving the accuracy of detecting
positives (in our case: seizure events) over the majority class
(normal brain activity). Other variants of DSC also exist and
are used in imbalanced classification, such as the soft-dice loss
by [42] and the squared-dice loss! by [43].

In this work, we establish the log-dice loss variant of DSC
to tackle our imbalanced data problem, defined as

DSC (6)

N
2> yilog(l = 3i)

i=1

LiogpL (y,3) =1 - v ~
> [(1 4 yi) log(1 = ;) + yi log 3i]
i=1
(N
The log-dice loss is equal to 1 —DSC when substituting TP,

FN, and FP in (6) for — >; y; log(1 —3;), — >, yi log ¥;, and

— > (I —yi)log(l — 3;), respectively.
The value of LiogpL is in the range of (0, 1] and decreases as
y and y become more similar. LiogpL reaches its maximum of

I'The actual function name in [43] is the soft-dice loss. We refer to it by a
different name to avoid confusion.

one (worst score) under two cases: i) when y = 0 (all samples
are normal), regardless of the prediction y because the index
does not consider TN; or ii) when y = 1 and y = 0 (no TP in
the prediction). Figure 4 compares the cross-entropy, soft-dice,
squared-dice and log-dice loss functions as y varies under two
values of y (one-sample case for illustration). When y = 0,
LiogpL’s constant loss means that the normal class is neglected
when optimizing model parameters. On the other hand, when
y =1, and y < 0.5, the log-dice loss has a higher penalty than
the cross-entropy, soft-dice and squared-dice losses, implying
that LiogpL. optimizes model parameters to prevent FN better
than the other losses.

To solve (5), we apply a nonlinear conjugate gradient
method because it has been shown to converge faster than
other methods when training neural networks with limited
variables (eight) to optimize [44].>

IIl. EFFECTIVE LATENCY INDEX

We propose the effective latency index (EL-index) as
an indicator of delays between detected and actual onset-
offsets, while also taking undetected events into account. The
EL-index gives a zero (worst) score to any undetected event,
and a positive score to any correctly detected event where the
score increases as the delay decreases. Suppose there are n
actual seizure activities and k; is an indicator of event i being
detected, i.e., k; = 1 when the event is correctly detected, and
k; = 0 otherwise. We also denote d; > 0 and d; < O for early
and late detection of seizure onset and offset, respectively;
note that d; is not defined for an undetected seizure event. For
a given 0 < r < 1, the EL-index is defined as

~ LSl

EL-index = " izzlk,r . (®)

Index values can range from zero (missing all seizure

events) to one (perfectly detecting all events). A large latency

in the detection of any event will cause an exponential decrease

in the EL-index at a decay rate of r. If we denote GDR (good

detection rate) as a portion of correctly detected seizure events

in one record given by (1/n) X7, k;, then the EL-index can

be regarded as an exponentially weighted GDR, and that it
satisfies the bounds:

GDR - rldmx < B[ _index < GDR, )

where |d|max 1S the maximum value of absolute time delays.
It is evident that the EL-index cannot be higher than GDR,
while also being lower-bounded by the function GDR - r!¢l.
Moreover, a relation between the EL-index and the mean
absolute latency (MAL) can be derived and provides some
connection about empirical distributions of collected time
delays. Suppose we have time delay samples from two test
results that have the same MAL and GDR; however, the
first set contains narrowly distributed time delays, i.e., d; ~
+MAL, whereas the samples of the second set are highly
varied. For the first set, the EL-index can be approximated by

EL-index ~ GDR - rMAL, (10)

In contrast, when the time delays are widely spread, the
approximation (10) does not hold, and the EL-index is always

2The authors thank Dr. Suchin Arunsawatwong for his advice about the
algorithm.
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Label Method A Method B
———t—tt—t—+F—ttt++tt+++++—+++++++++++++++ Time
Average Average of absolute EL-index
latency latency
Onset Method A 0.00 1.00 0.60
Method B 0.00 2.00 0.81
Offset Method A 0.50 1.50 0.57
Method B 0.00 2.00 0.82
Fig. 5. Example of time-based measurements. segments are

annotated EEG epochs, whereas blue and segments are predicted
seizure epochs from methods A and B, respectively.

higher than that in the case of narrowly distributed latencies:

n
Skl
GDR-rMAL <GDR- =L — -2 kil an
> ki i=1

i=1

We will use a hypothetical example illustrated in Figure 5
to demonstrate the EL-index’s superiority in describing latency
error in detected signals over using the mean latency as
in [33], [35]. The values in Figure 5 show the comparison
between the mean latency, MAL, and EL-index when r = 0.9.
While methods A and B both have zero mean latencies of
onset detection in this hypothetical example, neither perfectly
detected seizure onsets; hence, this example shows that the
mean latency can give a false sense of accuracy in the detection
method. Next, if MAL is considered instead of the mean
latency, method A still suggests higher detection accuracy
(less latency and smaller MAL value) than method B, even
though method A completely missed detecting the second
seizure event (kp = 0). Once again, this example has shown
that even MAL is not a good indicator of detector latency if
there are many undetected events. However, the EL-index in
this example does reveal that method B performs better than
method A in detecting onsets, because the EL-index considers
the fact that method A did not detect the second seizure
event. Also, looking at Figure 5, it is apparent that method A
detects onsets more accurately than offsets, which is correctly
indicated by method A’s higher EL-index of detecting onsets
than offsets.

IV. EXPERIMENT
A. Data Preparation

We focus on using a patient-specific detection scheme
to verify ScoreNet’s performances when the heterogene-
ity in patients was controlled, and scalp EEG sig-
nals were used. For these reasons, the CHB-MIT Scalp
EEG database [45], [46] publicly available on Phys-
ioNet (https://physionet.org/content/chbmit/1.0.0/) and con-
taining scalp signals is chosen. EEG signals in this database
were observed from 24 pediatric cases of the age range 1.5-22
years at the Children’s Hospital Boston, and the types of
seizures vary across the patients; see more details in [8],
[32]. The data were sampled at a rate of 256 Hz and a
resolution of 16 bits; they were recorded with the international

TABLE |
SUMMARY OF THE CHB-MIT ScALP EEG DATABASE

Cases  #records Total duration  # seizures  Seizure duration

(sec) (sec)
chb01 42 145,988 7 449
chb02 36 126,959 3 175
chb03 38 136,806 7 409
chb04 42 561,834 4 382
chb05 39 140,410 5 563
chb06 18 240,246 10 163
chb07 19 241,388 3 328
chb08 20 72,023 5 924
chb09 19 244,338 4 280
chbl10 25 180,084 7 454
chbll 35 123,257 3 809
chb12 24 85,300 40 1,515
chbl3 33 118,800 12 547
chbl4 26 93,600 8 177
chbl5 40 144,036 20 2,012
chbl6 19 68,400 10 94
chbl7 21 75,624 3 296
chbl18 36 128,285 6 323
chb19 30 107,746 3 239
chb20 29 99,366 8 302
chb21 33 118,189 4 203
chb22 31 111,611 3 207
chb23 9 95,610 7 431
chb24 22 76,640 16 527
sum 686 3,536,540 198 11,809

10-20 electrode system. Most records consist of 23 channels
collected from either referential or bipolar montages; for more
details of the number of records, please see Table I. Since the
data were recorded with both referential and bipolar montages,
the EEG records were firstly rearranged to the bipolar montage
system. The sequential order of the modified 18 channels
were FPI-F7, F7-T7, T7-P7, P7-O1, FP1-F3, F3-T3, T3-P3,
P3-0O1, FP2-F4, F4-C4, C4-P4, P4-0O2, FP2-F8, F8-TS,
T8-P8, PS8-02, FZ-CZ, and CZ-PZ. The long EEG records
were segmented into non-overlapping epochs of one second.
In this work, no additional pre-processing methods such
as artifact removal were performed because of the following
reasons. To resemble most real applications, the EEG records
were not perfectly clean for the detection to avoid too opti-
mistic results. Besides, an artifact removal process, if done
inappropriately, could deteriorate temporal and spatial patterns
underlying seizure characteristics and further affect the detec-
tion performance. For these reasons, we decided to use the
EEG data without removing artifacts for seizure detection.

B. Evaluation

Seizure detection methods were evaluated using a patient-
specific leave-one-record-out cross validation (LOOCYV)
scheme, where all records in the CHB-MIT Scalp EEG
database were used. Training and test data were taken from
the same patient but different records. Detection methods were
validated with all patient cases; they were assessed using
event-based, epoch-based, and time-based metrics [5], [47].
The event-based metrics included good detection rate (GDR)
and false positive rate per hour (FPR/h). The epoch-based
metric was Fy, which fairly assesses seizure detection results
as it is an imbalanced classification [48]. The time-based
metric was the EL-index as explained in Section III. We also
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used our detection results to compare the EL-index with other
latency indices. If one true event was interpreted as more than
one event by a detector, then the onset of the first predicted
event and the offset of the /ast positive activity were used to
calculate the time-based metrics.

C. Experimental Setup

The first-stage seizure detection in Figure 2 was performed
by five classifiers: CNN, logistic regression, linear SVM,
decision tree, and random forest. For CNN, we adopted the
structure in [34] that can extract meaningful features from
raw EEG segments which is the input as shown in Figure 6.
Two 1D convolutional layers (Conv) are designed to effectively
extract temporal and spatial features of the input. The first filter
is to learn temporal characteristics of seizures, and the other
filter can be interpreted as a feature extractor in the spatial
domain; see more details of the design in [34]. The other
classifiers depended on widely-used features that characterize
ictal and normal patterns as reported in [3], [5], [8], [49]. Time-
domain features computed from raw EEG epochs were the
variance, energy, nonlinear energy, Shannon entropy, sample
entropy, and approximate entropy. Frequency-domain features
calculated from power spectral densities were the energies
from eight sub-bands in the range of 0-25 Hz. In addition,
time-frequency-domain features were extracted with discrete
wavelet transform coefficients from five decomposition levels
with the Daubechies 4 tap wavelet; these features were the
mean absolute value, variance, energy, maximum, minimum,
and line length. Features were extracted from each channel
in an EEG epoch and normalized to a z-score. In total,
900 features were combined into a feature vector for the
classification of EEG epochs.

As for the second-stage onset-offset detection of Figure 2,
ScoreNet and the counting-based method were used and
compared. The lengths of vectors a; and a» were set
to 13 since these were the optimal parameter sizes of the
counting-based method as reported in [34]. ScoreNet was
trained with binary cross-entropy, soft-dice loss [42], and
square-dice loss [43] for comparisons of dealing with an
imbalanced data problem. Codes and results are available at
https://github.com/Siyaosk129/ScoreNet.

V. RESULTS AND DISCUSSIONS

Figures 7a and 7b show the GDR and FPR/h scores of
every seizure-detection method we tested. Recall that our
seizure-detection scheme was divided into two steps. The
first-stage epoch-based classification was performed by CNN,
logistic regression, linear SVM, decision tree, and random
forest classifiers; GDR and FPR/h scores of performing
only the first-stage classification with each of these classi-
fiers are labeled as classification. The second step
involved applying ScoreNet with different loss functions on
the first-stage results; the loss functions used are labeled
as in the parentheses as follows: entropy (entropy), soft-
dice (softdl), squared-dice (sqdl), and log-dice (Logdl).
When the counting-based method was applied, we labeled

Chl Ch2 Chis

ol

Input(18,256) Conv(13.16)
Conv(1,3,16) Conv(2,1,16)
Conv(2,1,16) BN
BN ReLU
ReLU I\'Iax‘(?,?)
Maxl(l,Q) Conv(l.&lﬁ))
Conv(1,3,16) Conv(2,1,16)
Conv(2,1,16) BN
BN ReLU
ReLU Max(22)
Maxflz) Conv(1,3,16)
Conv(1,3,16) Conv(2,1,16)
Conv(2,1,16) BN
BN ReLU
ReL.U Max(2,2)
Max(L,2) T
1 Dropout(0.25)
Conv(1.,3.16) FC(64)
Conv(2,1,16) FC(64)
BN Dropout(0.5)
ReLU
Viax(2.9) [ Oupnt |

CNN

Probability of
seizure occurrence

Fig. 6. CNN structure used in this work. Convolutional (Conv), batch
normalization (BN), and max pooling (Max) layers are designed to
effectively extract features from both temporal and spatial domains.
©2020 IEEE. Reproduced with permission.

these results as counting. We will describe and com-
pare the results in three folds: the improvement of using
onset-offset detection over epoch-based classification, a com-
parison between the counting-based and ScoreNet methods,
and the accuracy of the onset-offset detection.

A. Seizure Detection

We can see the improved seizure detection results of apply-
ing ScoreNet over using only the classifiers in terms of Fp,
GDR and FPR/h scores in Figures 7a and 7b and 8. Alone,
the seizure classifiers detected seizure events at GDRs of
more than 80%, but obtained F; of less than 40%, and had
drastically varying FPR/h between 0.53 to 5.24 on average.
If we consider all these scores as overall performance metrics,
then random forest and CNN are both compromised classifiers
that are good at detecting most seizure events, but at a cost
of frequent erroneous inferences; both of these classifiers have
room for improvement.

By applying ScoreNet with any of the loss functions,
regardless of the classification methods, F; increased at least
18% over lone classifier F; scores, and FPR/h significantly
reduced at least 0.36 times per hour; however, GDRs did
drop slightly, except in the case of random forest where the
GDR increased up to 7%. The favorable outcomes afforded
by combining random forest and ScoreNet are exemplified
by the example case illustrated in Figure 9. Random forest
produced an interval of small seizure probabilities that were
sufficiently distinguishable from the background for ScoreNet
to recognize them as seizure events and significantly boost the
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Fig. 7. Comparisons of averaged GDR and FPR/h from test cases using
different epoch-based seizure detection methods.

magnitudes of their candidate and output scores. Thus, this
confirmed that using ScoreNet, with any dice loss function,
generally improves epoch-based classification performances;
specifically, ScoreNet can indicate some seizure events that
are not detected by a lone classification process. Secondly,
this also confirmed that dice loss functions are appropriate for
handling imbalanced-class data problems.

Since the application of ScoreNet resulted in FPR/h and
F1 score improvements but GDR drop-offs, we can generally
interpret that FP, FN, and TP decreased with ScoreNet present,
and the extent to which these predictions were eliminated
depended on the employed cost function. For example, using
ScoreNet with the cross-entropy loss, which mainly penalizes
errors of normal/majority class samples, resulted in a large
reduction of FPR/h. This was the result of ScoreNet with
cross-entropy reducing several isolated FPs at the expense
of also unfavorably removing some TPs, where perhaps the
seizures only occurred within a few epochs that did not
generate enough predicted positives for event detection.

For dice loss functions, ScoreNet generally yields similar
seizure detection performances across any seizure detection
methods. ScoreNet with the soft-dice loss provided the best
general seizure-activity detection results, although ScoreNet
with the squared-dice loss provided better (lower) FPR/h.
In addition, using the log-dice loss improved classification
performance when classification errors were large. Referring
again to the results of using random forest and log-dice loss
in Figure 9, random forest was initially unable to detect the
seizure in epochs 940-1000, where the seizure probability

\Elclassification [Eentropy Illsoftd lllsqd| Ellogd| Elcounting\

CNN  Logistic regression SVM Decision tree Random forest

Fig. 8. Comparisons of F1 obtained from test cases using different
epoch-based seizure detection methods. Color bars indicate the average
values of all test records; circle markers present the median; vertical bars
show the interquartiles.
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Fig. 9. Example of ScoreNet result (test case chb13_21) when the

log-dice loss and random forest are used.

inputs were smaller than 0.5. However, by incorporating
ScoreNet, the seizure predictions in epochs 940-1000 were
boosted enough that these epochs ended up having active
seizure labels as well. Thus, it was the log-dice loss’s ability to
uncover previously undetected seizure activities that resulted
in better GDR and F; scores, and made it the form of dice-loss
that most improved the random forest classifier.

Table II summarizes previous studies’ seizure detection
performances, with the amount of data and validation schemes
they used. In our study, the highest F; score was achieved
by ScoreNet with soft-dice loss and CNN as the prior classi-
fier; therefore, we compared the performance of this method
(proposed method) to the previous references. It was
difficult to directly compare the performance metrics since the
validation schemes and data selection were different among
these studies. Many of the previous studies selected specific
records from the database, and only a few applied LOOCV
as a validation scheme. [52] used only records containing
seizures in the experiment, and [50], [54] did not report on
their data specification nor validation scheme. Moreover, some
studies performed data sampling to create balanced training
data [6], but in practice some EEG characteristics — such as
rarity and types — cannot be accurately selected; it is more
clinically challenging to use all data and apply LOOCV to



BOONYAKITANONT et al.: ScoreNet: NEURAL NETWORK-BASED POST-PROCESSING MODEL

2481

TABLE Il
COMPARISON OF SEIZURE DETECTION METHODS USING CHB-MIT DATABASE
Reference Detection type  Data specification Validation  Method Acc Sen Spec Fq GDR FPR/h
[7] Event Long seizures No CV aEEG + adaptive threshold NR NR NR NR 88.50 0.18
[s01t Event NR NR Spectrogram + mSSDA 93.82 NR NR  96.05 NR NR
[20] Event Specific records (22 cases) LOOoCvV Energy and fractal NR NR NR NR 97.00 0.10
51t Event 166 mins (11 cases) 70% No CV PSD + CNN-based ensemble 92.60 92.30 97.00 NR NR NR
training data
[28] Event All, Balanced training data No CV Statistical features + Bi-LSTM 92.66 93.61 91.85 NR NR NR
[8]* Onset NR LOOCV Energy + RBF SVM NR NR NR NR 96.00 0.08
[52] Onset Seizure in record LOOCV Unified multi-level ~spectral-  97.80 NR NR  78.00 97.20 0.64
temporal feature + RBF SVM
[53] Onset Seizures in record (21 cases) LOOCV Channel-embedding temporal-  95.96  92.41  96.05 NR 98.93 NR
spectral squeeze-and-excitation
network
[54] Onset 31.6 hrs training data, 945.3 NR DWT + EMD + common spatial  97.49  97.34  97.50 NR 98.74 0.63
hrs test data pattern + SVM-based ensemble
[331% Onset/offset Bipolar montage (18 cases),  10-fold Relative band energy + LDA NR NR  99.99 NR 92.60 0.30
Balanced training data
[35] Onset/offset 397 hrs (18 cases), 60%  5-fold Statistical features + LDA 98.00 NR  98.05 NR  100.00 4.02
training data
[34] Onset/offset All LooCvV CNN + counting-based method ~ 99.72  72.78 99.82  64.40 83.41 0.12
Proposed method ~ Onset/offset All LOOCV CNN + ScoreNet (soft-dice loss) ~ 99.83  76.54  99.92  70.15 91.96 0.09

NR = no report, All = use full data set, T Apply patient non-specific scheme or no report, * Use median instead of mean in the report.

EL-index vs Mean absolute latency
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Fig. 10. Relation of EL-index and mean absolute latency (MAL) from
the test data given r = 0.9. Marker sizes are proportional to the number
of samples in a log scale. Dashed line illustrates GDR - A 9 limits.

verify the detection performance. With these considerations in
mind, our proposed method yielded competitive performances
against previous results.

B. Onset and Offset Determination

The GDR, MAL, and corresponding EL-indices of every
test results are displayed in Figure 10. Although delay is
not defined when the GDR = 0%, we have set d to zero
(indicated by yellow markers) in these cases for illustrative
purposes. There were a significant number of test cases with
0% GDR, or undetected events. Hence, using only the MAL as
a performance metric would mistakenly ignore these detection
failures, whereas the EL-index captures undetected events
since 0% GDR is still reflected by a zero EL-index score.
For low GDR cases (about 40-50%), seizure events appeared
to be randomly detected, which still resulted in misleadingly
low MAL scores in some test samples, but were properly
reflected by the decreased EL-index scores (indicating worse
performance). These observations suggest that the proposed
EL-index is more suitable as a time-based index than the MAL.

For any non-zero GDR case, the EL-index was biased to
have higher values when many seizure events are detected,
and the latencies in those detected seizure onset/offsets are

10

‘-entropy-soﬂdl [lsqdi EMiogd! I:Icounting‘
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EL-index
o
o

W
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(b) Seizure offset.

Fig. 11.  Onset-offset detection performances measured by EL-index.
The color bars indicate averaged values; circle markers present the
median; vertical bars show the interquartiles.

insignificant. In Figure 10, the relationship between EL-index
and MAL mostly satisfies the exponential bound (9), GDR -1/
represented by dashed lines. As analyzed in Section III, this
means that latencies in detected seizure onset/offsets generally
had low variation. In addition, the MAL cannot provide
information on whether different cases with similar MAL
scores have similar or different onset-offset latencies, but
the EL-index values can. Therefore, the EL-index provides
not only insight into the accuracy of seizure onset-offset
detection, but also the accuracy of seizure event detection, and
interpretation of the empirical distributions of latencies when
considered jointly with the GDR.
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TABLE IlI
THE AVERAGE EL-INDEX OF SEIZURE ONSET AND OFFSET
DETERMINATION. FOR EACH CLASSIFIER, THE BOLDFACE VALUE IS
THE MAXIMUM EL-INDEX

CNN Logistic  SVM  Decision Random

regression tree forest

Onset  entropy 0.50 0.57 0.54 0.52 0.56
softdl 0.65 0.72  0.67 0.64 0.64

sqdl 0.65 0.69  0.67 0.63 0.61

logdl 0.65 0.71  0.68 0.64 0.63

counting  0.59 0.62 0.61 0.55 0.51

Offset  entropy 0.45 0.51  0.49 0.47 0.50
softdl 0.58 0.65 0.61 0.62 0.59

sqdl 0.57 0.65  0.61 0.60 0.59

logdl 0.59 0.67 0.63 0.61 0.59

counting  0.47 0.51 0.50 0.50 0.45

Figure 11 compares the performances of detecting onsets
versus offsets as measured by the EL-index with r = 0.9.
In the case of seizure onset detection, the mean EL-indices
were in the range of 0.50-0.71 and the medians ranged from
0.59 to 0.81. As for detecting seizure offset, the mean and
median ranges of EL-indices were slightly lower 0.45-0.67
and 0.53-0.73, respectively. As the minimum median (among
several classifiers) was around 0.53, we can interpret together
with Figure 10 that around half of the test samples were
detected seizures with a MAL of less than 10 seconds, which
is clinically acceptable.

Table III compiles the EL-indices obtained from the detec-
tion methods with various choices of loss functions and classi-
fiers. The EL-indices obtained by using the dice loss functions
were similarly high compared to those of the entropy loss
and the counting-based method; in particular, the log-dice loss
achieved slightly better EL-indices than other dice loss func-
tions. Also, all methods indicated the seizure onsets better than
the seizure offsets. This is due to the characteristics of epileptic
seizures where ictal patterns occurring at the event ending
are typically less dominant than the patterns at the beginning,
and so it is harder for detectors to distinguish seizure epochs
near the end of events. Recall that the log-dice loss can
fix classification outcomes that are erroneously labeled as
negatives due to low seizure probabilities; we now also know
that these errors tend to occur at the end of seizure event,
and we should see the most performance improvements when
employing the log-dice loss in cases where large numbers of
these classification errors occur.

VI. CONCLUSION

This research established an automatic epileptic seizure
onset and offset detection scheme composed of two processes:
detecting seizures in epochs from EEG signals, and deter-
mining the beginning and ending points of a seizure event.
ScoreNet was designed to detect epileptic seizure onsets and
offsets from the first-stage epoch-based classification results.
It incorporates a log-dice loss function to handle the data class
imbalance that is inherent in using EEG signals to classify
seizure events. Its ability to detect seizure onset/offsets was
demonstrated by a proposed EL-index. The proposed scheme
was evaluated with real patient cases from the CHB-MIT
Scalp EEG database. In handling these cases, ScoreNet per-
formed better than a lone epoch-based seizure classification

method with improved F; scores of up to 70.15%, dramati-
cally reduced the false alarms rates to 0.05 times per hour,
and yielded onset-offset detection errors of typically less
than 10 seconds, which are clinically acceptable. Performance
improvements yielded using the log-dice loss were most
pronounced when prediction errors from epoch-based seizure
detection were large. In addition, the EL-index was proven
to be suitable for measuring seizure onset/offset detection
latencies, as it provides information about both the correct
detection of seizure events, and the latency distribution.

VIl. LIMITATIONS AND FUTURE WORK

While our method provides several advantages over previous
seizure detection methods, some limitations and concerns with
it are worth noting. First, we employed a patient-specific
scheme in this paper to prove ScoreNet’s ability to improve
seizure detection performance. As such, the diversity of seizure
types and artifact degrees in different patients may have been
left out of consideration if ScoreNet’s enhancement ability
is unique to each patient. Since ScoreNet has to be specif-
ically trained for each patient, EEG recordings and seizure
annotations must first be collected from a patient to initially
train the model. This limits the models practicality, raising the
concept of a universally pre-trained detector. Perhaps ScoreNet
can be trained across patients or on a larger dataset, but how
the average detection performance would respond is yet to be
seen, especially considering the high EEG variations between
patients. In addition, we have validated an ensemble model of
patient-specific CNN models on other patients’ records. The
epoch-based seizure predictions were always negative, and F;
scores were all zero for every test case. Moreover, seizure
probabilities of abnormal epochs were not sufficiently large for
ScoreNet to differentiate seizures from EEG background sig-
nals. This suggests that an extension on detection universality
should be considered in the future. Hence, future work could
focus on developing a universal seizure detector that exploits
common seizure characteristics across various patients.
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