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Adding Haptic Feedback to Virtual Environments
With a Cable-Driven Robot Improves Upper
Limb Spatio-Temporal Parameters During a

Manual Handling Task

Céline Faure, Alexis Fortin-Co6té, Member, IEEE, Nicolas Robitaille, Philippe Cardou, Member, IEEE,
Clément Gosselin, Member, IEEE, Denis Laurendeau, Member, IEEE, Catherine Mercier,
Laurent Bouyer, and Bradford J. McFadyen

Abstract— Physical interactions within virtual
environments are often limited to visual information
within a restricted workspace. A new system exploiting a
cable-driven parallel robot to combine visual and haptic
information related to environmental physical constraints
(e.g. shelving, object weight) was developed. The aim of
this study was to evaluate the impact on user movement
patterns of adding haptic feedback in a virtual environment
with this robot. Twelve healthy participants executed a
manual handling task under three conditions: 1) in a
virtual environment with haptic feedback; 2) in a virtual
environment without haptic feedback; 3) in a real physical
environment. Temporal parameters (movement time, peak
velocity, movement smoothness, time to maximum flexion,
time to peak wrist velocity) and spatial parameters of
movement (maximum trunk flexion, range of motion of
the trunk, length of the trajectory, index of curvature
and maximum clearance from the shelf) were analysed
during the reaching, lowering and lifting phases. Our
results suggest that adding haptic feedback improves
spatial parameters of movement to better respect the
environmental constraints. However, the visual information
presented in the virtual environment through the head
mounted display appears to have an impact on temporal
parameters of movement leading to greater movement time.
Taken together, our results suggest that a cable-driven
robot can be a promising device to provide a more
ecological context during complex tasks in virtual reality.
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|. INTRODUCTION

IRTUAL Reality (VR) is a computer-based technology
Vthat provides a virtual environment (VE) in which a
person can interact in real-time via multiple sensory channels
[1]. Over the past several years, VR technology has become
much more accessible and has emerged as a new tool for inter-
vention in rehabilitation. The main strength of VR technology
is its ability to harness neuroplastic mechanisms by providing
meaningful, motivating, repetitive practice with salient and
multimodal sensory feedback while also engaging cognitive
processes, and promoting motor learning [2]. Studies have
progressively demonstrated the potential of VR, and its use
has even been recently recommended in a clinical practice
guideline for adult stroke rehabilitation [3]. VR rehabilitation
programs have the potential to increase movement practice and
to supplement traditional therapy [3]-[5].

However, most VR systems in rehabilitation provide only
visual feedback [6]. Haptic systems involving robots to pro-
vide tactile or interaction forces between the user and the
predominantly visual VE has potential as a major devel-
opment for VR-based rehabilitation [7]. The use of haptic
devices in VE can provide an enriched sensory experience,
add physical task constraints [8], potentially engage similar
neural structures as when tasks are executed in physical
environments [9] and may facilitate motor learning through
enhanced sensory-motor integration [10]. Haptic systems also
can result in more realistic movements performed within the
VE as compared to the respective physical environment. For
example, reaching movements were found to be straighter,
more accurate, faster, and to involve greater ranges of shoulder
and elbow joint excursions in a VE with haptic feedback [11].
Haptic feedback also appears critical for accurate and more
realistic grasping movements [11], [12]. General performance
within VEs involving the manipulation of objects with haptic
feedback, have shown shorter times to complete tasks [14].
In addition, both spatial and temporal kinematics for reaching,
grasping and transporting a ball in the presence of haptic
feedback have been shown to be similar to those obtained in a
physical environment [15]. Thus, haptic devices can improve
the quality of sensory feedback within the VE and affect one’s
movement patterns for a given task.

For more information, see https://creativecommons.org/licenses/by/4.0/
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Yet, as noted by [16], current haptic devices present different
limitations such as being cumbersome (e.g., the CyberGrasp
by CyberGlove Systems LLC) or constraining user move-
ment with restricted workspaces or degrees-of-freedom
(e.g., end-point robotic system like the MIT-MANUS by
Interactive Motion Technologies or the Falcon by Novint
Technologies). Cable-driven mechanisms have also seen some
application for rehabilitation [16]-[18], but still have limited
degrees of freedom or constrained workspace [20]. All of these
limitations can restrict their use in more complex and ecolog-
ical tasks, such as a manual handling from a standing posture,
which is relevant to train daily activities, enhance transfer to
real-world function and improve functional recovery [21].

Recently, a new prototype of a full body haptic interface was
created to add haptic feedback to complex virtual tasks in a
large workspace [22]. A cable-driven architecture composed
of eight cables allowed the user to move an end-effector with
six degrees of freedom within a workspace to provide haptic
rendering of the weight of a virtual crate and any collisions
with the VE constraints such as shelving. This prototype
with combined visual and haptic feedback, has the potential
to provide more natural, enriched environments for training
manual handling tasks and is thus the focus of the present
work. Knowing whether a cable-driven robot providing haptic
feedback improves movement patterns during complex virtual
tasks will be important for implementing the use of such
devices in VR for skills training, rehabilitation and clinical
assessment. Therefore, the objective of this study was to assess
the impact on one’s spatial and temporal movement patterns
of using a cable-driven robot to add haptic feedback to a large
space VE during a manual handling task. We hypothesized
that the temporal and spatial parameters of grasping and
free style object manipulation within a VE with such haptic
feedback would be closer to that observed for the respective
real physical environment than for the task within the same
VE without haptic feedback.

Il. METHODS
A. Participants

Twelve healthy participants (7 female, mean age 28.1
+4.7 years) were recruited. They had normal or corrected-
to-normal vision, and did not report any neurological,
orthopaedic or musculoskeletal disorders that could affect task
performance. This study was approved by the local ethics
committee of the “Centre Intégré Universitaire de Santé et de
Services Sociaux de la Capitale-Nationale” (CER-2016-524)
and all subjects provided written informed consent.

B. Handling Task Protocol

Participants were asked to perform a freestyle manual
handling task to move a crate between two shelves set to 59 %
and 36% of the participant’s standing height. Participants stood
with their arms resting along their sides at a distance from
the shelf corresponding to the length from the glenohumeral
joint to the middle of the palm. The initial position of the
feet was indicated by a green virtual or real line on the floor.
A virtual or real crate (30cm x 30cm x 28cm high) was
positioned on a green target on the top shelf with a red target
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Fig. 1. Schema of the three analyzed phases of the handling task.
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Fig. 2. A. Visual rendering of the virtual environment B. Simplified
schema of the cable-driven robot used with the head mounted display.

on the bottom shelf. At a verbal signal, participants were
required to grasp the crate, lower it and place it on the bottom
target, and then lift it back to the higher target after which they
returned to the initial upright posture with their feet on the
green line. These phases are shown in Fig. 1. Foot movement
was not restricted, and participants could flex their lower limb
joints along with the trunk. The task required more precision
at the end of the lowering phase in order to pass the crate
between the two shelves. Throughout the study, participants
were instructed to perform the task at a comfortable pace and
in a manner that felt most natural.

Ten trials each were collected for 3 environments involving
the real, physical environment (PE), a virtual environment
presented in an HMD (Oculus Rift DK2, Oculus VR, USA)
with haptic feedback (VE-Haptic) and without haptic feedback
(VE-noHaptic). In the PE, the real crate had a mass of 2kg.
For both the VE-Haptic and VE-NoHaptic conditions, the PE
was computer simulated (Fig. 2.A.).

In the VE-Haptic condition, a six-degree-of-freedom
cable-driven parallel mechanism (cable-driven robot; [22]) was
used to create forces on an end-effector manipulated by the
participant that simulated the crate mass of 2kg as well as
the physical constraints of the shelves (mechanical stops in
the vertical and horizontal directions) (Fig. 2.B.). To facilitate
such simulation, the cable-driven robot was composed of 8
cables wound on fixed actuated pulleys at one end, six of
which were attached to a rod connected to the 3D printed
plastic end-effector simulating the crate handles. This set-up
allowed motion around the longitudinal axis of the rod without
encumbering the participants with the cables. The two other
pullies were connected directly to the end-effector to control
movement with respect to the rod. Within a workspace of
approximately 1 m3, the robot was able to apply net forces
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of £5 N to the end-effector along the horizontal axes with
vertical forces up to 15 N, and moments about all three axes
of 0.1 Nm.

In the VE-NoHaptic condition, participants manipulated
the virtual crate without haptic feedback. The virtual crate
was attached to the participants’ hands when the hands were
within 5 cm of the middle of the virtual handles. The crate then
followed hand movements while this distance was maintained.
To become familiar with the VE, the robot and the task,
participants first grasped and moved the crate (real or virtual)
several times in different directions. They then practiced at
least five reaching movements of each environment prior to its
collection until they indicated they were comfortable with it.
The order of presentation of the three environment blocks was
pseudo-randomized between subjects. There were rest periods
of approximately five minutes between blocks during which
participants completed presence [23] and simulator-sickness
questionnaires (SSQ) [24]. These questionnaires were used
to monitor participants’ presence in the VE as well as any
negative effects induced by the VR system.

C. VE Rendering and Data Collection

Triads of three noncollinear reflective markers were placed
on the back of the trunk (at the level of the fourth thoracic
vertebra), on both feet and hands, on the real crate and the
robot end-effector to be grasped, and on the head mounted
display. Kinematic data were collected by a motion capture
system composed of 12 infrared cameras (100 Hz; Vicon
motion system Ltd. and Vicon Bonita, Oxford, UK). Part of
these data were used for motion analysis as described below.
These data were also sent to a visual interaction and rendering
software (Vizard, WorldViz LLC, Santa Barbara, CA) which
rendered, in real-time, the visual representation of the crate as
well as the feet and hands of the participant. The first-person
view of the VE was displayed in the HMD with a field of
view of 110° and a refresh rate of 70Hz. The position of
the center of the virtual crate was simultaneously recorded in
Vizard (100 Hz).

D. Data Analysis

Before data collection, additional markers were temporarily
placed on the glenohumeral joints, sternal notch, heels, mid-
toes and 5™ metatarsals as anatomical references for a first
calibration in an upright standing position with the trunk
vertical. Raw marker coordinate data were filtered with a
Butterworth, fourth-order, zero-lag filter with a cut-off fre-
quency of 7Hz for the wrist and 8Hz for the trunk. Cut-off
frequencies were chosen following a residual analysis [25]
from two pilot participants by plotting the root mean square
error of different filtered data as a function of the raw data and
choosing the cut-off frequency at which this error curve broke
linearity. Absolute trunk flexion was calculated as the angular
movement from the calibrated up-right position in the sagittal
plane that was aligned with the global reference system, and
wrist velocity as the derivative of wrist position.

The manual handling task was broken down into three
phases: 1) the reaching and grasping phase to take the crate;
2) the lowering phase; 3) the lifting phase. Onset of the initial

reaching and grasping phase was defined as the time at which
the linear velocity of the midpoint between the two wrists
exceeded 0.5 cm/s along the antero-posterior axis (movement
towards the shelf) and remained above this value for at least
0.3 seconds. The end of this phase was defined as the time
the wrists were above the top shelf and the velocity fell
below 0.5 cm/s and remained below this value for at least
0.5 s. The onset and offset times of the subsequent lowering
and lifting phases were defined in the same way when the
wrists were either just above the top or bottom shelves in
accordance with the direction of movement. The timing criteria
for onset and offset values were determined during pilot work
to assure reliable detections of the onset and offset points
across conditions. The main difference between the lowering
and lifting phases was that the lower phase required more
precision at the end of the movement to pass the crate between
the shelves.

To describe temporal movement patterns, phase movement
times (between onset and offset, in seconds), mean peak
tangential velocity of both wrists together (in cm/sec), move-
ment smoothness (number of times the wrist acceleration
crossed zero), percentage of time to maximum trunk flexion
(in %) and to peak wrist velocity (in %) were calculated
for all phases. To describe the spatial patterns of movement,
maximum trunk flexion (in degrees), range of motion (ROM)
of trunk flexion/extension (in degrees), and the length of the
wrist or crate trajectories (in cm) were calculated for all
phases. For the lowering and the lifting phases, the crate
trajectory curvature index (ratio of crate trajectory length to
the linear distance between onset and offset positions), and the
maximum clearance of the center of the crate from the shelf
in the antero-posterior axis were also calculated.

E. Statistical Analysis

Statistical analyses were performed using R (version 3.6.3).
Given the small sample size of the study, non-parametric
analysis (NparLD, [26]) were used to compare differences
between conditions. A separate NparLD analysis was per-
formed for each phase of the movement (reaching and
grasping/lowering/lifting) for all variables. Post-hoc analyses
were performed using the Wilcoxon test to compare results
across the three conditions. The presence and SSQ scores
in VE-NoHaptic and VE-Haptic were compared with paired
t-tests. Statistical significance was set at P < 0.05.

I1l. RESULTS

A. Effects of Haptic Feedback on Reaching and
Grasping Phases

Average group data are presented in Table I.

1) Temporal Parameters: There was a main effect of condi-
tion on time to reach the crate (P < 0.01) and peak velocity
(P < 0.01). However, there was no effect of condition on
movement smoothness (P = 0.84), time to maximum trunk
flexion (P = 0.49), or time to peak wrist velocity (P = 0.93).

Post-hoc analyses showed that, in comparison with PE, the
participants took more time to reach the crate in VE-NoHaptic
(+24.0%, P < 0.01) and VE-Haptic (+12.1%, P = 0.01),
with lower peak velocity (—17.8%, P < 0.01; and —4.5%,
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TABLE |
MEAN (SD) VALUES FOR THE REACHING AND GRASPING PHASE. ROM: RANGE OF MOTION, PE: PHYSICAL ENVIRONMENT, VE-NOHAPTIC:
VIRTUAL ENVIRONMENT WITHOUT HAPTIC FEEDBACK, VE-HAPTIC: VIRTUAL ENVIRONMENT WITH THE CABLE-DRIVEN ROBOT.
A,B,C P < 0.05 PosT-HocC, BoLD VALUES ARE SIGNIFICANTLY DIFFERENT FROM THE PE CONDITION

PE (a) VE-noHaptic (b) VE-Haptic (c) P
Temporal parameters
Movement time (sec) 1.22  (0.23) 1.51 (0.20) a,c 1.36 (0.21) a,b <0.01
Peak velocity (cm/sec) 122.65 (13.69) 100.81 (16.32) a 104.88 (12.70) a  <0.01
Smoothness (number of zero-crossing) 248 (0.93) 2.51 (0.65) 2.64 (0.86) 0.839
Time to max. trunk flexion (% of movement time)  90.20 (20.41) 84.95 (29.21) 90.00 (21.11) 0.490
Time to peak wrist velocity (% of movement time)  37.75 (5.32) 38.81 (7.87) 37.15 (6.68) 0.935
Spatial parameters
Maximum trunk flexion (°) 1521 (8.48) 15.28 (9.87) 14.00 (9.76) 0.438
ROM trunk flexion (°) 14.78  (6.92) 15.70 (7.66) 13.27 (7.31) 0.137
Trajectory length (cm) 63.38 (6.09) 70.12 (6.30) ¢ 64.46 (6.47) b  <0.01
TABLE Il

MEAN (SD) VALUES FOR THE LOWERING PHASE. MAX.: MAXIMUM, ROM: RANGE OF MOTION, PE: PHYSICAL ENVIRONMENT, VE-NOHAPTIC:
VIRTUAL ENVIRONMENT WITHOUT HAPTIC FEEDBACK, VE-HAPTIC: VIRTUAL ENVIRONMENT WITH THE CABLE-DRIVEN ROBOT A,B,C P <
0.05 PosT-HOC, BOLD VALUES ARE SIGNIFICANTLY DIFFERENT FROM THE PE CONDITION

PE (a) VE-noHaptic (b) VE-Haptic (¢) P
Temporal parameters
Movement time (sec) 2.53 (0.30) 284 (045) ¢ 401 (0.66) ab  <0.01
Peak velocity (cm/sec) 91.37 (17.39) 7416 (14.78) ac 59.93 (10.62) ab  <0.01
Smoothness (number of zero-crossing) 7.90 (1.55) 7.68 (1.80) ¢ 16.25 (3.36) ab  <0.01
Time to max. trunk flexion (% of movement time) 79.70  (21.96) 81.35 (17.45) 83.06 (18.23) 0.621
Time to peak wrist velocity (% of movement time) 27.21 (12.05) 45.82 (13.52) a,c 32.56 (10.43) <0.01
Spatial parameters
Maximum trunk flexion (°) 70.49 (16.00) 71.14 (18.50) 65.57 (20.12) 0.090
ROM trunk flexion (°) 58.95 (14.85) 60.75 (19.22) 58.94 (18.72) 0.592
Trajectory length (cm) 135.44 (13.54) 122.38 (10.88) a,c 13943 (7.54) b <0.01
Index of curvature 347 (0.36) 2.80 (0.21) a.c 3.50 (0.20) b <0.01
Clearance Max. from the shelf (cm) 33.92 (4.49) 30.11 (5.16) ¢ 36.05 (3.71) b <0.01
300 VE-NoHaptic (+10.6%, P < 0.01) and was not different from
250 _ggﬂiﬁ?ﬁm VE-Haptic (P = 0.97). The wrist trajectory to reach the crate
R /_\ A was also longer in VE-NoHaptic than in VE-Haptic (+8.8%,
g0 P = 0.01).
£ 150
i 100 B. Effect of Haptic Feedback on the Lower Phase
s The average group data are presented in Table II.
oM 1) Temporal Parameters: There were main effects of
U o/ 100 200 200 400 500 600 condition on time to lower the crate (P < 0.01), peak velocity
(ISR T D () (P < 0.01), movement smoothness (P < 0.01), and time
Fig. 3. Midpoint wrist trajectories of one participant for all conditions, @ Peak wrist velocity (P < 0.01). There was no effect of

for the reaching and grasping phase (sagittal view). The solid black line
represents the physical environment condition (PE), the dashed grey line
represents the virtual environment with the cable-driven robot condition
(VE-Haptic), the grey solid line represents the Virtual Environment with-
out Haptic Feedback condition (VE-noHaptic). OM: Onset of movement.

P < 0.01 respectively). The time to reach the crate was longer
in VE-NoHaptic than VE-Haptic (4+11.9%, P = 0.04), but
the peak velocity was not different between VE-Haptic and
VE-NoHaptic (P = 0.08).

2) Spatial Parameters: Fig. 3. illustrates the mean wrist
trajectories for one participant for all conditions.

There was a main effect of condition on trajectory
length (P < 0.01), but no effect on maximum trunk flexion
(P = 0.44) or trunk ROM (P = 0.14). In comparison with
PE, the wrist trajectory to reach the crate was longer in

condition on time to maximum trunk flexion (P = 0.62). More
precisely, post-hoc analyses showed that, when participants
used the cable-driven robot (VE-Haptic), they took more
time to lower the crate in comparison with PE (458.5%)
and VE-NoHaptic (+41.2%) (P < 0.01 for both), with
lower peak velocity (PE; —34.4%, VE-NoHaptic; —19.2%,
P < 0.01 for both), and less smooth movement (PE;+105.7%,
VE-NoHaptic; +111.6%, P < 0.01 for both). There were
no differences between PE and VE-NoHaptic in the time to
lower the crate (P = 0.06), or for movement smoothness
(P = 0.840), but the peak velocity was lower in VE-NoHaptic
than PE (—18.8%, P = 0.01). The time to peak wrist velocity
was earlier for PE (—18.61%, P < 0.01), and VE-Haptic
(—13.26%, P = 0.04) in comparison with VE-NoHaptic, with
no difference between VE-Haptic and PE (P = 0.25).
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TABLE IlI
MEAN (SD) VALUES FOR THE LIFTING PHASE. MAX.: MAXIMUM, ROM: RANGE OF MOTION, PE: PHYSICAL ENVIRONMENT, VE-NOHAPTIC:
VIRTUAL ENVIRONMENT WITHOUT HAPTIC FEEDBACK, VE-HAPTIC: VIRTUAL ENVIRONMENT WITH THE CABLE-DRIVEN ROBOT, VE+PE:
VIRTUAL ENVIRONMENT WHILE MANIPULATING THE REAL CRATE IN THE PHYSICAL ENVIRONMENT, A,B,C P < 0.05 POST-HOC, VALUES
HIGHLIGHTED IN GREY ARE SIGNIFICANTLY DIFFERENT FROM THE PE CONDITION

PE (a) VE-noHaptic (b) VE-Haptic (¢) P
Temporal parameters
Movement time (sec) 2.62 (0.33) 274 (037) ¢ 3.51 (0.54) ab <0.01
Peak velocity (cm/sec) 86.29 (11.96) 81.16 (11.34) ¢ 62.39 (7.91) ab <0.01
Smoothness (number of zero-crossing) 7.83 (1.77) 633 (1.58) a,c 1455 (3.48) ab <0.01
Time to max. trunk flexion (% of movement time) 14.66 (15.92) 19.93 (28.53) 14.31 (16.29) 0.972
Time to peak wrist velocity (% of movement time) 49.13 (11.40) 42.71 (10.93) 44.55 (13.21) 0.199
Spatial parameters
Maximum trunk flexion (°) 67.76 (18.89) 68.75 (19.51) 64.09 (20.01) 0.244
ROM trunk flexion (°) 59.62 (15.78) 52.42 (18.67) 52.37 (18.55) 0.087
Trajectory length (cm) 135.00 (12.95) 12520 (13.56) ¢ 13594 (9.67) b <0.05
Index of curvature 341 (0.34) 3.04 (0.38) a,c 3.30 (0.24) b <0.05
Clearance Max. from the shelf (cm) 34.08 (3.76) 28.16 (5.82) a,.c 36.50 (3.67) b <0.01
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Fig. 4. Mean crate trajectory for two participants (sagittal view) during
A.C. lower phase B.D. lifting phase. The black solid line represents
mean trajectory for the Physical Environment condition (PE), the black
dot lines represent each trials of the PE condition, the thick dashed
grey line represent the Virtual Environment without Haptic Feedback
condition (VE-noHaptic), the thin dashed grey lines represent each
trials of the VE-noHaptic condition, the tick grey solid line represent
the Virtual Environment with the cable-driven robot condition, the grey
dot line represents each trials of the VE-Haptic condition. OM: Onset of
movement.

2) Spatial Parameters: Fig. 4. A and C illustrate the mean
crate trajectories for two representative participants for all
conditions. It can be seen that while participants used dif-
ferent movements (P1 passed through the virtual shelving),
qualitatively, trajectories for VE-Haptic were closer to PE than
VE-NoHaptic. Only one participant showed a trajectory for
VE-NoHaptic that was close to PE.

There was a main effect of condition on trajectory length
(P < 0.01), crate trajectory curvature index (P < 0.01), and
on maximum shelf clearance (P < 0.01). However, there was
no effect of condition on maximum trunk flexion and trunk

ROM (P = 0.09, P = 0.59, respectively).

More precisely, crate trajectory curvature index and
trajectory length were smaller in VE-NoHaptic compared to
VE-Haptic (—=19.9%, P < 0.01 and —17.0cm, P < 0.01,
respectively) and PE (—19.1%, P < 0.01 and —13.1cm,
P = 0.02). Between PE and VE-Haptic, there were no dif-
ferences in the curvature index (P = 0.72), or the trajec-
tory length (P = 0.41). The maximum shelf clearance was
shorter in VE-NoHaptic compared to VE-Haptic (—6.0cm,
P < 0.01). There were no clearance differences between PE
and VE-NoHaptic (P = 0.08) or PE and VE-Haptic (P = 0.33).

C. Effect of Haptic Feedback on the Lifting Phase

Average group data are presented in Table III.

1) Temporal Parameters: There was a main effect of
condition on time to lower the crate (P < 0.01), peak velocity
(P < 0.01) and movement smoothness (P < 0.01). There was
no effect of condition on the time to maximum trunk flexion
(P = 0.97), time to peak wrist velocity (P = 0.20), maximum
trunk flexion (P = 0.24) or trunk ROM (P = 0.09).

More precisely, post-hoc analyses showed that, when
participants used the cable-driven robot (VE-Haptic), in com-
parison with PE and VE-NoHaptic, more time was needed
to lift the crate (PE; +34.0%, VE-NoHaptic; +28.1 %
P < 0.01 for both), with lower peak velocity (PE; —27.7%,
VE-NoHaptic; —23.1 %, P < 0.001 for both), and less move-
ment smoothness (PE; 486.3%, VE-NoHaptic; +130.5%,
P < 0.01 for both). The movement was smoother in
VE-NoHaptic than PE (—19.26%, P = 0.04). There were no
differences between PE and VE-NoHaptic in the time to lift
the crate (P = 0.33), or for the peak velocity (P = 0.11).

2) Spatial Parameters: Fig. 4. B. and D. illustrate the mean
crate trajectories for the same two participants for all condi-
tions. There was a main effect of condition on the trajectory
length (P = 0.031), on the curvature index (P = 0.021), and
on the maximum shelf clearance (P < 0.01).

More precisely, in comparison with VE-NoHaptic, greater
values were found for VE-Haptic and PE for maximum shelf
clearance (48.43cm, P < 0.01 and +5.92cm, P = 0.01 respec-
tively), and the curvature index (4+8.6%, P = 0.02 and 12.2%,
P = 0.03 respectively). There were no differences between PE
and VE-Haptic on the maximum shelf clearance (P = 0.13),
or the curvature index (P = 0.56). Finally, the trajectory
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length was shorter in VE-NoHaptic compared to VE-Haptic
(—=10.74cm, P < 0.01), but there were no differences between
PE and either VE-NoHaptic or VE-Haptic (P = 0.08, P = 0.99
respectively).

D. Presence and Cybersickness

The presence scores were not statistically different
(P = 0.52) between VE-NoHaptic and VE- Haptic. Mean
scores out of 147 (SD) were 112.8 (13.5) for VE-NoHaptic
and 109.9 (10.8) for VE-Haptic. The mean weighted SSQ
scores out of 235.62 (SD), were 7.2 (8.5) for VE-NoHaptic and
7.2 (6.4) for VE-Haptic, indicating negligible cybersickness
symptoms for both conditions.

V. DISCUSSION

Previous studies have compared movements between physi-
cal and virtual environments. The present study investigated a
complex task involving manual handling during standing using
a cable-driven robot to introduce haptic feedback related to the
physical constraints of both the environment and the object
to be manipulated. Knowing whether and how a cable-driven
robot can enhance visual information during complex tasks in
a VE will be important for optimizing the use of such devices
in rehabilitation. The results suggest that adding haptic feed-
back to the VE improves spatial parameters of movement that
better respect environmental constraints. However, temporal
parameters such as movement time and velocity appear to be
more related to visual feedback. These results show that adding
haptic feedback to VEs is important to develop more complex
tasks for VR in rehabilitation. These richer, multisensory VEs
provide more ecological feedback influencing the planning and
control for more realistic movement important to improving
motor learning and transfer of skills to real life.

A. Effect of Haptic Feedback on the Reaching and
Grasping Phase

As described in earlier studies, the wrist velocity profile
during reaching to grasp is asymmetrically bell-shaped with
a peak at 30-40% of total movement time [27]. Our results
reproduced this profile (not shown) with a time to peak
wrist velocity on average at 37.9% of total movement time
across conditions. Thus, the temporal organisation of reach-
ing in VE was close to PE whether haptic feedback was
present or not. However, the movement appeared to be slowed
down for both VE conditions, but even more so without haptic
feedback. On-line control of hand movement in a VE may
have been more difficult. As previously shown, the presence
of information about physical contact with the environment
has been shown to decrease movement time [28]. On-line
control of the hand in VE may have been more difficult.
Visual feedback of one’s hands plays an important role to
control pointing or grasping movements [29]-[31]. In addition,
visual feedback of the target or any obstacle along the hand
path is also important [29], [32]. Slower movements have
been often reported during reaching and grasping movements
in VEs [15], [33], [34]. Finally, it has also been shown
that presence of information about physical contact within
the environment also contributes to decrease movement time,

in other words, to speed up movement [34]. The present
results are aligned with these previous findings regarding
VE and contact effects, with observed slower movements
for both VE conditions compared to the PE condition and
faster movements in both environments with physical contact
compared (PE and VE-Haptic) to VE-NoHaptic.

With respect to spatial changes, the length of the movement
trajectory to grasp the crate was increased (45.6cm on
average) with no haptic constraint at the end of movement
(VE-NoHaptic). Adding haptic feedback appeared to improve
the spatial organisation of movement, with participants reach-
ing more realistically towards the crate (i.e., closer to PE).
It is known that prior information about contact cues and
local constraints is used to organize one’s movements to grasp
objects [28], [35]. The differences in movement trajectories
for VE-NoHaptic may also have been due to a need to have
a better viewing angle in order to see the hands and their
path [36], or even by the difference in physical manipulation
following the grasping of the crate [37]. Further work is
required in order to better understand differences in spatial
organisation of movements during the grasping phase.

B. Effect of Haptic Feedback on the Lowering
and Lifting Phases

The main difference between the lowering and lifting phases
was that participants had to pass the 28 cm high crate between
shelves with a vertical spacing of about 38cm (£ 1.5 cm)
during the lowering phase. This required more movement
precision than during the lifting phase in order to avoid
contact with the real or haptic-simulated shelves. However,
participants were instructed to perform the task in a manner
that felt most natural, without any instruction about precision
or collision avoidance.

With respect to spatial changes, in the absence of haptic
feedback, the trajectory of the crate was different from that of
other conditions throughout movement. From the participants’
perspective, visual evaluation of the relative distance between
the crate and the shelf could be difficult.

Indeed, the visual system is known to be limited in
estimating depth distance (i.e. in the radial direction relative to
the observer) on the basis of binocular cues alone [38] and the
precision of visual information is higher in the azimuth side-
to-side direction than in the orthogonal depth direction [39].
Adding haptic feedback within the VE improved the spatial
performance of the crate trajectory during both lowering and
lifting phases. It could be hypothesized that haptic feedback of
the shelf allowed one to calibrate depth perception by provid-
ing an error signal when the crate hit the shelf. As described
in previous studies, the lack of opportunity for the system to
calibrate itself could change performance [40]-[43]. However,
the different VE-NoHaptic trajectory of the crate could also
be a strategy to minimize effort and maximize performance
(less movement time compared to VE-Haptic) in the absence
of any real risk of collision. Indeed, during manual obstacle
avoidance, straighter paths reduce biomechanical costs, but
increase the risk of collision [32].

As would be expected for the less precise lifting phase,
the time to peak wrist velocity ranged from 42.7 to 49.1% of
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movement time across conditions with no significant differ-
ences. Yet, during lowering, we hypothesized that the presence
of haptic feedback would have an effect, but it was not
clear exactly how it would affect movement performance.
When movement requires more precision, deceleration tends to
begin sooner [44], [45]. This was found for the time to peak
wrist velocity for PE (27% of movement time for lowering
versus 49 % for lifting) as well as VE-Haptic (32.6% versus
44.6%) but not for VE-NoHaptic (45.8% versus 42.7%). It thus
appears that in the absence of haptic feedback, lowering phase
movement behavior was not influenced by task precision. The
physical constraints associated with the visual environment,
therefore, render such behavior in the VE more realistic.
As suggested above, in the absence of haptic feedback and
therefore of any risk of collision, biomechanical cost reduction
may have had a higher contribution to movement planning than
spatial error.

While the VE-Haptic condition appeared to render spatial
parameters of movement closer to that seen for the PE
condition, movement was still slower and less smooth dur-
ing VE-Haptic even during the less precise lifting phase.
A possible reason for this difference in VE-Haptic could be
due to the constant minimal cable tension and friction in the
winches during movement. This may have had an effect on
the fidelity of the “virtual touch” of the environment and is
known in robotics as the transparency issue [46]. In addition,
a lack of experience with the cable-driven robot could also be
a factor, and longer practice could improve the participant’s
performance. Further work to reduce cable noise and explore
practice effects is required. However, this does not negate the
general effects observed here and the potential of this device
to improve the virtual experience.

Upper limb movement from a standing position involves
whole-body control for balance and reaching, including coor-
dination between the trunk and upper limbs [47]. It was found
in the present study that trunk movement was not significantly
changed across conditions and haptic feedback only affected
upper limb spatial parameters. This may suggest that trunk
movement is globally controlled for upper limb transport with
refinements for grasping and object transport more related to
the haptic interaction with the object. There is some support
for this theory of autonomy between transport and grasp-
ing in the literature [47], [48]. Perhaps crate characteristics
(e.g., weight, fragility) could have greater effects on trunk
flexion to accommodate crate transport and postural support.

However, it must be pointed out that even though all
participants began in the same upright posture and relative
distance to the shelves, foot movement was allowed during
the tasks. In ad-hoc analyses (using the NparLLD statistics),
we found that during the first Reaching/Grasping phase, par-
ticipants on average placed a foot slightly closer to the shelves
during PE (38.7 (10.3) cm) and VE-NoHaptic (34.9 (8.9)
cm) conditions compared to the VE-Haptic condition (41.9
(8.4) cm). Foot proximities for PE and VE-NoHaptic were sig-
nificantly different from VE-Haptic (P = 0.03 and P = 0.002
respectively) but not from each other. Yet, this slightly greater
distance of the foot from the shelves during the VE-Haptic
condition is counter intuitive with respect to the slightly,

non-significant, decreased maximum trunk angle observed
during the Reaching/Grasping phase for this condition. Further
work is required to assess whole body control.

Adding haptic feedback with the cable-driven robot did not
improve the presence scores compared with the VE-NoHaptic
condition. This could be due, in part, to the transparency issue
noted above. As suggested by [50], transparency issues could
alter participant performance, and negatively impact presence
in VE.

C. Limits

This study had a small sample size and further work should
therefore confirm our results with larger cohorts and different
populations. Surface friction was not simulated or accounted
for in the study, and participants may have slid on the virtual
surface. However, results presented in Fig. 4 suggest such
post-contact movement was not significant. Virtual reality
involves delays in rendering images to the HMD. Based on
sampling frequencies and refresh rates, we estimate that worse
case delays would have been no more than 40 ms. Participants
did not report any issues in perceived timing when contacting
and manipulating the virtual crates. In addition, feelings of
cybersickness were negligible.

V. CONCLUSION

The aim of this study was to assess the impact on user
movement of adding haptic feedback using a cable-driven
robot during a manual handling task in a VE. The results
showed that adding haptic feedback within the VE improves
the spatial organisation of movement, resulting in more real-
istic end-effector trajectories and general motor behaviours.
The precision demands of the task were particularly dependant
on whether haptic information was involved or not. However,
temporal parameters appear to be more influenced by visual
feedback, and only when the task required precision.

These results are important to inform future ecological
VEs designs for rehabilitation to improve motor learning and
transfer training to real life. While technical limitations in the
visual and haptic interfaces need further attention, the cable-
driven robot has been shown to be a promising device to
provide more ecological haptic feedback during complex
tasks.

The development of technologies will continue to improve,
making such systems more realistic. Finally, this cable-driven
robot system has the advantage of being reconfigured to other
mobility-based scenarios and complex tasks such as physical
interaction with the environment during navigation, something
that is currently further explored by this team.
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