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Automated Assessment of Oral Diadochokinesis
in Multiple Sclerosis Using a Neural Network
Approach: Effect of Different Syllable
Repetition Paradigms

Kris Rozenstoks, Michal Novotny, Dana Horakova, and Jan Rusz

Abstract—Slow and irregular oral diadochokinesis rep-
resents an important manifestation of spastic and ataxic
dysarthria in multiple sclerosis (MS). We aimed to develop
a robust algorithm based on convolutional neural networks
for the accurate detection of syllables from different types
of alternating motion rate (AMR) and sequential motion
rate (SMR) paradigms. Subsequently, we explored the sen-
sitivity of AMR and SMR paradigms based on voiceless and
voiced consonants in the detection of speech impairment.
The four types of syllable repetition paradigms including
ltal, /dal, Ipal-/tal-/kal, and /ba/-/da/-/ga/ were collected from
120 MS patients and 60 matched healthy control speakers.
Our neural network algorithm was able to correctly identify
the position of individual syllables with a very high average
accuracy of 97.8 %, with the correct temporal detection of
syllable position of 87.8 % for 10 ms and 95.5 % for 20 ms
tolerance value. We found significantly altered diadochoki-
netic rate and regularity in MS compared to controls across
all types of investigated tasks (p < 0.001). MS patients
showed slower speech for SMR compared to AMR tasks,
whereas voiced paradigms were more irregular. Objective
evaluation of oral diadochokinesis using different AMR and
SMR paradigms may provide important information regard-
ing speech severity and pathophysiology of the underlying
disease.

Index Terms— Cerebellar, dysarthria, speech disorder,
acoustic, deep learning.
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|. INTRODUCTION

ULTIPLE sclerosis (MS) is the most common acquired

demyelinating disease of the central nervous system
occurring mainly in young and middle-aged adults and affect-
ing about 0.1% to 0.2% of the population [1]. As a result
of widespread brain atrophy affecting mostly white and gray
matter, MS presents a wide range of neurological manifesta-
tions with motor, sensory and cognitive impairments. Motor
speech impairment termed dysarthria is likely one of the
least well-described clinical signs of MS (see [2] for review).
Dysarthria in MS is typically mild with a reported prevalence
of up to 60% [3]-[7]. Ataxic, spastic and mixed ataxic-spastic
dysarthria are the most common dysarthria subtypes encoun-
tered in MS due to the involvement of cerebellum and pyrami-
dal tract [8]. Darley et al. [9] first perceptually distinguished
impaired loudness control, harshness, defective articulation,
impaired emphasis, insufficient pitch control, hypernasality,
inappropriate pitch level, breathiness, and articulatory break-
downs as most distinctive manifestations of dysarthria in MS.
Only a few studies have verified or extended the percep-
tual observations of Darley et al. [9] by objective acoustic
analyses and documented primarily phonatory abnormalit-
ies [10]-[12], as well as articulatory-prosodic disorder present-
ing by imprecise articulation, monopitch, articulatory decay,
excess loudness variations, slow rate and various temporal
deficits [5], [13]-[15]. Importantly, previous research has
shown that the severity of dysarthria is attributed to the overall
severity of neurological disease [4], [5], [15]. This obser-
vation provides an opportunity to consider objective speech
evaluation as a potential biomarker for monitoring disease
progression in MS. Speech assessment is fast, non-invasive,
inexpensive, easy to apply and can be fully automated and
monitored remotely, even by a smartphone application from
the patient’s home [16].

Oral diadochokinesis is a traditional component of motor
speech assessment, which measures the motor abilities of the
speech articulators and reveals their movement limitations [8].
It is considered an essential speech paradigm for the differ-
ential diagnosis of dysarthria as well as for determining the
severity of speech motor control dysfunction [8]. Two basic
measures quantify diadochokinetic (DDK) performance. DDK
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rate identifies articulatory velocity by analyzing the number
of syllable vocalizations per time. DDK regularity refers to
temporal irregularity by measuring the standard deviation of
distances between following syllables. DDK rate tends to
be slow in speakers with both spastic and ataxic dysarth-
ria [17], [18], whereas diadochokinesis irregularity has
been assumed to be most characteristic of ataxic dysarth-
ria [19], [20]. Slow and irregular oral diadochokinesis has also
been demonstrated in MS [21], [22], with DDK regularity
reported as a sensitive measure for differentiation between
MS and healthy controls [5].

Two types of DDK tasks are commonly used. Alternating
motion rate (AMR) refers to the rapid repetition of single
syllables such as /ta/ whereas sequential motion rate (SMR)
indicates the rapid repetition of syllable sequences such as
/pa/-/ta/-/ka/ [8]. Compared to AMR, SMR is more challenging
to perform due to consecutive repetition of bilabial, alveolar
and velar consonants. Therefore, SMR tasks are typically
used to evaluate disorders with sequential planning and pro-
gramming deficits such as apraxia of speech or cerebellar
ataxia [8]. Indeed, previous research has already shown poorer
performance of MS patients when performing SMR compared
to the AMR task [22].

However, to the best of our knowledge, previous research
in MS (or ataxic dysarthria in general) has only considered
AMR/SMR tasks with voiceless consonants. Interestingly,
a recent study revealed that patients with predominant cerebel-
lar dysarthria secondary to multiple system atrophy manifested
problems with the articulation of voiced consonants [23]. This
articulatory undershoot of voiced consonants was character-
ized by the shortening of negative voice onset time duration
until the voicing lead vanished and only short burst remained.
Importantly, the extent of these deficits in the articulation of
voiced consonants was related to the severity of cerebellar
motor impairment. One might thus assume that modified AMR
and SMR tasks based on voiced consonants such as /da/ or
/ba/-/da/-/ga/ may be even more sensitive to cerebellar deficits,
which may aid in the differential diagnosis of dysarthrias
and monitoring the extent of speech impairment in cerebellar
disorders.

To facilitate the use of oral diadochokinesis in common
clinical practice, reliable and automatic methods for its accu-
rate assessment are needed. Several methods for the automated
assessment of oral diadochokinesis performance have already
been developed. The Kay-Pentax Motor Speech Profile Pro-
gram was developed for the analysis of oral diadochokinesis
and tested using unvoiced AMR (/pa/, /ta/, and /ka/) collected
from 21 speakers with ataxic dysarthria [24]. Although agree-
ment across individual measures based on automated and hand
labels was high, the detection accuracy of the algorithm was
not tested. Another study designed an automated algorithm
for the detection of events during the SMR paradigm based
on /pa/-/ta/-/ka/ syllable repetitions of 27 Parkinson’s disease
patients [25]. The detection accuracy of this algorithm for
voice onset time with 10 ms interval tolerance reached as
high as 80%. Finally, likely the best performing automated
algorithm for the evaluation of SMR performance based on
/pa/-/ta/-/ka/ repetition of 24 Parkinson’s disease patients was

developed by Novotny et al. [26]. This algorithm reached an
accuracy of up to 90% for the detection of vowel onset with
10 ms interval tolerance.

In summary, the accuracy of all previously developed algo-
rithms was tested using only one type of DDK task based on
voiceless consonants [24]-[26]. It is therefore unclear whether
the accuracy of these algorithms would be sufficient across
voiced DDK paradigms. Also, all previous algorithms were
designed using traditional digital speech signal processing
techniques [24]-[26]. The recent development and success
in the field of object detection in images by convolutional
neural networks (CNN) [27], [28] implies that a CNN-based
approach could be beneficial for the precise detection of
syllables during oral diadochokinesis. Indeed, a very recent
study successfully used CNN to model transitions between
voiced and unvoiced segments in dysarthric speech secondary
to Parkinson’s disease [29]. Nevertheless, the possible utility
of CNN for accurate syllable detection during the DDK task
in dysarthric speech has not yet been explored.

Therefore, the present study was designed to address the
following aims:

(i) To develop a robust CNN-based segmentation algorithm
allowing the accurate detection of syllables from dif-
ferent types of AMR and SMR paradigms. We hypoth-
esized that a CNN-based approach would outperform
traditional digital speech signal processing techniques.

(i) To explore the sensitivity of AMR and SMR paradigms

based on voiceless and voiced consonants in the detec-

tion of speech impairment in MS. We hypothesized that
temporal irregularity of diadochokinesis in patients with

MS would be greater for voiced than voiceless para-

digms due to cerebellar involvement, whereas healthy

controls would show similar DDK performance regular-
ity across all paradigms.

To compare the performances in DDK tasks with

the extent of neurological deficits to provide greater

insight into the pathophysiology of dysarthria in MS.

We hypothesized that performance in DDK rate would

be correlated to overall disability while the extent of

DDK irregularity would parallel the severity of cerebel-

lar dysfunction.

(iii)

Il. METHODS
A. Participants

A total of 180 consecutive Czech participants were recruited
from 2016 to 2017. The study was approved by the Ethics
Committee of the General University Hospital, Prague, Czech
Republic and every participant provided written, informed
consent. One hundred and twenty patients (89 women), mean
age 44 (SD 11) years, were diagnosed with MS according
to the revisited McDonald Criteria [30]. From this cohort,
94 patients were diagnosed with relapsing-remitting MS,
15 with secondary progressive MS, 3 with clinically isolated
syndrome and 8 with primary-progressive MS. All patients
were relapse-free for at least 30 days prior to testing. In addi-
tion, 60 volunteers (44 women), mean age 44 (SD 12) years,
with no history of neurological or communication disorders
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were included as a healthy control group. The clinical severity
of patients was estimated using the Expanded Disability Status
Scale (EDSS) [31], which represents a widely used method
for the quantification of disability in MS and monitors eight
functional systems: pyramidal, cerebellar, brain stem, sensory,
bowel and bladder, visual, mental, and other functions. Every
domain is scored from 0 (no disability) to 6 (maximal disabil-
ity); the pyramidal and cerebellar subscores were of interest
in the present study due to the presence of spastic-ataxic
dysarthria. An integrated EDSS score ranging from 0 (normal
examination) to 10 (death due to MS) is obtained according to
the score based upon each functional system and ambulation.

The investigated subjects also participated in a previous
study focused on the detailed assessment of severity and
patterns of dysarthria [5]; however, characteristics related to
different AMR and SMR tasks were not previously inves-
tigated. The severity and type of dysarthria were based on
perceptual estimation by two speech-language pathologists
with experience in motor speech disorders using vocal par-
adigms of vowel prolongation, DDK task, and reading pas-
sage in according with the perceptual criteria outlined by
Darley et al. [32]. Since the inter-rater reliability estimated
using the two-way mixed single score intra-class correlation
reached a relatively low value of 0.47, the final reported char-
acteristics of dysarthria were based on consensus judgment
of two speech-language pathologists. Although the dysarthria
was imperceptible in 90 MS patients, acoustic analysis has the
potential to reveal even subperceptual speech deviations [33].
The perceptible dysarthria in 30 MS patients mainly fea-
tured a combination of spastic and ataxic components with
primary signs of slow rate, irregular speech timing, impre-
cise articulation, strained-strangled voiced and unnatural word
stress expression. In addition, for MS patients with percep-
tible dysarthria, audio recordings were perceptually analyzed
according to a five-dimensional scoring system (0 indicating
no impairment and 4 indicating major impairment) relating
to the major dimensions of dysarthria, i.e., respiration, voice
quality, articulation, resonance, prosody, dysfluency, and nat-
uralness. Clinical characteristics of the MS patients can be
found in Table I.

B. Speech Examination

Speech recordings were performed in a quiet room with
a low ambient noise level using a head-mounted condenser
microphone (Beyerdynamic Opus 55, Heilbronn, Germany)
situated approximately 5 cm from the mouth of each subject.
Speech signals were sampled at 48 kHz with 16-bit resolution.
Each participant was instructed to repeat the syllable /ta/,
/da/, /pa/-/ta/-/ka/, and /ba/-/da/-/ga/ as quickly and accurately
as possible at least seven times per one breath. Each of the
four syllable repetition tasks was performed twice. Concerning
previous research reporting that tongue function in MS was
significantly more affected than lip function [13], the syllable
/ta/ (and its voiced cognate /da/) was preferred as it best
reflects the movement of the tongue. Also, from a phonetic
point of view, /b/, /d/ and /g/ in the consonant-vowel context
are usually pronounced as prevoiced in Czech (i.e., voiced

TABLE |
CLINICAL CHARACTERISTICS OF MS PATIENTS. MS = MULTIPLE
SCLEROSIS, EDSS =EXPANDED DISABILITY STATUS SCALE

MS (n = 120)

Clinical characteristics (n = 120)
Mean Age (years)
Female (%)
Mean disease duration (years)
Mean EDSS score
Mean EDSS pyramidal subscore
Mean EDSS cerebellar subscore
Dysarthria severity (n = 120)

44 (SD 11, range 18-74)
74% (n = 89)

14 (SD 8, range 2-37)

3.6 (SD 1.4, range 1.0-6.5)
2.5 (SD 0.9, range 1.0-4.0)
1.4 (SD 1.2, range 0-4.0)

None 70% (n = 84)
Mild 27% (n = 33)
Moderate 3% (n = 3)
Severe 0% (n = 0)
Perceptible dysarthria type (n = 36)
Spastic-ataxic dysarthria 24% (n = 29)
Spastic dysarthria 4% (n =5)
Ataxic dysarthria 2% (n = 2)

Perceptible dysarthria characteristics (n = 36)
Mean respiration
Mean voice quality
Mean articulation
Mean resonance
Mean prosody
Mean dysfluency
Mean naturalness

1.1 (SD 0.9, range 0-3)
2.4 (SD 0.6, range 1-4)
1.8 (SD 0.9, range 0-3)
0.9 (SD 0.7, range 0-2)
1.8 (SD 0.8, range 0-3)
0.1 (SD 0.3, range 0-1)
2.3 (SD 0.6, range 1-4)

during closure), while /p/, /t/ and /k/ are pronounced as
voiceless and unaspirated [34].

C. Reference Hand Labels

For algorithm tuning and to obtain feedback for the evalu-
ation of its reliability, manual syllable annotations for 15.6%
of randomly selected utterances (i.e., for 224 utterances) from
all types of AMR/SMR tasks and both MS and control groups
were performed. In each syllable vocalization, the positions
of two events including the initial burst of the consonant (/p/,
I, Ik/, /bl, /d/, or /g/) and occlusion of the vowel /a/ were
annotated. This approach was preferred as it is difficult to
hand-label the correct position of maximal energy during each
syllable by visual inspection of speech waveforms. Previously
defined rules were used as a foundation for our labeling criteria
by Novotny et al. [26]. The time domain was preferred for
the specification of burst onset due to its better resolution.
In the case of multiple bursts, the initial burst was marked.
In the frequency domain, the burst onset was characterized
by the presence of moderate excitation of one or few time
windows of spectrogram over the entire frequency range. The
frequency domain was used for the identification of vowel
occlusion, where the energy of fundamental, as well as the
first three formant frequencies, slowly weakens. The second
formant vowel offset was considered as the best indicator of
occlusion onset. Figure | illustrates examples of voiced and
unvoiced syllables with manually obtained labels.

D. CNN-Based Algorithm for Automatic Segmentation

The entire process of data pooling, CNN training and perfor-
mance testing is illustrated in Figure 2. A subset of 144 utter-
ances from 36 participants (10% of the entire dataset) with
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spectrogram for two syllables with highlighted positions of burst and vowel occlusion by hand labels. An exemplary HC speaker (top) performed
syllable repetition at a fast tempo (DDK rate = 8.1 syll/s) and stable regularity (DDK regularity = 3.7 ms), whereas the exemplary MS patient
manifested slow velocity (DDK rate = 5.9 syll/s) and irregularity (DDK regularity = 60.5 ms). MS = multiple sclerosis, HC = healthy controls.

reference hand labels was selected as an independent testing
dataset. Another 80 hand-labeled recordings from 20 partici-
pants (5.6% of the entire dataset) were used for CNN tuning.
Both datasets were equally populated with recordings from
HC speakers and participants diagnosed with MS. In addition,
the training dataset consisted of 16 women (80%), 3 MS
patients with perceptible dysarthria (30%), and 12 speakers
with age < 50 years (60%; mean 48, SD 11 years), whereas
testing dataset was composed of 28 women (78%), 5 MS
patients with perceptible dysarthria (28%), and 26 speakers
with age < 50 years (72%; mean 43, SD 12 years); there were
no statistically significant differences between training and
validation dataset for gender (p = 0.86), dysarthria severity
(p =0.93), or age (p = 0.10).The signals in the tuning dataset
were downsampled to 16 kHz, and the spectrograms of the
downsampled signals were estimated using a 1 ms window
with 50% window overlap and zero padding to 256 samples.
The obtained spectrograms were divided into 300 ms windows,
and these windows were transformed into images 256 pixels
wide and 192 pixels high. The corresponding hand labels were
transformed into a PASCAL VOC style label file. Using this
approach, 80 recordings designed for tunning were split into
2430 spectrogram images accompanied by the PASCAL VOC
label file. These images were then divided into training (70%;
1700 images) and validation subsets (30%; 730 images).
Tensorflow implementation of Faster R-CNN in the Resnet-
101 structure was used for syllable border detection [35].
The faster R-CNN was employed as a state-of-the-art object
detection model which reduces the computational burden by
using a separate neural network providing region propos-
als [28]. The Faster R-CNN model was used in the topology
of the residual network Resnet with a bottleneck design and

depth of 101 layers (Resnet-101) [27]. The advantage of the
residual network is the signal shortcut which enables one to
propagate input directly to the output of the net. Changes in the
output of the net are realized by residual mapping according
to equation 1:

Hx)=F(x)+x, (D

where x denotes the input of the net, H (x) describes the output
of the net and the F(x) is the mapped residual. This approach
helps to overcome the problem of the vanishing gradient in
deep net structures. A version of the CNN pre-trained on
the Common Objects in Context database was used to reduce
training demands [36]. The training of the neural network was
stopped after 1213 iterations when the loss function reached
a value of 0.006.

The algorithm parsing audio recordings with the CNN input
was designed to avoid confusion on the borders of the spectro-
gram window during the audio analysis phase (see Figure 2,
section Audio analysis algorithm). In the first iteration, this
algorithm generated a 300 ms spectrogram window and passed
it as the CNN input. The algorithm detected syllables in
the spectrogram and defined them by their beginning and
end positions. The syllable positions found by CNN were
saved in a.csv file. In the event that no syllable was detected,
the active window was shifted by 10 ms and another attempt
for CNN object detection was performed. If necessary, this
approach was repeated until a syllable was found. If no new
syllables were found for 2 seconds, the last selected frame was
considered as the end. When a syllable was found, the last
detected syllabic position was used to define the beginning of
the new 300 ms window. This process was repeated until the
end of the recording.
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Using the obtained labels, syllabic centers were estimated of syllabic position with the highest energy, as the maximum
as the mid time between detected consonant burst and vowel energy is commonly at the beginning of voicing and such
occlusion. This approach was preferred rather than selection a label would not reflect the prolongation of vowels typical
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for ataxic dysarthria [8]. The DDK rate was calculated as
the number of syllables per time and DDK regularity as
the standard deviation of pause lengths between consecutive
syllables. Figure 1 demonstrates the results of DDK rate and
DDK regularity calculation across voiced and voiceless AMR
task for an exemplary speech signal from MS and HC speaker.

E. Algorithm Performance Testing

The performance of the newly-developed CNN-based algo-
rithm was compared with the algorithm based on traditional
speech signal processing techniques by Novotny et al. [26],
which is likely the most robust available from automated
methods designed for the evaluation of oral diadochokinesis
[24]-[26]. The method published by Novotny er al. [26] was
designed for the detection of three events in each syllable
including an initial burst of the stop consonant, the onset of
voicing and occlusion. This method utilizes approaches of
traditional signal processing including filtering the spectro-
gram for burst detection, Bayesian step change-point detection
for voice onset detection and polynomial thresholding for the
detection of an occlusion. The positions of the initial burst and
occlusion were used for purposes of comparison.

To estimate the reliability of both automatic algorithms,
each label obtained by the automatic algorithm was tested
to determine whether it fits into the appropriate time interval
between consonant burst and vowel occlusion, as was deter-
mined using manual labeling. A label that did not fit into
an appropriate syllabic time interval was counted as an error.
A syllabic time interval with no automatic label was counted
as an error. Only one automatic label could be associated
with one appropriate syllabic time interval, other automatic
labels in the same interval were counted as errors. The overall
percentage accuracy (ACC) of the algorithm for each utterance
was calculated according to equation 2:

N
ACC =100 — 100 x —E" )

Manual
where N, represents number of error detections by the algo-
rithm and Npsanuar represents number of syllables determined
using manual annotation.

For the algorithm with the best ACC, three additional vali-
dation experiments were introduced and tested using a testing
subset (i.e., 144 utterances from 36 participants representing
10% of the entire dataset). First, the relationship between
DDK features based on manual and automated labels was
computed. Second, recordings were perceptually judged by
the rate and regularity with a five-dimensional scoring system
(0 indicating intact, rapid, and regular DDK performance and
4 indicating severe, slow, and irregular DDK performance).
Third, we calculated the performance measure representing
accuracy between manual and automated labels. This measure
was defined as the percentage of cases in which the absolute
temporal deviations between syllable positions obtained using
manual and automated labels is lower than tolerance value;
two tolerance values of 10ms and 20ms were considered.
Additionally, inter-rater reliability based on the re-labeling of
testing data by the second investigator was calculated using
the same approach including two tolerance values of 10ms

TABLE Il
ACCURACY OF ALGORITHMS ACROSS INDIVIDUAL GROUPS AND DDK
PARADIGMS. MS = MULTIPLE SCLEROSIS, HC = HEALTHY
CONTROLS, CNN = CONVOLUTIONAL NEURAL
NETWORK, AMR = ALTERNATING MOTION
RATES, SMR = SEQUENTIAL MOTION RATES

Accuracy Unvoiced Voiced Unvoiced Voiced Average

across AMR AMR SMR SMR
tasks

(%) (%) (%) (%) (%)

CNN-based approach

MS 99.8 95.1 99.2 92.3 96.6
HC 99.3 99.4 100.0 96.9 98.9
All 99.6 97.3 99.6 94.6 97.8

Traditional digital speech signal processing approach (Novotny et al. [26])

MS 79.3 64.1 83.4 37.0 66.0
HC 86.0 80.4 96.5 78.5 85.4
All 82.7 72.3 90.0 57.8 75.7

and 20ms; the correlations between resulting DDK features
obtained by manual labels of two investigators were also
performed.

F. Statistics

To provide greater stability of speech assessment [37], final
values of DDK features used for statistical analyses were
calculated by averaging the data for each participant obtained
in two vocal task runs. Both acoustic features were found to be
normally distributed by the Kolmogorov-Smirnov test. Statisti-
cal analyses were performed using repeated measures analysis
of variance (RM-ANOVA) with GROUP (MS vs. controls)
treated as a between-group factor and TASK (/ta/ vs. /da/ vs.
Ipa/-/ta/-/kal vs. /ba/-/da/-/ga/) treated as a within-group factor.
Bonferroni post-hoc significance was assessed for the effect of
TASK. The Pearson correlation was applied to find relation-
ships between speech variables. Relationships between speech
and clinical parameters were tested using the Spearman corre-
lation coefficient due to ordinal clinical scales; p-values were
adjusted by False Discovery Rate correction for multiple com-
parisons by 16 correlations performed for each acoustic metric.
The classification performance, including accuracy, sensitivity,
specificity, and receiver operating characteristic (ROC) curve,
between MS and HC group across individual DDK paradigms
was calculated using binary logistic regression with leave-one-
out cross-validation.

I1l. RESULTS
A. Algorithm Performance

Table II provides the overall classification accuracies of the
tested algorithms across all investigated groups. The overall
average classification accuracy of the CNN-based approach
was 97.8%, with a performance of 96.6% for MS and 98.9%
for HC. The average accuracy for voiceless AMR/SMR par-
adigms of 99.6% was slightly higher than the average accu-
racy of 96.0% for voiced AMR/SMR tasks. The algorithm
by Novotny et al. [26] based on traditional digital speech
signal processing reached an average accuracy of 75.7% with
a performance of 66.0% for MS and 85.4% for HC. The
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TABLE IlI
ACCURACY OF CNN-BASED ALGORITHM ACROSS INDIVIDUAL DDK
PARADIGMS FOR GENDER, AGE, AND DYSARTHRIA SEVERITY.
MS = MULTIPLE SCLEROSIS, AMR = ALTERNATING MOTION
RATES, SMR = SEQUENTIAL MOTION RATES

Unvoiced Voiced Unvoiced Voiced

AMR AMR SMR SMR Average

Accuracy across tasks

(%) (%) (%) (%) (%)

‘Women 99.4 97.8 99.9 952  98.1
Men 100 95.3 98.5 925  96.5
Age < 50 years 99.5 96.8 99.6 93.6 974
Age > 50 years 99.8 98.5 99.5 972 988
None dysarthria in MS 99.5 98.2 99.5 952 98.1
Perceptible dysarthria in 100 91.7 100 90.8 95.6
MS

average accuracy across voiceless AMR/SMR tasks of 86.4%
was considerably higher than the average accuracy of 65.0%
for voiced AMR/SMR paradigms. Table III lists the detailed
classification accuracies for the CNN-based approach across
gender, age, and dysarthria severity. It can be seen that
algorithm performance is relatively consistent with average
accuracy higher than 90% across all these different scenarios;
the lowest scores were obtained for voiced paradigms in MS
patients with perceptible dysarthria.

Considering additional validations for CNN-based algorithm
across 10 % of testing data, correlation between features based
on CNN and manual labels showed high reliability for DDK
rate (r = 0.94, p < 0.001) as well as DDK regularity
(r =0.77, p < 0.001). In addition, we detected strong corre-
lations between CNN-based features and perceptual judgments
for DDK rate (r = —0.66, p < 0.001) with mean perceptible
score of 0.88 (SD 0.84, range 0-3) for MS and 0.26 (SD
0.47, range 0-2) for HC as well as DDK regularity (r = 0.63,
p < 0.001) with mean perceptible score of 1.00 (SD 0.90,
range 0-3) for MS and 0.35 (SD 0.49, range 0-2) for HC.
The algorithm performance in correct temporal detection of
syllable position across all syllables was 87.8 % for 10ms
and 95.5 % for 20ms tolerance value. Inter-rater reliability in
correct temporal detection of syllable positions was 96.9 % for
10ms and 99.3 % for 20ms tolerance value; the correlations
between DDK features based on manual labels of two inves-
tigators showed very high reliability for DDK rate (» = 0.98,
p < 0.001) as well as DDK regularity (r = 0.96, p < 0.001).

B. Comparison of DDK Characteristics
Between MS and HC Group

Figure 3 depicts the results of acoustic analyses for DDK
rate and DDK regularity in MS and control subjects among
different types of utterances. For DDK rate, RM-ANOVA
showed a significant effect for GROUP (F(1,178) = 35.6,
p <0.001, 2 =0.17), TASK (F(3,534) = 18.5, p < 0.001,
7* = 0.09), as well as GROUP x TASK (F(1,534) = 11.4,
p < 0.001, > = 0.06). This interaction was different
between MS and control groups with respect to various
tasks performed. MS patients showed slower DDK rate for
/ba/-/da/-/ga/ repetition compared to remaining tasks as well

DDK rate (syll/s)
~
T

A MS
O HC

5 L Il L Il Il L Il .
unvoiced voiced unvoiced voiced unvoiced voiced unvoiced voiced

AMR AMR SMR SMR AMR AMR SMR SMR
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.
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Fig. 3. Results of acoustic analyses across different DDK tasks. Group
differences between MS and controls with * p < 0.05, ** p < 0.01, ***
p < 0.001, whereby the symbols represent mean values and error bars
represent standard deviation. DDK = diadochokinetic, AMR = alternating
motion rates, SMR = sequential motion rates, MS = multiple sclerosis,
HC = healthy controls.

as slower SMR compared to AMR in general, whereas controls
manifested only higher DDK rate for /pa/-/ta/-/ka/ repetition
compared to remaining tasks. For DDK regularity, we detected
significant effect for GROUP (F(1,178) = 27.2, p < 0.001,
n? = 0.13), TASK (F(3,534) = 116.0, p < 0.001, 5> =
0.39), as well as GROUP x TASK (F(1,534) = 2.9, p =
0.04, #*> = 0.02). This interaction was mainly associated with
poorer performance in DDK regularity for /da/ compared to
/pa/ in MS patients. Figure 4 shows ROC curves obtained by a
combination of DDK rate and DDK regularity measures across
different paradigms. The classification accuracy between MS
and HC was 73.9% (sensitivity 65.9%, specificity 76.3%)
for unvoiced AMR, 74.4% (sensitivity 65.9%, specificity
77.2%) for voiced AMR, 67.8% (sensitivity 52.8%, specificity
71.5%) for unvoiced SMR, 70.6% (sensitivity 60.0%, speci-
ficity 73.1%) for voiced SMR, and 73.9% (sensitivity 63.3%,
specificity 77.9%) for combination of all DDK paradigms.

C. Association Between DDK Performance
and Clinical Data in MS

Table IV shows the results of correlation analyses between
DDK features, dysarthria severity, and neurological data. Weak
to moderate significant negative correlations were observed
between DDK rate across all types of utterances and EDDS
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Fig. 4. ROC curves obtained between MS and HC groups using a

combination of DDK rate and DDK regularity across different paradigms.
AMR = alternating motion rates, SMR = sequential motion rates.

TABLE IV
CORRELATIONS BETWEEN ORAL DDK FEATURES, DYSARTHRIA
SEVERITY AND NEUROLOGICAL DATA. STATISTICALLY SIGNIFICANT
DIFFERENCES:* p < 0.05, ** p < 0.01, *** p < 0.001.
EDSS = EXPANDED DISABILITY STATUS SCALE,
AMR = ALTERNATING MOTION RATES,
SMR = SEQUENTIAL MOTION RATES

EDDS EDDS EDDS Dysarthria
overall pyramidal  cerebellar severity
DDK rate
Unvoiced AMR -0.47%%% -0.37%** -0.48%** -0.34%**
Voiced AMR -0.44%%% -0.39%** -0.43%%% -0.29%%*
Unvoiced SMR -0.37%%* -0.35%** -0.39%#* -0.28%*
Voiced SMR -0.35%%* -0.39%** -0.397%#% -0.32%%%
DDK regularity
Unvoiced AMR 0.18 0.07 0.21 0.25
Voiced AMR 0.11 0.07 0.08 0.16
Unvoiced SMR 0.14 0.08 0.17 0.14
Voiced SMR 0.19 0.14 0.18 0.12

score (r < —0.35, p < 0.001), EDSS pyramidal and cerebellar
subscores (r < —0.35, p < 0.001), as well as dysarthria
severity (r < —0.28, p < 0.01). DDK regularity showed
only a trend toward correlation to the dysarthria severity,
EDSS score and EDSS cerebellar subscore (r > 0.17, p <
0.05, uncorrected), while no trend toward relationship between
DDK regularity and EDSS pyramidal subscore was observed.
In addition, dysarthria severity was significantly correlated to
all clinical measures including EDSS (r = 0.49, p < 0.001),
EDSS pyramidal subscore (r = 0.42, p < 0.001), as well as
EDSS cerebellar subscore (r = 0.45, p < 0.001).

V. DISCUSSION

The results of our work represent the first step toward
the development of a fully CNN-based automated tool for
robust task-independent evaluation of oral diadochokinesis.
The algorithm we developed was able to correctly identify

the position of individual syllables with a very high average
accuracy of 97.8 %, with the performance in correct temporal
detection of syllable position of 87.8 % for 10ms and 95.5%
for 20 ms tolerance value. Although the severity of dysarthria
was imperceptible in 70 % and mild to moderate in only 30 %
of our MS cohort, we found significantly altered DDK rate and
regularity across all different types of investigated tasks. To the
best of our knowledge, this finding was based on the largest
series of data concerning oral diadochokinesis in MS. The
capability of the introduced models led to the classification
accuracy of up to 74 % in discriminating between MS and HC
subjects, confirming the importance of oral diadochokinesis for
motor speech assessment in MS. Since the estimated preva-
lence of dysarthria in MS is 40-60 % [3]-[5], this classification
accuracy is very promising and even comparable to 79 %
accuracy obtained previously using multiple types of speaking
tasks [5].

Our findings of slow DDK rate in MS are in general
agreement with previous research demonstrating slow AMR
and SMR in speakers with spastic and ataxic dysarthria [17],
[18], [21], [22]. Interestingly, performance in DDK rate across
all tasks showed weak to moderate correlations to both spastic
and cerebellar EDSS subscores, supporting the hypothesis that
damage to both the cerebellum and pyramidal tract may lead
to slower speaking rate. In accordance with a previous study
[22], no differences in DDK rate were generally found between
AMR and SMR tasks for healthy controls, although they
performed best on the unvoiced SMR paradigm. This may be
due to the inclusion of all bilabial, alveolar and velar places
of articulation compared to the same alveolar movements
during single syllable /ta/ repetition, which requires more
difficult tongue movement [26]. Conversely, MS patients were
slower during the both SMR paradigms, but slowest in voiced
SMR, indicating a possible divergent pattern of articulation
abnormalities for voiced and unvoiced consonants.

Indeed, this phenomenon is more notable in DDK regu-
larity, where MS patients manifested worse performance in
both voiced tasks compared to their voiceless cognates. The
average performance in voiced AMR was lower than in the
voiceless SMR task in MS. Surprisingly, even the healthy
control group showed poorer performance in DDK regularity
for voiced SMR compared to remaining tasks, indicating more
difficult timing control in general if the SMR paradigm is
combined with voiced plosives. The accurate production of
stop consonants requires close coordination between the larynx
and the articulators. As the production of voiced consonants
is characterized by voicing lead at the beginning followed by
a period of articulatory closure, insufficient programming in
advance of speech onset may lead to additional disruption of
coordination between the larynx and the articulators, which has
to be more precise in voiced compared to voiceless plosives.
Our pilot analyses showed a trend toward correlation (p <
0.05, uncorrected) between the performance of DDK regularity
and the extent of cerebellar but not pyramidal dysfunction,
which may support the hypothesis that temporal irregularity
of syllable repetition is primarily attributable to damage to the
cerebellum [19], [20], [38]. However, cerebellar assessment
in MS using the EDSS is a limited method as the scores
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are driven mostly by coarse tremor and gait ataxia while
the cerebellar problems such as dysarthria are scored in the
EDSS brainstem subscore. Therefore, future research based
on more robust scoring of cerebellar dysfunction such as
using the magnetic resonance imaging or the clinical Scale
for the Assessment and Rating of Ataxia is warranted to ascer-
tain the contribution of cerebellar atrophy to diadochokinetic
irregularity.

Our newly designed CNN-based algorithm reached a very
high average accuracy of 98.9% for healthy controls and
96.6 % for MS subjects. In addition, the correlations between
DDK features based on automated labels, manual labels,
and perceptual judgments were sufficiently high. Thus, our
algorithm substantially outperformed the conventional method
based on traditional digital speech signal processing by
Novotny et al. [26], which reached an average accuracy of only
85.4 % for healthy controls and 66.0 % for MS. Nevertheless,
it is important to note that this algorithm was designed only for
an unvoiced SMR paradigm and tested in patients with Parkin-
son’s disease, which do not typically manifest substantial
temporal oral diadochokinesis irregularity like speakers with
ataxic dysarthria. Indeed, when considering the performance
for unvoiced SMR and healthy speakers, the algorithm by
Novotny et al. [26] reached a very high performance of 96.5 %.
However, upon closer inspection, we found that even the
accuracy of our new CNN-based algorithm reached a lower
accuracy of 97.3% and 94.6 % for voiced AMR and SMR
paradigms compared to 99.6 % accuracy for both voiceless
AMR and SMR tasks. This is likely due to the fact that the
presence of unvoiced consonants makes the separation between
consecutive syllables more obvious while the occurrence of
voicing to a certain extent masks the beginning of consonant
(see Fig. 1). Therefore, the segmentation of individual sylla-
bles becomes more challenging in voiced DDK tasks as there
is not such a sharp transition between consecutive syllables
in the spectrogram. Also, the severity of dysarthria likely
plays a role in the algorithm performance as the lowest scores
of 91.7% and 90.8 % were found for voiced AMR and SMR
paradigms in MS patients with perceptible dysarthria.

The current study has certain limitations. The observed cor-
relations between DDK measures and clinical evaluation based
on EDSS scores as well as dysarthria severity are rather weak.
Our cohort was generally in lower stages of disease (EDSS
mean 3.6, range 1-6.5) with 70 % of MS patients without the
occurrence of perceptible dysarthria. In addition, from 36 MS
individuals with some form of dysarthria, only 3 had moderate
dysarthria while 33 manifested mild dysarthria, making it diffi-
cult to estimate the discrimination accuracy of DDK measures
with respect to dysarthria severity. We may thus hypothesize
that the magnitude of correlations would be greater in samples
with a wider range of dysarthria severity. Such an assumption
needs to be verified in future studies. Our findings related
to voiced DDK paradigms may be language-specific as the
articulation of voiced consonants is characterized by different
voicing lead in various languages [39]. In most languages,
voice onset times for voiced and voiceless stops are in discrete
duration ranges that correspond to one of three voicing cate-
gories including long negative, short and long positive voice

onset time [39]. Therefore, due to the presence of dysarthria,
the plosives with short voice onset time duration may be
unchanged or extended beyond normal, while the plosives with
both positive and negative long voice onset time tend to be
reduced [40]. As a result, languages where the voiced stops
are characterized by long negative voice onset time, such as
the Czech language [23], may be more sensitive to cerebellar
dysfunction. However, voice onset time extracted from single
syllables is particularly sensitive to changes due to cerebellar
atrophy [23], [41], while no alterations were found in voice
onset time obtained from more complex speech utterance [42],
suggesting certain generalizability of our findings to different
languages. Moreover, the generalization capability of oral
diadochokinesis has already been verified in three different
languages including German, Spanish, and Czech [43]. We did
not employ the entire dataset for training/validation of our
CNN-based algorithm. Nevertheless, even with only 80 utter-
ances (5.6 %) used for training and fine-tuning, the accuracy of
the algorithm significantly outperformed available state-of-the-
art detector [26]. This generally supports the suitability of the
proposed method for evaluation of oral diadochokinesis with
the possibility to further strengthen the accuracy if necessary
by including more training data. The accuracy of the algorithm
was validated using 144 utterances (10 %), which represents
the typical amount of data used for validation in similar
applications [44] and approximately double the size used for
validation in the previous studies (54 and 80 utterances) aimed
at automated assessment of oral diadochokinesis [25], [26].

V. CONCLUSION

The present study provides a novel extension of available
methods for the automatic evaluation of oral diadochokinesis.
Objective evaluation of AMR and SMR tasks may aid in differ-
ential diagnosis and may provide markers of treatment efficacy
and disease progression. We envisage that our results will sup-
port a continuum of technological solutions for the automated
assessment of various dysarthric features, which may improve
the quality of life of patients with neurodegenerative diseases.
Further research is needed to elaborate on our findings in
different languages and other types of dysarthria. Future
studies are also encouraged to compare technologies designed
specifically for the automatic evaluation of oral diadochokine-
sis with other already existing approaches to detect syllables
with particular sounds (phonological units) [45], [46].
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