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The Principle of the Micro-Electronic Neural
Bridge and a Prototype System Design
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Wen-Yuan Li, Yu-Xuan Zhou, Xiao-Yan Shen, and Xin-Tai Zhao

Abstract—The micro-electronic neural bridge (MENB) aims to
rebuild lost motor function of paralyzed humans by routing move-
ment-related signals from the brain, around the damage partin the
spinal cord, to the external effectors. This study focused on the pro-
totype system design of the MENB, including the principle of the
MENB, the neural signal detecting circuit and the functional elec-
trical stimulation (FES) circuit design, and the spike detecting and
sorting algorithm. In this study, we developed a novel improved
amplitude threshold spike detecting method based on variable for-
ward difference threshold for both training and bridging phase.
The discrete wavelet transform (DWT), a new level feature coef-
ficient selection method based on Lilliefors test, and the k-means
clustering method based on Mahalanobis distance were used for
spike sorting. A real-time online spike detecting and sorting al-
gorithm based on DWT and Euclidean distance was also imple-
mented for the bridging phase. Tested by the data sets available
at Caltech, in the training phase, the average sensitivity, speci-
ficity, and clustering accuracies are 99.43%, 97.83%, and 95.45%,
respectively. Validated by the three-fold cross-validation method,
the average sensitivity, specificity, and classification accuracy are
99.43%, 97.70%, and 96.46%, respectively.

Index Terms—Functional electrical stimulation, k-means clus-
tering, Lilliefors test, Mahalanobis distance, micro-electronic
neural bridge, motor function rebuilding, spike detecting, spike
sorting, spinal cord injury.

I. INTRODUCTION

HE second leading cause of paralysis is spinal cord injury
(SCI). According to the survey conducted by the Reeve
Foundation in 2009, approximately 0.4% of the U.S. population
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or about 1275000 people was reported to be paralyzed due to
SCI [1]. Accordingly, the total number of paralyzed people in
the world would be more than 20 million.

Substantial neural function rebuilding of injured spinal cord
should rely on biomedical methods. In general, they can be
mainly categorized into three different techniques.

The first one focused on enhancing the neural regeneration in
central nervous system including the neutralization of potential
growth inhibitory molecules [2], [3], the transplantation of cells
or tissue that support axonal elongation, such as peripheral nerve
[4], [5], fetal central nervous system cells [6], Schwann cell [7],
[8], olfactory ensheathing cell [9], [10], embryonic stem/pro-
genitor cells [11], and adult stem/progenitor cells [12], the de-
livery of diffusible factors that are known to promote axonal
growth, such as neurotrophic factors [13], [14], gene therapy
[15], [16], and combination strategies of the above methods
[17], [18]. However, there are many difficulties with the tech-
nique of category one, such as the optimal source of cells, age of
cells, graft strategy, and timing of intervention [10], [11], [19],
[20]. Additionally, the efficacy is still controversial [21]-[23].
In this sense, there is quite a lot further work to be done to as-
certain the safety and efficacy of this type of method [24].

The second category is based on physical therapy or re-
habilitative training, including upper-extremity exercise,
body-weight-supported treadmill training [25], [26], and
robotic or manually assisted training [27]-[29]. Techniques of
this category can improve the inherent physical capability of
the patients based on the fact that after SCI, the spinal circuitry
below the lesion site maintains active and functional neuronal
properties and can respond to extrinsic input from below the
level of the injury. It can generate oscillating coordinated motor
patterns and is capable of considerable plasticity [30], [31].
However, the mechanisms for physical therapy or rehabilitative
training need to be better understood for rational improvement
in therapy [24]. Inappropriate therapy may result in special risk
to people with SCI, including autonomic dysreflexia, fracture
or muscular injury, and hyperthermia [32].

The third category method aims to replace or rebuild the lost
functions by using electronic or mechanical devices such as ex-
oskeleton [33], functional electrical stimulation (FES) [34], and
brain-computer interface (BCI) [35], [36]. However, for this
category, there are still many challenges from the engineering
standpoint, such as design of implantable device, signal pro-
cessing algorithm, weak signal detection, and power reduction.

In this study, we developed a novel method aiming to re-
store the motor function of the paralyzed limbs from the per-
spective of communication. This study focused on the proto-
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Fig. 1. Tllustration of the MENB. (a) Simplified sagittal view of the intact spinal cord. (b) Simplified sagittal view of the complete spinal cord transection and the

concept of MENB.

type system design of this method, including the key algorithms:
spike detecting and sorting. This paper is organized as follows:
Section II describes the methodology and system architecture
(the principle of our method, system overview, hardware de-
scription, spike detection/sorting, stimulating electrode config-
uration). Section III validates the proposed signal processing al-
gorithm. Section IV summarizes and concludes the paper.

II. METHODS AND SYSTEM

A. Method Based on Communication

The information interaction process between the brain and
other parts of the body can be analogy to a communication
process. In this process, the brain can be analogy to a central
computer along with a series of transceivers which transmit
the instructions to the effectors and receive information from
the receptors. The effector can be analogy to a receiver, which
receives the instructions from the brain. The receptor can be
analogy to a transmitter, which transmits the acquired informa-
tion to the brain. Part of the neural system such as the white
matter in spinal cord and peripheral nervous, plays a role of the
communication channels for neural signal transmission. There-
fore, we can simply describe the mechanism of limb paralysis
caused by SCI as the signals cannot be communicated between
the brain and the effectors (the muscles), due to the neural
channel interruption. By techniques of the brain-computer
interface (BCI), electroencephalography (EEG) or electrocor-
ticogram (ECoG) signals are used to decode the intention of

the patients and further to control the prosthetic devices [36].
In this technique, the challenge lies in decoding the intention
of the patients.

In order to reduce the difficulty of intention decoding, we
have developed a novel concept named micro-electronic neural
bridge (MENB) based on the principles of communication and
functional electrical stimulation (FES) technique for neural
signal regeneration and motor function rebuilding of paralyzed
limbs [37]. The main idea of the MENB can be briefly described
as follows.

In Fig. 1(a), it is a sagittal view of the intact spinal cord [24].
Cortical, brainstem, and spinal axons project to motor neurons
in spinal cord gray matter, which in turn send axons through pe-
ripheral nervous system (PNS) to the target effectors, i.e., the
muscles. At the same time, primary sensory axons send axons
through PNS to second order sensory neurons in the spinal cord
gray matter, which in turn send axons through white matter to
the brainstem and thalamus. Neural circuitry formed by the sen-
sory neuron, the interneuron, and motor neuron has been pre-
sented in Fig. 1 as well.

Take the complete spinal cord transection for example. The
concept of the MENB can be illustrated in Fig. 1(b). After
the complete spinal cord injury, many cells die immediately,
as well as progressively. Some cells from PNS often invade
the injury site to form a connective tissue scar incorporating
astrocytes, progenitor cells, and microglia, which secrete many
neuro-developmental inhibitor molecules and prevent complete
recovery of the injured central nervous system (CNS). Many
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Fig. 2. Block diagram of the MENB prototype system for motor function rebuilding.
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In the following section of this study, the MENB prototype Stimulation P s i i

system design will be discussed in detail.

B. MENB Prototype System Overview

The block diagram of the MENB prototype system is shown
in Fig. 2. The system includes a neural signal detecting circuit,
an analog to digital (A-D) converter, a digital signal processor,
a digital to analog (D-A) converter, an FES circuit, an RF trans-
ceiver, and a controller. The neural signal is recorded from the
cortical neural axons by means of extracellular recording. The
great advantage of the extracellular recording is that the activity
of neurons can be recorded without having to impale and con-
sequently damage them. The recorded neural signal is ampli-
fied and filtered by the neural signal detecting circuit. Then, the
signal is converted to a digital one and transferred to a digital
signal processor under the control of the controller. The spike
detecting and sorting algorithms are performed in the digital
signal processor and the results are returned back to the con-
troller. According to the results, a D-A converter outputs stimuli
to the FES circuit for stimulation. At the same time, the digital
signal can be transmitted wirelessly to a PC for further off-line
analysis.

The data flowchart and the waveforms of each step are shown
in Fig. 3. At first, the neural signal from the cortical neural

Fig. 3. MENB data flowchart and waveforms of each step.

axons [indicated as Fig. 3(a)] is amplified and filtered by the
neural signal detecting circuit. After amplifying and filtering,
the signal-to-noise ratio (SNR) is improved and the low fre-
quency drift is eliminated as Fig. 3(b). Because the spikes from
different neurons are recorded by the same electrode, the spike
detecting and sorting algorithms are performed, and spikes from
one neuron, which is to be bridged, are selected [indicated as
Fig. 3(c)]. A stimulating pulse train is generated according to
the selected spike train [indicated as Fig. 3(d)]. Considering the
effective action potential initiation and tissue damage, a charge
balanced biphasic slow reversal waveform is used for the stim-
ulation. Finally, the pulse train is converted to a current signal
for FES [indicated as Fig. 3(e)], which will be applied on the
motor neuron axons.

C. Hardware Description

The neural signal detecting circuit and FES circuit design
based on discrete components has been discussed in literature
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Fig. 4. (a) Neural signal detecting circuit schematic diagram. (b) FES circuit
schematic diagram.

TABLE I
NEURAL SIGNAL DETECTING CIRCUIT PARAMETERS

Parameter Value Units
Supply voltage +3 v
Quiescent current 9.38 mA
Quiescent dissipation 56.28 mW
Gain(adjustable) 40 to 80 dB
Input impedance(differential) 10")2 Q|pF
Input noise voltage @1kHz 24 nV/JHz
CMRR with 1kQ source imbalance @1kHz 138 dB
PSRR@100Hz 80 dB
Band width 03t03 kHz

[40] and the schematic representations of the circuits are shown
in Fig. 4.

In Fig. 4(a), the FET-input operational amplifier OPA132
with high input impedance is used as the buffer stage, based
on the fact that high input impedance benefits the interference
reduction [41]. Because much interference can be viewed as
common-mode voltage inputs, an instrumental amplifier with
a high common mode reject ration (CMRR) has been used. In
the front of the instrumental amplifier, there is an RF filtering
network for the radio frequency interference (RFI) rectification
errors reduction, considering the fact that many instrumental
amplifiers have virtually no CMRR above 20 kHz [42]. The
RF filtering network is especially important for a weak signal
detecting circuit with RF transceiver. The parameter design
of the network depends on the CMRR characteristic of the
instrumental amplifier. Based on the datasheets of the used
chips and the SPICE model simulation, the parameters of the
neural signal detecting circuit is presented in Table I.

The schematic diagram of the FES circuit is presented
in Fig. 4(b). The D-A converter generates charge balanced
biphasic slow reversal waveform for stimulation. There are

TABLE II
FUNCTIONAL ELECTRICAL STIMULATION CIRCUIT PARAMETERS

Parameter Value Units
Supply voltage +3 A%
Quiescent current 0.48 mA
Quiescent dissipation 2.88 mW
Transconductance 2 mS
Max output current +3 mA
Minimal current step 0.023 mA
Compliance voltage 3to2 \'%
Output impedance 2x10° Q

PSRR@100Hz 80 dB
High pass cutoff frequency 7.23 Hz

two phases for the stimulating waveform: the stimulating (first)
phase and the reversal (second) phase. The stimulating phase
initiates the desired action potential, and the reversal phase
is used to reverse the direction of electrochemical processes
occurring during the stimulating phase. We use a negative
pulse with a width of 500 us as the stimulating phase, and
a positive pulse with four times the negative pulse's width
but one fourth the negative pulse's amplitude as the reversal
phase. In Fig. 4(b), two low-power, rail-to-rail and low-input
offset/bias current amplifiers TLC2252 (U6 and U7) comprise
the voltage-current converters for stimulation, considering the
advantage of a current-source-based stimulator [43]. Based on
the datasheets and the SPICE model simulation, the parameters
of the FES circuit is presented in Table II.

The mixed signal micro-controller MSP430F169 is used as
the controller in Fig. 2. In this micro-controller, 8-channel 12-bit
analog-to-digital converters (ADCs) and 2-channel 12-bit dig-
ital-to-analog converters (DACs) are integrated. A digital media
processor DM3730 (1 GHz ARM Cortex™-A8 core and 800
MHz TMS320C64x+™ DSP Core) with Ubuntu 11.04 opera-
tional system is used as the digital signal processor for spike
detecting and sorting algorithm. A 2.4-GHz low cost transceiver
CC2500 programmed at the data rate 500 kb/s is used as the RF
transceiver for off-line data recording and analysis. The con-
troller, the digital signal processor, and the RF transceiver ex-
change their data through a serial peripheral interface (SPI).

D. Spike Detection

Several methods for spike detection have been reported in
literature including amplitude threshold [44], window detec-
tion [45], teager energy operator (TEO) [46] and multiresolu-
tion TEO (MTEO) [47]. In this study, we proposed an improved
amplitude threshold method for the spike detection. 2:(n) is the
A-D converter output signal with a sample rate at 24 kHz. Take
the positive threshold for example, if 2:(n) satisfy
{x(z) > thr,z(i — 1) < thr 0
(i) —x(i—1)> 2~

a spike time will be marked, and a frame of 64 samples (ap-
proximately 2.7 ms) around the spike time will be fetched from
2(n) with the maximal value at data point 20. Here we chose a
frame of 64 (2%) samples, because it is convenient for the fur-
ther discrete wavelet transform (DWT), and the frame duration
is similar to the action potential duration.
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In (1), thr is the amplitude threshold which can be calculated
by

in bridging phase
in training phase

thr = { 3 )

4o,

Note that thr is different depending on the system phase. The
reason for different thr will be explained in Section III.

In (1), parameter a is a constant and needs to be chosen de-
pending on the recorded data. Define set I:

I = {i|2(4) > thr,2(i — 1) < thr}. 3)

The variable

A={z2@) —2(i — 1)} X gulier. “4)

The parameter « is chosen according to the distribution of A
which will be presented in Section III.

As in (1), (2) and (4), oy, is the background noise standard
deviation, which can be estimated by (5) as in [48]

o, = median { %)

|z
0.6745 } '

The first inequality constraint in (1) is the amplitude con-
straint according to the amplitude threshold method. (%) is the
first data point that exceeds the amplitude threshold. The for-
ward difference of z (%) indicates the tendency that the spike ex-
ceeds the amplitude threshold. Note that the true spike exceeds
the amplitude threshold with a strong tendency when the back-
ground noise is low. When the background noise increases, true
spike exceeds the amplitude threshold with a less strong ten-
dency than in the low background noise situation. Therefore,
a variable forward difference threshold which is inversely pro-
portional to the background noise standard deviation has been
chosen as the second inequality constraint in (1). Results of
the improved method compared with the traditional amplitude
threshold method will be presented in Section III.

E. Spike Sorting

The system has two phases of operation for spike detecting
and sorting: the training phase and the bridging phase. In the
training phase, recorded data was transmitted by the RF trans-
ceiver and analyzed off-line. In this phase, spike frames were
firstly obtained based on the method mentioned in spike detec-
tion section. Then, a four-level decomposition DWT with Haar
wavelets was implemented for each frame. We chose the Haar
wavelets due to their compact support, orthogonality, which al-
lows the discriminative features of the spikes to be expressed
with few wavelet coefficients [44], and the low computational
complexity for real-time processing. We selected the feature co-
efficients from the 64 wavelet coefficients acquired by the DWT,
according to the probability distribution of the coefficients. A
good coefficient for distinguishing different spike shapes should
have a multimodal distribution and the least Gaussian distribu-
tion [49]. Therefore, Lilliefors test (L-test) [50] for normality

was used for the coefficient selection. The selected coefficients
formed a new feature vector for each frame. Then, K-means
clustering method was used based on the new feature vector,
and the cluster number was determined by the elbow method
[51]. We chose the K-means method because of its simplicity
and speed which is very appealing in practice. After the clus-
tering operation, the average feature vector for each class was
calculated as the class feature vector which will be used in the
bridging phase.

In the bridging phase, spike detecting and sorting algorithms
were performed on-line in real time by the digital signal pro-
cessor DM3730. Parameters for the bridging phase, such as
background noise standard deviation, class feature vectors,
and selected wavelet coefficients, were obtained in the training
phase. DWT was performed on the spike frames using a real
time DWT algorithm—pyramidal filter bank algorithm [52].
Then, the feature vector for each frame was generated according
to the selected wavelet coefficients. The Euclidean distances or
the Mahalanobis distance between the frame feature vector and
each class feature vector were calculated. The detected spike
was classified to the nearest class measured by the Euclidean
distance or the Mahalanobis distance. If the minimal distance
exceeds a threshold, the spike will be marked as false detection,
and belong to no class. Only the spikes belonging to the neuron
to be bridged will generate stimulating waveforms for further
stimulation.

The data flow in both the training phase and the bridging
phase is shown in Fig. 5. Note that in the training phase, it is an
unsupervised clustering problem, whereas it is a classification
problem in the bridging phase. The results of the spike sorting
algorithm will be presented in Section III. In this study, we did
not consider the spike overlap situation for spike detecting and
sorting due to the difficulty of this problem [53].

F. Stimulating Electrode Configuration

The stimulating electrode configuration for the MENB has
also been studied in literature [54]. According to the simulation
results based on a transient finite-element model, a penta-polar
electrode configuration with one stimulating electrode in the
center and four ground electrodes around the stimulating elec-
trode was proved to be more efficient than mono-polar, bi-polar
and tri-polar configurations. This means that the FES circuit
needs the smallest current to initiate the action potential with
this configuration, which is important for avoiding electrode and
tissue damage.

III. RESULTS AND DISCUSSION

In order to evaluate the performance of the spike detecting
algorithm, two statistical measures—sensitivity (Sy ) and speci-
ficity (S )—were calculated. S, measures the proportion of the
correctly identified spikes in all actual spikes, and S;, measures
the proportion of the actual spikes in all identified spikes. The
definitions are as follows:

Nn
= 1 —
So=1-7% (©)
N,
S, =1-——-F 7)
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Fig. 5. Data flowchart of the training and bridging phase. In the training phase, parameters for the acquisition phase, such as background noise standard deviation,
selected coefficients, and class feature vectors, are obtained (as the dotted line arrow indicates). In the bridging phase, only the spikes belonging to the neuron to

be bridged will generate stimulating waveforms for further stimulation.

In (6) and (7), IV, is the missing detected spike number, V; is
the actual spike number, N}, is the false detected spike number,
and Ny is the detected spike number.

Quiroga posted a database of simulated signals with various
background noise standard deviation (0.05,0.10, 0.15, and 0.20)
as well as different wave shapes (three waveforms in each data
set), when he was at Caltech. There are a total of four data
sets: two easy and two hard. The database was referenced in
his study [44] and available at [55]. In this study, Quiroga's
database has been used for evaluating the performance of spike
detecting and sorting algorithm. The results of three amplitude
threshold methods have been presented in Table III. The selec-
tion of the amplitude threshold is a tradeoff between S, and
Sp. The comparison between thr = 3 oy, and thr = 4 oy
(Amplitude threshold method) in Table III indicates that lower
threshold leads to a higher S, but a lower S,,. However, with the
improved amplitude threshold method proposed in this paper,
the S, is also improved compared to the traditional amplitude
threshold method at the same threshold, especially in low back-
ground noise situations. Take Easy 1 (noise level 0.05) and Hard
1 (noise level 0.05) for example. In order to determine the pa-
rameter ¢ in (1), the value distribution of A (defined by (4)) has
been calculated and presented in Fig. 6. Here, we assumed that
values near zero are caused by false positives, since these values
indicate weak tendency when the spike amplitude equals the
amplitude threshold considering the influence of background
noise standard deviation. We chose a 0.005 for all the data sets
for simplicity.

In the spike detection section, we have mentioned that dif-
ferent amplitude thresholds were used in different phases. This
is because the class feature vectors were obtained in the training
phase. However, the false positives acted as noise for the class
feature vectors generation. Therefore, in the training phase, 40,
was used as the amplitude threshold, based on the fact that S, is
more important than S}, in this phase. As in the bridging phase,
in order to keep a high S;,, 30, was used. In this phase, the
distance between the spike frame vector and the class feature
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Fig. 6. Value distribution of A and selected parameter a (a) Easy 1 noise level
0.05. (b) Hard 1 noise level 0.05.

vectors can also be used to distinguish the false positives, as the
minimal distance between the false positive feature vector and
class feature vector often exceeds the distance threshold.

Take the Easy 1 (noise level 0.05) data set for example.
The spike frames were obtained based on the improved ampli-
tude threshold method, as shown in Fig. 7(a). Fig. 7(b) shows
the wavelet coefficients after DWT. The coefficients are or-
ganized in a last approximation A4 (Coefficients 1 to 4) and
detail levels D1-D4 (D4: Coefficients 5 to 8; D3: Coefficients
9 to 16; D2: Coefficients 17 to 32; D1: Coefficients 33 to 64).
For clarity, wavelet coefficients of different classes have been
presented in different colors. Feature coefficients selection was
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TABLE III
SPIKE DETECTING RESULTS

Data Set Noise Number of Amplitude Threshold (th=4a,)" Amplitude Threshold (#h7=3a,) Improved Amplitude Threshold (#hr=30,)
Level Spikes Misses FPs” Su(%) Sp(%) Misses FPs Su(%) Sp(%) Misses FPs Su(%)  Sp(%)
Easy 1 0.05 3514(785) 17(193) 711 99.38 79.23 0(90) 1113 100 74.77 0(217) 27 100 99.18
Easy 1 0.10 3522(769) 2(177) 57 99.93 97.97 0(138) 337 100 90.77 0(199) 40 100 98.80
Easy 1 0.15 3477(784) 145(215) 14 94.62 99.45 0(202) 176 100 94.83 0(218) 151 100 95.52
Easy 1 0.20 3474(796) T14(275) 10 73.34 99.49 11(213) 198 99.59 94.06 11(219) 197 99.59 94.08
Easy 2 0.05 3410(791) 0(174) 0 100 100 0(79) 393 100 89.25 0(230) 0 100 100
Easy 2 0.10 3520(826) 0(191) 2 100 99.93 0(195) 134 100 96.09 0(234) 17 100 99.48
Easy 2 0.15 3411(763) 10(173) 1 99.62 99.96 1(198) 108 99.96 96.73 1(212) 99 99.96 96.99
Easy 2 0.20 3526(811) 376(256) 5 86.15 99.79  104(256) 95 96.17  97.07  104265) 86  96.17  97.34
Hard 1 0.05 3383(767) 1(210) 63 99.96 97.65 0(151) 277 100 91.88 0(237) 20 100 99.36
Hard 1 0.10 3448(810) 0(191) 10 100 99.62 0(206) 98 100 97.04 0(230) 21 100 99.35
Hard 1 0.15 3472(812) 8(203) 6 99.70 99.77 0(230) 85 100 97.43 0(239) 76 100 97.70
Hard 1 0.20 3414(790) 184(219) 2 92.99 99.92 21(241) 152 99.20 95.30 21(246) 156 99.20 95.17
Hard 2 0.05 3364(829) 0(182) 1 100 99.96 0(129) 150 100 95.46 0(233) 15 100 99.52
Hard 2 0.10 3462(720) 0(152) 5 100 99.82 0(170) 73 100 97.81 0(200) 15 100 98.54
Hard 2 0.15 3440(809) 3(186) 4 99.89 99.85 0(234) 98 100 97.02 0(244) 92 100 97.19
Hard 2 0.20 3493(777) 262(228) 2 90.35 99.92 109(248) 102 95.99 96.83 109(261) 93 95.99 97.10
Average 96.00 98.27 99.43 93.90 99.43 97.83
Notes: Values in brackets are for overlapping spikes. Overlapping spikes are not considered for the S, and S, calculation
*Quiroga used this method in his study, results are obtained from his study [44]
FPs is the abbreviation for False Positives
TABLE IV
FEATURE COEFFICIENT CANDIDATES FOR EACH DATA SET
Data Set Wavelet Coefficient Number
(Noise) A4 D4 D3 D2 D1
Easy 1(0.05) 3 8 10,12 22,21,30,23 43,39.38,60,41,47,46,40
Easy 1(0.10) 3 8 10,12 22212320 43.39.38,41,42,46,40.45
% Easy 1(0.15) 3 6 10,11 22,21,23,20 43,39.41,38,42,45,46,40
2 Easy 1(0.20) 3 6 10,11 22.21,23.20 43.39.41,42,38,46,45.,47
= Easy 2(0.05) 3 7 10,14 19,21,22,20 41,38,39,43,40,48,37,36
E Easy 2(0.10) 3 7 10,11 21,19,20,22 41,38,39,40,43,42,37.48
Easy 2(0.15) 2 6 10,11 21,20,19,22 41,38,39,40,43,42,.37,55
Easy 2(0.20) 1 7 11,10 21,20,19,22 41,39.40,38,43,42,37,54
Hard 1(0.05) 3 6 11,10 22,21,23,20 39,45,43,41,40,46,44,58
Hard 1(0.10) 2 6 11,10 22.21,20,23 39.,43,45,40,41,33,35,62
Hard 1(0.15) 2 6 11,13 21,22,17,23 43,39,45,40,42,33,34 41
Hard 1(0.20) 2 6 11,9 21,22,18,23 43.42.41,44,45,39,34,35
Hard 2(0.05) 2 6 11,10 20,22.21,25 41,37,44,40,49,39,50,45
-1.5 10 20 30 20 50 50 Hard 2(0.10) 2 6 11,10 20222119  41,4044,39,37,43,4238
Samples Hard2(0.15) 2 6 11,10 20212219  4144,40,39.43,37,42,64
(a) Hard 2(0.20) 2 6 11,10 21,22.20,17 41,44,40.,43,37,39,42,62

Amplitude

— Class 3

L L
10 20 30 40 50 60
Wavelet Coefficients

(b)

Fig. 7. (a) Obtained spike frames (overlapping spikes are not included).
(b) Wavelet coefficients of the spike frames (overlapping spikes and false
positives are not included).

Notes: Numbers in bold are the selected feature coefficients

based on the test statistic of the L-test for normality at the sig-
nificance level 0.05. The distribution with the maximum test
statistic value has the least Gaussian distribution. In order to
represent the spike frame feature at full scales, feature coeffi-
cients were selected from different levels. The number of the
feature coefficient candidates for each level is one-fourth the
coefficient number of each level, which is 1 for A4, 1 for D4,
2 for D3, 4 for D2 and 8 for D1. Coefficients with the first n
(depending on the level) maximum test statistic values were
selected as the candidates. Table IV shows the feature coef-
ficient candidates for each data set in test statistic value de-
scending order. The feature coefficients were selected from the
candidates according to criteria that the null hypothesis should
be rejected and the test statistic value should be in the first 20
maximum values of all the coefficients. The selected feature
coefficients are in bold in Table IV.

Based on the selected feature coefficients, feature vectors can
be generated for each spike frame. Also take Easy 1 (noise level
0.05) data set for example. Fig. 8(a) shows the mapping of the
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Fig. 9. (a) Average frame waveform of class C1 in Fig. 7. (b) Average frame
waveform of class C2 in Fig. 7. (c) Average frame waveform of class C3 in
Fig. 7. (d) Average frame waveform of class C4 in Fig. 7.

feature vectors on the feature coefficients space with coefficient
43 on the x-axis and coefficient 3 on the y-axis, as seen by the
cluster. Fig. 8(b) shows the color-coded mapping to distinguish
between the three neurons and the false positives, using prior
knowledge from the data sets. In Fig. 8(a), it is obvious that the
spikes can be divided into four classes, indicated by C1, C2, C3,
and C4. Average frame waveforms for each class have been pre-
sented in Fig. 9. We can deduce from Fig. 9 that the class C1 is
a false positive class based on the prior knowledge of the action
potential waveform, whereas class C2, C3, and C4 are action
potentials from different neurons. Therefore, spikes in class C1
can be eliminated, and the S, of the spike detecting algorithm
can be improved further. Note that the dimension of the feature
vector in data set Easy 1 (0.05) is 16. Only two dimensions of
the feature vector are presented in Fig. 8.

Feature vectors were divided into several classes based on
the k-means method, and the results are shown in Table V. Note
that the false positives have also been input into the cluster and
treated as a single class.
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GPIO Read Detector
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nn

GPIO 168

‘Spke Detecton

®)

Fig. 10. (a) Photograph of the controller (right) and the digital signal processer
(left) of the MENB prototype system. (b) Verified signal processing model for
downloading.

In comparison with the other methods in Table V, the method
presented in this study has the highest average clustering accu-
racy. However, it is hard to define the best method, since the
clustering accuracy of the method depends on the test data. For
example, Method II performs better than Method IV in data
set Easy 2 (0.10) and Hard 2 (0.10). In general, the method
with DWT performs better than the method with principle
component analysis (PCA) based on the comparison between
Methods I and III. The reason could be that the PCA selects the
eigenvectors accounting for the largest variance of the data, but
these directions do not necessarily provide the best separation
of the spike classes. By contrast, selecting features based on
their probity distribution provides better performance. The
comparison between Methods III and IV indicates that k-means
clustering method with Mahalanobis distance performs better
than k-means with Euclidean distance, which has also been
found by literature [56], [57].

Based on the parameters obtained from the training phase,
the prototype system in the bridging phase has been tested
in real time. The photograph of the controller (including the
A-D and D-A converter) and the digital signal processer of
the MENB prototype system are shown in Fig. 10(a). We built
the signal processing part of the prototype system with the
rapid prototyping technology based on Simulink and open
source hardware Beagleboard-XM. The main processor of
the Beagleboard-XM is DM3730 (1 GHz ARM Cortex™-AS
core and 800 MHz TMS320C64x+™ DSP Core). After some
driver development, the signal processing model verified in
Simulink can be downloaded to the hardware directly. This
technology reduces the gap between algorithm design and
hardware implementation.

The input simulated neural signal was generated by an arbi-
trary waveform generator designed by us. The waveforms in the
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TABLE V
CLUSTERING RESULTS

(HPCA+k-means’ (IHWavelet+SPC" (IIl)Wavelet+k-means* (IV)Wavelet+k-means*
Data Set Number of
(Noise) Spikes Error Accuracy Error Accurzeicy Error Accuracy Error Accuracy
Number (%) Number (%) Number (%) Number (%)

Easy 1(0.05) 2765(36) 0(1) 99.96 1 99.96 0(1) 99.96 0(1) 99.96
Easy 1(0.10) 2786(33) 0(5) 99.82 5 99.82 0(4) 99.86 0(4) 99.86
Easy 1(0.15) 2716(43) 263(5) 90.13 5 99.81 0(2) 99.93 0(2) 99.93
Easy 1(0.20)  2194(129) 465(122) 73.25 12 99.55 3(4) 99.68 2(7) 99.59
Easy 2(0.05) 2634(15) 0(0) 100 3 99.89 0(0) 100 0(0) 100
Easy 2(0.10) 2700(8) 488(5) 81.74 10 99.63 523(7) 80.37 694(7) 74.04
Easy 2(0.15) 2621(26) 704(12) 72.68 45 98.30 182(3) 92.94 135(3) 94.73
Easy 2(0.20) 1734(21) 645(21) 61.59 306 88.73 189(2) 88.99 16(1) 99.02
Hard 1(0.05) 2632(16) 0(0) 100 0 100 0(0) 100 0(0) 100
Hard 1(0.10) 2652(15) 595(6) 77.34 41 98.45 60(2) 97.66 0(2) 99.92
Hard 1(0.15) 2661(30) 1456(1) 45.25 81 96.95 334(2) 87.37 0(2) 99.92
Hard 1(0.20) 2034(68) 1557(1) 23.40 651 75.19 414(2) 79.55 0(2) 99.90
Hard 2(0.05) 2551(16) 4(0) 99.84 1 99.96 9(0) 99.65 0(0) 100
Hard 2(0.10) 2748(6) 882(5) 67.72 8 99.71 670(5) 75.44 549(4) 79.88
Hard 2(0.15) 2605(2) 1114(1) 57.20 443 83.16 1431(2) 44.99 473(0) 81.84
Hard 2(0.20) 1926(8) 1016(6) 46.94 1462 46.17 638(3) 66.72 26(2) 98.55

Average 74.80 92.83 88.32 95.45

Notes: Numbers in brackets are for false positives. Overlapping spikes are not considered. Roman Number in brackets indicates the method number

*This method has been used in literature [53]. First four principle components were used as the feature vector and k-means method based on Euclidean distance.
bQuiroga used this method in his study, results are obtained from his study[44]. Superparamagetic clustering (SPC) is a clustering method.

“Method presented in this study. The k-means clustering method is based on Euclidean distance.

Method presented in this study. The k-means clustering method is based on Mahalanobis distance.

“The sorting accuracy calculation for this method is based on the number of spikes and error number in reference [44].
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Fig. 11. (a) Spike waveform of the spike to be bridged. (b) Part of the test
waveforms for data set Easy 1 (noise level 0.05). (c) Part of the test waveforms
for data set Easy 1 (noise level 0.10). (d) Part of the test waveforms for data set
Easy 1 (noise level 0.15).

tests have been recorded by the oscilloscope DSO7034A (Agi-
lent Inc., CA, USA), and parts of the waveforms have been pre-
sented in Fig. 11(b)—(d). Fig. 11(a) is the spike waveform to be
bridged. From Fig. 11(b)—(d), the upper waveform is the input
signal (data set Easy 1 noise level 0.05, 0.10, 0.15) for the spike
detecting and sorting algorithm. The lower waveform is the D-A
converter output. From Fig. 11(b)—(d), we can observe that only
spikes with a waveform in Fig. 11(a) will trigger a charge bal-
anced waveform for stimulation. The delay between the spike

TABLE VI
3-FOLD CROSS-VALIDATION RESULT

Data Set Su(%) Sp(%) Accuracy(%)* Accuracy(%)b
Easy 1(0.05) 100 99.18 99.82 94.63
Easy 1(0.10) 100 98.80 99.53 99.64
Easy 1(0.15) 100 95.52 98.45 99.72
Easy 1(0.20) 99.59 93.90 94.82 90.78
Easy 2(0.05) 99.96 100 99.62 99.62
Easy 2(0.10) 99.96 99.42 96.74 92.99
Easy 2(0.15) 99.96 96.21 97.65 99.24
Easy 2(0.20) 96.17 96.01 93.69 96.28
Hard 1(0.05) 100 99.36 99.78 99.18
Hard 1(0.10) 100 99.32 97.56 99.62
Hard 1(0.15) 99.96 97.69 87.88 98.75
Hard 1(0.20) 99.21 95.26 80.99 94.14
Hard 2(0.05) 99.96 99.49 99.29 99.57
Hard 2(0.10) 99.96 98.58 70.61 83.51
Hard 2(0.15) 100 97.26 82.35 97.73
Hard 2(0.20) 96.10 97.13 73.31 98.03

Average 99.43 97.70 92.00 96.46

Notes: Overlapping spikes are not considered for the Sy, Sp, and classification
accuracy calculation

# Using the Euclidean distance as the metrics

® Using the Mahalanobis distance as the metrics

and the stimulating waveform is about 5 ms due to the signal
processing time.

Finally, the three-fold cross-validation method has been used
to evaluate the prototype system performance. Each data set was
partitioned into three complementary subsets. In one round, two
subsets were used for the training phase, and one subset was
used for the bridging phase. Multiple rounds were performed
using different subsets for training and bridging phase. The av-
erage sensitivity, specificity, and accuracy in the bridging phase
for each data set were calculated as shown in Table VI. Both
Euclidean distance and Mahalanobis distance have been used
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for calculating the distance between the input spike frame fea-
ture vector and class feature vector in the bridging phase. For
the calculation of the Mahalanobis distance, we used the covari-
ance matrix in the training phase as the estimation of the covari-
ance matrix in the bridging phase. The average S, and S are
99.43% and 97.70%, respectively, which is almost the same as
in Table III. The average classification accuracy is 92.00% using
Euclidean distance and 96.46% using Mahalanobis distance.
The result shows that covariance matrix in the training phase
is a good estimation for the covariance matrix in the training
phase. However, using the Mahalanobis distance increases ad-
ditional 4096 multiplications each time for distance calculation,
which may be a great burden to the processor, especially for the
multichannel signal processing.

IV. CONCLUSION

In this paper, the concept of the MENB aiming to regen-
erate neural signal and rebuild motor function of the paralyzed
limbs has been presented. This study focused on the prototype
system design of the MENB. In comparison with the previous
MENB systems [40], [58], this prototype system regenerates
neural signals with spike identification. Only the spikes of the
neuron to be bridged will initiate the stimuli. The performance
of the system has also been evaluated based on the extracellular
recording neural signal data base available at Caltech both in
training phase and bridging phase. The average sensitivity and
specificity are 99.43% and 97.83%. The average clustering ac-
curacies in training phase and classification accuracy in bridging
phase are 95.45% and 96.46%, respectively.

However, there are also many challenges for the MENB, such
as how to implant the electrode array into the spinal cord, how
to fix the electrode array, how to select the right neuron to be
bridged, how to choose the location for stimulation, and how
to deal with the influence of the instability of unit activity, am-
plitude and waveform shape over time. Some of these problems
are under study such as the functional localization of spinal cord
[59]. Many further works need to be done to make the concept
of MENB feasible for clinical practice.

Besides, the prototype system also needs to be improved.
For a real MENB system, it should be an implanted system.
Therefore the power consumption should be considered as an
important constraint. The European standards require that the
surface of the implant not to exceed 1°C above body tempera-
ture [60]. In this study, we did not consider the power consump-
tion constraint. The quiescent dissipation of the neural signal
detecting circuit seems to be high (56.28 mW), although it has
a good performance in noise and CMRR. In order to reduce the
power consumption of the neural signal detecting circuit, the
behavioral model of the circuit should be built for analyzing
the minimum requirements for accurate and efficient spike de-
tecting and sorting [61], [62]. Application-specific integrated
circuit for the MENB should be designed based on the min-
imum requirements. The control algorithm and spike detecting
and sorting algorithm should also be optimized, especially for
multichannel applications. In addition, the 2.4 GHz low cost
transceiver CC2500 used in the prototype system for wireless

data recording is only applicable for one channel transmission
restricted by the maximum data rate of 500 kb/s. New trans-
ceivers based on Bluetooth 4.0 with a maximum data rate 24
Mbps will replace the CC2500 in the future.
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