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Abstract— Steady-state visual-evoked potential
(SSVEP)-based brain-computer interfaces (BCls) offer
a non-invasive means of communication through high-
speed speller systems. However, their efficiency is highly
dependent on individual training data acquired during time-
consuming calibration sessions. To address the challenge
of data insufficiency in SSVEP-based BCls, we introduce
SSVEP-DAN, the first dedicated neural network model
designed to align SSVEP data across different domains,
encompassing various sessions, subjects, or devices.
Our experimental results demonstrate the ability of
SSVEP-DAN to transform existing source SSVEP data into
supplementary calibration data. This results in a significant
improvement in SSVEP decoding accuracy while reducing
the calibration time. We envision SSVEP-DAN playing a
crucial role in future applications of high-performance
SSVEP-based BCls. The source code for this work is
available at: https://github.com/CECNL/SSVEP-DAN.

Index Terms— Electroencephalogram (EEG),
brain-computer interface (BCl), steady-state visual-
evoked potentials (SSVEPs), domain adaptation, data
alignment.

[. INTRODUCTION

TEADY-STATE Visual Evoked Potential (SSVEP) is a
Stype of electroencephalogram (EEG) signal observed in
the occipital region when an individual focuses their attention
on visual stimuli flickering at specific frequencies [1], [2].
The SSVEP signal is recognized for its stability [3], [4]
and has become a reliable control signal for non-invasive
brain-computer interfaces (BCIs) [5], [6] in various practical
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applications, such as spelling [7], [8], gaming [9], [10], and
device control [11], [12].

To accurately detect and analyze users’ SSVEPs for
distinguishing corresponding stimuli, the development of
efficient decoding algorithms has become significantly impor-
tant. Canonical correlation analysis (CCA) [13], [14] has
been proposed as a training-free technique used to assess
the relationships between multichannel SSVEP and the
reference sinusoidal signals corresponding to each stimula-
tion frequency. Although the performance of training-free
methods is limited by individual differences, training-based
SSVEP detection leverages individual calibration data to
improve the performance. The most widely used training-
based SSVEP detection algorithm is task-related component
analysis (TRCA) [15], [16], aiming to separate task-related
from non-task-related information by maximizing SSVEP
data reproducibility within each trial. As the gold standard
approach to online SSVEP-based BCI [17], [18], [19], the
success of TRCA has inspired the development of novel
neural network-based SSVEP detection models such as Conv-
CA [20] and bi-SiamCA [21]. However, the calibration process
for collecting individual data is often time-consuming and
laborious, leading to significant visual fatigue in subjects [22].
Furthermore, due to substantial variability between subjects,
simply concatenating training data from a larger pool of
participants can potentially lead to a decrease in decoding
performance [23]. This technical challenge manifests itself
as a domain adaptation problem, a subcategory of trans-
fer learning that aims to transfer knowledge from a source
domain to improve the performance of a model on a target
domain [24]. In this study, we develop a domain adaptation
technique to mitigate inter-domain disparities and enhance
SSVEP decoding algorithm performance, particularly in sce-
narios with limited calibration data. Figure 1 illustrates the
proposed framework, where the target domain simulates a
new user of the SSVEP-based BCI, and the source domain
represents subjects providing existing SSVEP data.

Recently, various studies have explored the application of
domain adaptation techniques to streamline calibration efforts
or enhance detection performance in SSVEP-based BCIs [23],
[25], [26], [27], [28]. Many of these methods aim to align data
from different participants into a shared subspace to mitigate
inter-subject distribution discrepancies. However, they often
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TABLE |
COMPARISON OF EXISTING DOMAIN ADAPTATION METHODS FOR SSVEP DECODING. SUBSPACE ALIGNMENT APPROACHES IMPOSE
CONSTRAINTS ON SUBSEQUENT DECODING FEATURE TYPES, WHEREAS DATA ALIGNMENT METHODS GENERATE
TIME-SERIES DATA THAT CAN BE WIDELY UTILIZED FOR SSVEP DECODING
Domain transferred
Method Approach of domain adaptation  Stimulus-specific Output Constraint on SSVEP decoding ~ Subjects  Sessions  Devices
RPA [25] Subspace alignment No SPD matrix Yes Yes Yes No
SLR [26] Subspace alignment Yes Spatial patterns Yes Yes Yes Yes
ALPHA [27]  Subspace alignment Yes Spatial patterns Yes Yes Yes Yes
TSA [28] Subspace alignment No Tangent vectors Yes Yes Yes Yes
LST [23] Data alignment Yes Time series No Yes Yes Yes
Target domain
DS — DT
Source . % f-------- > Target Source domain

22t

Fig. 1. Anillustration of domain adaptation for boosting the calibration of
SSVEP-based BCI. Transferring existing data from the source subjects
(Dg) to the target subject (D7) provides additional calibration for a target
user and therefore reduce the required amount of data from individual
calibration.

output non-SSVEP signals, such as covariance matrices [25],
tangent vectors [28], or spatial patterns [26], [27], posing
challenges for integration with conventional or deep-learning-
based SSVEP detection algorithms like TRCA or Conv-CA.

On the contrary, data alignment techniques adapt samples
from the source and target domains to generate time-series
SSVEP signals as output. A notable method in this regard
is least-square transformation (LST) [23], which transforms
SSVEP waveforms from source subjects into additional cal-
ibration data for target subjects seamlessly integrated with
subsequent SSVEP detection algorithms. However, emerging
evidence suggests SSVEP signals possess non-linear char-
acteristics [29], [30], [31], yet LST has limited capacity to
accommodate non-linear transformations and noise tolerance.
Moreover, the stimulus-dependent training process of LST
restricts the data availability during model fitting, potentially
leading to redundant or invalid transformation models.

To address the current domain adaptation challenges in
SSVEP detection, we present SSVEP-DAN, a neural network-
based method. SSVEP-DAN provides non-linear mapping for
transforming source SSVEP signals into target domain data,
enabling robust transformations through stimulus-independent
training. The transformed SSVEP signals serve as supplemen-
tary calibration data for the target subject, compatible with any
training-based SSVEP detection algorithm. Our novel archi-
tecture, depicted in Figure 2, incorporates innovative training
approaches, including stimulus-independent training and pre-
training techniques, to overcome data scarcity challenges.
We evaluate the effectiveness of SSVEP-DAN alongside the
standard TRCA framework [15], [16], [32] in various cross-
domain adaptations that reflect practical SSVEP-based BCI
scenarios.
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Fig. 2. The proposed SSVEP data alignment framework based on
SSVEP-DAN. The SSVEP-DAN learns the transformation between the
source and target domain through minimizing the difference between
the transformed and target SSVEP data. Then, the transformed SSVEP
data, together with the target SSVEP data, serve as the calibration data
for the training-based SSVEP detection.

[I. RELATED WORK

Domain adaptation techniques aim to adapt the trained
model from the source domain to the target domain by
leveraging the available data from the target domain while
utilizing the knowledge learned from the source domain. The
goal is to improve the model’s performance and generaliza-
tion capabilities across different users without the need for
extensive re-training or user-specific calibration. This section
provides the background of domain adaptation for SSVEP-
based BCI and reviews relevant studies on existing domain
adaptation approaches as summarized in Table I.

Domain adaptation methods in SSVEP-based BCIs are
typically categorized into two groups: 1) subspace alignment,
which involves alignment between domains of feature spaces
or subspaces, and 2) data alignment, which performs align-
ment on the SSVEP signals between domains based on their
transformation relationships [33], [34], [35].

A. Subspace Alignment

Subspace alignment methods align source and target
domains of feature subspace to a common subspace where the
the discrepancy between the two domains reduces. Riemannian
Procrustes Analysis (RPA) [25] achieves this by applying
simple geometric transformations (translation, scaling, and
rotation) to symmetric positive definite matrices (SPD), align-
ing the source and target domains to the same subspace.
Although this method can be applied across subjects and
sessions, its practicality is limited due to the output being SPD
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Fig. 3. The architecture of the proposed SSVEP-DAN.

matrices. Shared Latent Response (SLR) [26] uses common
spatial filtering methods, including CCA and TRCA, to extract
features from the training data and then uses least squares
regression to obtain new spatial filters that project test data
onto the same subspace as the training data. This approach
is applicable to cross-subject, cross-session, and cross-device
scenarios, with input data being common time series data,
providing more flexibility in practical applications. ALign and
Pool for EEG Headset domain Adaptation (ALPHA) [27]
aligns spatial patterns through orthogonal transformations and
aligns the covariance between different distributions using
linear transformations, mitigating variations in spatial patterns
and covariance. This method further improves upon obtaining
new spatial filters and achieves better performance than SLR.
Tangent Space Alignment (TSA) [28] shares similarities with
RPA as it aligns different domains to the same subspace
through translation, scaling, and rotation, but operates within
the tangent space. The tangent space being Euclidean allows
for faster decoding, and rotation can be achieved with a sin-
gular value decomposition (SVD), making it computationally
efficient compared to RPA. The tangent vector, as the output of
TSA, has limited compatibility to most classification methods
for SSVEP detection that requires time-series signals and thus
its practicality is restricted. Similar issues are also found
in applying subspace alignment methods that identify target
stimuli by computing correlation coefficients between spatial
features in the same subspace [26], [27].

B. Data Alignment

Data alignment methods perform alignment between source
domain samples and target domain samples in order to miti-
gate the disparities between the two domains. Recently, the
Least Squares Transformation (LST) approach [23] finds a
linear transformation relationship among the SSVEP data,
effectively reducing the errors between the transformed data
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from the source SSVEP and the target SSVEP. This method is
applicable in multiple cross-domain scenarios, including cross-
sessions, cross-subjects, and cross-devices transfer learning
for boosting the calibration of training-based SSVEP detec-
tion. Furthermore, the property of using time-series output
allows data alignment methods to be seamlessly integrated
into common SSVEP detection methods such as TRCA [15],
and Conv-CA [20]. The utilization of data alignment for
SSVEP-based BCI can significantly enhance their feasibil-
ity in real-world applications with reduced calibration effort
for individual users. Yet, as LST has high flexibility for
cross-domain adaptation and desirable simplicity, it can only
transform SSVEP signals within the same visual stimulus via
linear combination. Further development of data alignment
techniques for SSVEP signals is required to tackle the issues
of stimulus-independent training and non-linear transformation
learning.

[1l. METHODOLOGY
A. SSVEP-DAN

In this study, we assume that there exists a non-linear
and channel-wise transformation of SSVEP signals between
subjects. We propose a neural network-based transformation
to transfer SSVEP signals from an existing subject (source
domain) to a set of additional calibration data for a target sub-
ject (target domain). The architecture of the proposed neural
network 1is illustrated as in Figure 3. The input to SSVEP-
DAN is SSVEP data obtained in the source domain sizes
RNcxNs while the output matches the average of multiple
trials corresponding to specific stimuli from the target subject,
formatted as RVc*Ns_ Here, N¢ denotes the number of input
channels, N¢s is the number of output channels, and Ng
represents the number of sampling points. We employ these
input and output sets to train our SSVEP-DAN model.
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Conventional SSVEP detection methods, such as CCA and
TRCA, apply spatial filtering to find a linear combination of
channel-wise SSVEP signal [13], [15]. These methods have
been demonstrated to improve signal-to-noise ratio (SNR)
[36] and enhance SSVEP detection performance. Additionally,
SSVEP features time-synchronous signals with prominent
oscillatory waveform at specific stimulation frequency and its
harmonics, we assume the cross-domain adaptation requires
transformation in spatial domain rather than in temporal
domain. The signal processing of spatial filtering has been
utilized in recently developed neural network-based EEG
decoders such as SCCNet [37], where a spatial convolu-
tional layer serves for noise reduction and feature extraction.
Therefore, in the first module, we utilize spatial convolution,
incorporating Np spatial filters with a shape of (N¢, 1),
to project the original SSVEP data into latent spaces to obtain
spatial features, where N represents the number of spatial
filters. Note that in this study, the number of spatial filters,
Nrp, is equal to the number of input channels, Nc. After the
convolutional layer, the dimensions of the latent features are
properly permuted and subjected to batch normalization, where
each timestamp and filter channel is normalized independently.
Subsequently, channel-wise fully connected layers with dimen-
sions RNc*Ns are applied, projecting the data from spatial
filter component spaces to output channel spaces.

To capture non-linear channel relations between spatial
features and target SSVEP templates, we incorporate two
channel-wise fully connected layers with a hyperbolic tangent
activation function in between. Channel information at each
time point is integrated using another channel-wise fully
connected layer, projecting the feature into a new latent space.
The activation function ranh is then applied to facilitate model
fitting. Lastly, another channel-wise fully connected layer is
used to project the features into the target domain space, and
permutation is applied to obtain transformed SSVEP data in
the target domain.

B. Training Strategies

1) Stimulus-Independent Training: Based on the assumption
that the transformation of SSVEP data between subjects
is irrelevant to the visual stimuli, we propose a stimulus-
independent training strategy dedicated for neural network-
based SSVEP data alignment to augment the data amount
through combining data across different stimuli, aiming for
a relatively robust transformation under limited data amount.
The stimulus-independent training process involves cross-
stimulus training that enables the learning of model parameters
across different stimulus frequencies and thereby ensures
a relatively reliable learning process for the transformation
between subjects, particularly when calibration data is scarce.
As data of different stimulus types are merged within individ-
ual training batch, the stimulus type between the source/target
SSVEP data remains the same.

2) Two-Phase Model Training: Recent studies of deep-
learning-based SSVEP detection suggest that fine-tuning a
pre-trained model improves the performance as the training
data can be fully used during pre-training and the characteristic
of individual domain is considered during fine-tuning [37],

Pre-training phase

X5

{x%,..,xX} Pre-training p
X5
Lo |
Fine-tuning phase l
X3 Fine-tuning ll?l ! Fine-tuning X,
i Bl D
° 1 e 1 °
. 1 e .
(] 1 o 1 (]
x¥ Fine-tuning 0 [G—Kll Fine-tuning X
) B

Fig. 4. The two-phase model training proposed in this study includes a
pre-training phase and a fine-tuning phase. Initially, a pre-trained model,
denoted as Gy, is trained using the target data X7 and the entire source
data pool, represented as X5, X2, .. ., X, where K is the total number
of source domains. Subsequently, the pre-trained model Gy undergoes
separate fine-tuning with each individual source dataset, resulting in
et 1 g2 K
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Fig. 5. The inference procedure transforms the data of each source
domain into additional data in the target domain. For each source
domain D’é, Vke {(1,2,..., K}, the SSVEP-DAN model Gg transforms

the source data X’é into 7(‘} for supplement the amount of data in the
target domain Dt.

[38], [39]. We adopt this strategy to handle the training of
SSVEP-DAN in the case of multiple source domains with a
two-phase procedure consisting of a pre-training phase and
a fine-tuning phase, as illustrated in Figure 4. In the pre-
training phase, data from all source domains are concatenated
and used in the training of a pre-trained model. Next, a fine-
tuning phase is performed to fine-tune the pre-trained model
separately using the data from individual source domain and
acquire a fine-tuned models between each source domain and
the target domain. Lastly, all transformed data from the source
domains merge into the calibration data for the target subject,
as depicted in Figure 5.

C. Model Fitting

The network is trained using the Adam optimizer [40] with
a learning rate set to 5 x 10*. The transformation 10ss L;yans
is determined by the Mean Square Error (MSE) between the
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target SSVEP data X7 and the output SSVEP data X T

N
1 _
Lirans(X7, X7) = N;HXT - Xrl3, (1)
=

where N is the batch size. The target SSVEP data X7 is
obtained by averaging calibration trials of the same stimulus
from the target subject as suggested in [23]. During the pre-
training phase, the source subjects are divided into a training
set and a validation set using a subject-wise ratio of 8:2. The
model is trained for 500 epochs, and the model weights that
yield the lowest validation set loss are employed as the fitting
result. In the fine-tuning phase, a 150-epoch fitting process is
conducted using data from a single source subject, following
the same configuration as described above, except for the
training/validation data splitting.

D. TRCA-Based Performance Assessment

TRCA is a training-based algorithm that aims to extract
task-related components by maximizing the inter-trial coher-
ence of neural activity across multiple trials within each
specific task [15]. Furthermore, the combination of TRCA and
filter bank analysis facilitates the decomposition of SSVEP
signals into multiple sub-band components, thereby effec-
tively extracting independent information embedded within
the harmonic components [41]. Finally, an ensemble approach
is employed to integrate multiple filters trained using the
aforementioned methods.

E. Data

1) Dataset I: SSVEP Benchmark Dataset: [42] used in
this study is a publicly available SSVEP dataset prepared
by the Tsinghua group. In this dataset, the SSVEP-based
BCI experiment involved 35 participants. Each participant
participated in 6 blocks of the experiment, each block compris-
ing 40 trials presented in random order. Visual stimuli were
presented within a frequency range of 8 to 15.8 Hz with an
interval of 0.2 Hz. The phase values of the stimuli ranged
from 0, with a phase interval of 0.5w. EEG signals were
collected utilizing the Synamps2 EEG system (Neuroscan,
Inc.). They were recorded using the extended 10-20 system
through 64 channels. We selected EEG data from eight chan-
nels (PO3, PO4, POS, PO6, POz, O1, O2, Oz) in the analysis
and performance evaluation. The EEG signals were down-
sampled from 1000 to 250 Hz, and a notch filter at 50 Hz
was applied to remove the common power-line noise. The data
were extracted in [Lq s, L1 + T, s] of the stimulus onset,
where L is the latency delay (L1 = 0.14 s) and Ty, indicates
the time-window length (73,, = 1.5 s). In the SSVEP detection
based on filter-bank TRCA, we set the number of filter banks
as five for this dataset as previously suggested [20].

2) Dataset Il: Wearable SSVEP BCI Dataset: The Wear-
able SSVEP BCI dataset [43] used in this study is another
publicly available SSVEP dataset released by the Tsinghua
group. In this dataset, 102 healthy subjects participated in
the wearable SSVEP-based BCI experiment. The experiment
consisted of 10 blocks, each of which contained 12 trials in
random order of 12 visual stimuli. Stimulation frequencies

ranged from 9.25 to 14.75 Hz with an interval of 0.5 Hz.
The phase values of the stimuli started at 0, and the phase
difference between two adjacent frequencies was 0.57. EEG
signals were collected utilizing the Neuracle EEG Recorder
NeuSen W (Neuracle, Ltd.) system. The 8-channel EEG data
was recorded using wet and dry electrodes, and the electrodes
were placed according to the international system 10-20. All
channels (PO3, PO4, POS5, PO6, POz, O1, 02, Oz) of the EEG
signals were used in data analysis and performance evaluation.
The EEG signals were resampled at 250 Hz from 1000 Hz.
To remove the common power-line noise, a 50 Hz notch filter
was applied to the dataset. The data was extracted in [0.5 +
Ly s, 0.5+ Ly + Ty, s], where 0.5 s denotes stimulus onset,
L, indicates latency delay (L, = 0.14 s) and T, is the time-
window length (T,,, = 1.5 s). For this dataset, we set the
number of filter banks as three according to [43].

F. Performance Evaluation

The performance evaluation of the SSVEP-DAN was con-
ducted through leave-one-subject-out cross-validation. In this
approach, each subject is treated as the target subject, while the
remaining subjects serve as source subjects. This setup reflects
the real-world scenario of employing SSVEP-based BCI when
introducing a new user to the system.

In the leave-one-subject-out cross-validation, we designated
a specific set of trials as the test data for each individual target
subject. Within each subject’s trials from Dataset I, the initial
4 trials were utilized as both the calibration data and the target
SSVEP data for the training of data alignment, leaving the
remaining 2 trials as the designated test data. For Dataset II,
the first 6 trials were allocated for calibration or data alignment
training, with the remaining 4 trials serving as the designated
test data. We followed the precedent set by a prior study [23]
by using a minimum of 2 calibration trials. This minimum is
necessitated by the TRCA, which requires at least 2 calibration
trials for the acquisition of an average SSVEP template.

To justify the efficacy of this framework, we conducted a
performance comparison of SSVEP-DAN against the Baseline
(without domain adaptation) and other domain adaptation
methods, specifically Concatenation (Concat.) and LST. The
performance comparison was based on the evaluation of
SSVEP detection performance using filter-bank TRCA with
calibration data prepared using these schemes, considering
different numbers of calibration trials (Dataset I. 2-4; Dataset
II: 2-6) from the target (test) subject. A detailed description
of these schemes is provided below.

1) Baseline: This approach utilizes the filter-bank TRCA
without any provided source data. The TRCA relies on cali-
bration data collected solely from the target subject.

2) Concat: The Concat. approach employs a simple transfer
learning scheme by naively concatenating all SSVEP data from
the source domains with the target SSVEP data without any
transformation. The concatenated SSVEP data is then used as
calibration data for TRCA.

3) LST: The LST approach involves a linear transformation
to transfer the source SSVEP data to the target domain based
on source subjects and stimuli. The LST-transformed data is
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Fig. 6. The performance evaluation (%) against number of calibration trials per stimulus in the target domain across the five scenarios. Asterisks
indicate significant differences between SSVEP-DAN and other methods. (*p <0.05).

then concatenated with the target SSVEP data to form the
calibration data for TRCA.

4) SSVEP-DAN: The SSVEP-DAN approach utilizes a non-
linear transformation to transfer the source SSVEP data to the
target domain based on source subjects. The transformed data
is then concatenated with the target SSVEP data to construct
the calibration data for TRCA.

In addition to the Baseline scheme, for Concat., LST,
and SSVEP-DAN schemes, the training and validation sets
were randomly partitioned. Furthermore, the parameters of the
SSVEP-DAN model were initialized randomly. The decoding
performance of each domain adaptation scheme was esti-
mated by averaging ten repeats. We utilized the Wilcoxon
signed-rank test to assess the statistical significance of
the improvements between the proposed SSVEP-DAN-based
method and other domain adaptation schemes.

IV. EXPERIMENT RESULTS

This section presents experimental results, evaluating
SSVEP-DAN across practical SSVEP-based BCI scenarios.
Using two datasets, we conducted five domain adaptation
tasks, detailed in Table II. Performance comparisons consid-
ered: 1) target subject’s calibration trials, 2) source subjects,
and 3) SSVEP data time-window length. Additionally, we con-
ducted an ablation study and visualized adaptation results to
elucidate SSVEP-DAN’s features and training strategy effects.

A. Performance Comparison

Figure 6 illustrates cross-domain performance using dif-
ferent schemes with varying numbers of calibration trials
per stimulus. SSVEP-DAN consistently outperforms other

TABLE Il
DOMAIN ADAPTATION TASKS

Task Source domain  Target domain
Benchmark  Dataset I Dataset 1

Dry to dry  Dataset I - Dry  Dataset II - Dry
Wet to wet  Dataset II - Wet  Dataset II - Wet
Dry to wet  Dataset II - Dry  Dataset II - Wet
Wet to dry  Dataset II - Wet  Dataset II - Dry

schemes across most cases, regardless of the target subject’s
calibration trials. Interestingly, as the target subject’s cali-
bration trials increase, our method consistently enhances the
performance. Notably, Concat. scheme sometimes negatively
affects TRCA-based methods, but positively impacts them
when using dry electrode devices for new subjects. This signal
quality discrepancy is prominent between Dataset I and II [21],
[44]. Dry-electrode data generally exhibits lower SNR than
wet-electrode data due to factors like unstable contact or
higher impedance [45], [46]. Within Dataset II, dry-electrode
data displays lower signal quality than wet-electrode data [43].

LST-based methods effectively enhance TRCA-based meth-
ods in some scenarios but can lead to negative transfer when
source data is collected via dry electrode devices [24], [47].
This suggests LST’s transformation matrix stability is highly
influenced by SSVEP signal quality [23]. While trial averaging
enhances SSVEP SNR [15], [48], poor input SSVEP signal
quality can yield unreliable transformation matrices, affect-
ing final performance. Our approach consistently outperforms
TRCA-based methods across diverse scenarios, particularly
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Fig. 7. The performance evaluation (%) against number of source subjects across the five scenarios. A fixed amount of target data was applied in
the analysis (two trials per stimulus). Asterisks indicate significant differences between SSVEP-DAN and other schemes. (*p <0.05).

with limited calibration data. SSVEP-DAN effectively expands
training datasets for decoding algorithms, enhancing perfor-

mance, notably in real-world scenarios involving dry-electrode
SSVEP data [46].

B. Number of Source Subjects

This section investigates the influence of different num-
bers of source subjects on the performance of SSVEP-DAN.
In the Concat., LST, and SSVEP-DAN schemes, we randomly
sampled a subset of source subjects from the pool of all
available source subjects with ten repetitions. In both Dataset I
and Dataset II, we evaluate performance when there is an
insufficient number of source subjects, while keeping the
amount of target data fixed (two trials). Figure 7 illustrates
the cross-domain performance as a function of the number
of source subjects. Results consistently demonstrate the supe-
riority of SSVEP-DAN regardless of the number of source
subjects in most cases. The influence of source subjects
is particularly noticeable in ‘dry to dry’ and ‘wet to dry’
tasks, where training-based detection methods heavily rely on
supplemented transformed SSVEP data to address the low
quality of calibration data. Similar to observations in Fig. 6,
Concat. and LST exhibit negative transfer effects. Moreover,
we notice that as the quality of source data improves, LST-
based methods slightly enhance performance, especially in
scenarios like ‘benchmark’, ‘wet to wet’, and ‘wet to dry’.
Conversely, with low-quality source data, the negative impact
of LST on TRCA-based methods intensifies, particularly in
‘dry to dry’ and ‘dry to wet’ scenarios. In contrast, SSVEP-
DAN consistently improves SSVEP detection performance
across different numbers of source subjects.

C. Time-Window Length of SSVEP

Figures 8 (a) and (b) depict the accuracy and information
transfer rate (ITR) of all subjects across each dataset under
varying time-window lengths (7;,) of 0.5, 1.0, and 1.5 seconds.
Throughout the experiment, calibration trials were fixed at two.
The results across different datasets indicate that TRCA cali-
brated using SSVEP-DAN transformed data achieves highest
accuracy at T, = 1.5s. Among the four sub-datasets under the
‘Wearable’ category, ‘Wet to Wet’ consistently demonstrates
the highest accuracy, while ‘Dry to Dry’ exhibits the lowest
accuracy due to the relatively better signal quality of wet
electrodes compared to dry electrodes. While the accuracy
increases with the window length, the overall growth range in
terms of ITR is limited. The lower accuracy of SSVEP-DAN
with a time-window length of 0.5 seconds can be attributed to
several factors, including insufficient features, potential noise,
and consequently, lower quality of the aligned source data
converted from the source domain.

D. Ablation Study

We performed an ablation study to assess SSVEP-DAN’s
main training strategies and model components. Table III
displays the results, comparing different training methods and
model configurations with the proposed method and a baseline
(no adaptation).

In the ‘w/o stimulus-independent training’ approach,
SSVEP-DAN was trained to align data of each stimulus specif-
ically. In the ‘w/o pre-training phase’ approach, we skipped
the pre-training phase and trained SSVEP-DAN using source
data individually in the fine-tuning phase. In the ‘w/o fine-
tuning phase’ approach, we trained the model using data
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Fig. 8. Performance of the proposed SSVEP-DAN across various time-window lengths (Ty) in (a) accuracy and (b) information transfer rate (ITR).

TABLE IlI

ABLATION ANALYSIS ON THE EFFICACY OF THE KEY ELEMENTS IN THE PROPOSED SSVEP-DAN FRAMEWORK. THE ASTERISKS INDICATE A
SIGNIFICANT DIFFERENCE BETWEEN THE PROPOSED METHOD AND THE COUNTERPART. (*p <0.05, **p <0.01, ***p <0.001)

Methods Benchmark Dry to dry Wet to wet Dry to wet Wet to dry
Proposed 91.56 62.55 88.67 86.01 78.67

(w/o) stimulus-independent training ~ 84.79™"" 39.09"" 87.72 81.34™ 63.02""
(w/0) pre-training phase 90.60 53.43" 88.28"" 82.67°" 69.65"""
(w/o) fine-tuning phase 89.15" 34.55" 85.24™ 75.15" 52.67°
(w/o) non-linear activation function  91.31 44717 87.49" 84.75" 69.02""
(w/) temporal convolution 58.03"" 28.79"" 38.19" 38.35™ 25.48™
Baseline (w/o adaptation) 7468 28.45" 76.21°" — —

from multiple source domains to obtain the pre-training model
without fine-tuning on each source domain. For validating
the model architecture, we conducted the ‘w/o non-linear
activation function’ method to reduce non-linearity intro-
duced by the hyperbolic tangent activation layer. Additionally,
we included the ‘w/ temporal convolution’ method, incorpo-
rating an additional temporal convolutional layer to increase
model complexity.

In the majority of cases for both Dataset I and Dataset II,
complete SSVEP-DAN significantly outperforms the training
method without stimulus-independent training. This is mainly
due to cross-stimulus training, which combines data from
different stimuli during training, resulting in a more robust
model, particularly with limited calibration data. Furthermore,
our proposed training method consistently outperforms each
single-stage training method (without pre-training or fine-
tuning) in most cases for both datasets. This indicates that
pre-training enables SSVEP-DAN to capture common features
from SSVEP data and improve generalization, while avoid-
ing overfitting to specific subjects. Moreover, fine-tuning the
pre-trained model based on individual subject characteristics

allows it to adapt to representations specific to source-target
subject pairs. These two primary training methods are indis-
pensable in SSVEP-DAN as they provide data augmentation
and robustness, enhancing its performance in aligning SSVEP
data across subjects and stimuli.

E. Visualization of Data Alignment

We employed t-distributed stochastic neighbor embedding
(t-SNE) [49] to visualize SSVEP data before and after align-
ment by SSVEP-DAN in two-dimensional scatters.

Figure 9 (a) displays the t-SNE visualization of subject S3
as the target subject in Dataset I, with all other subjects as
source subjects. Figure 9 (b) illustrates the t-SNE visualization
of subject S1 as the target subject wearing a dry electrode
device in the ‘wet to dry’ scenario of Dataset II. These figures
reveal that under the same stimulus, the clusters of transformed
SSVEP data are smaller and more separated compared to
the clusters of source data. This suggests that SSVEP-DAN
reduces inter-subject variability and increases inter-stimulus
variability, aligning data more effectively.
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Fig. 9. Visualization of source, target, and transformed SSVEP data
using t-SNE for tasks (a) ‘Benchmark’ and (b) ‘Wet to Dry’. We selected
SSVEP data for two stimuli (‘benchmark’: 8 and 8.2 Hz; 'wet to dry’:
9.25 and 9.75 Hz), represented by red and green dots, respectively,
across subjects to demonstrate the impact of SSVEP data alignment.
Red/green triangles denote target SSVEP data (two trials per stimulus).
Light and dark shading differentiate between source and transformed
SSVEP data, with class centroids marked by a cross and standard
deviations delineated by dotted circles. The shift in SSVEP data clusters
illustrates the effect of data alignment by SSVEP-DAN.

Furthermore, power spectrum analysis was conducted to
examine the effect of data alignment on power spectral density
(PSD) using SSVEP-DAN. Figures 10 (a) depict the PSD of
12.6 Hz SSVEP signals for subject S3 in Dataset I under
three schemes (Baseline, Concat., and SSVEP-DAN), with two
calibration trials for each stimulus. Similarly, Figures 10 (b)
show the PSD of 14.75 Hz SSVEP signals for subject S1
wearing a dry electrode device in the ‘wet to dry’ scenario
of Dataset II, with two calibration trials for each stimulus
under the three schemes. In the Concat. scheme, we observe
varying outcomes. Figure 10 (a) indicates that on Dataset I,

—— Baseline
—— Concat.
—— SSVEP-DAN

— Baseline s
—— Concat.
—— SSVEP-DAN

Power (dB/Hz)
Power (dB/Hz)

00 126 252 378 0.00 1475 2950 4425
Frequency (Hz) Frequency (Hz)

(a) Benchmark (b) Wet to dry

Fig. 10. Averaged power spectrum density of the SSVEP data obtained
under different conditions of domain adaptation in the (a) ‘Benchmark’
scenario with the 12.6 Hz stimulus and (b) ‘wet to dry’ scenario with
the 14.75 stimulus. 'Baseline’: average across two trials of target data
only; 'Concat.: average across two trials of target data plus original
source data; 'SSVEP-DAN’: average across two trials of target data plus
transformed data.

the Concat. scheme struggles to produce stable spectra due
to high SSVEP trial variability, resulting in less concentrated
spectral peaks. Conversely, Figure 10 (b) demonstrates that on
Dataset II, where target participants have suboptimal signal-to-
noise ratio (SNR), the Concat. scheme can marginally improve
SNR by integrating a large amount of higher-quality data,
leading to more stable spectra. The SSVEP-DAN scheme con-
sistently shows significant enhancements in peak amplitudes at
the target frequency and its harmonics in both figures. These
results suggest that SSVEP-DAN effectively reduces inter-trial
variability, enabling the utilization of non-target subject trials
and increasing SNR. Moreover, these observations align with
decoding accuracy trends (Figure 6).

V. DISCUSSION
A. Impact of Data Quality and Variability

In Figure 6, the naive transfer learning method (Concat.
scheme) exhibits varying effects on TRCA-based methods
in different scenarios, such as ‘benchmark’, ‘dry to wet’,
or ‘wet to wet’. However, it shows a positive impact when
dry electrode devices are used for recording new subjects.
This observation suggests that both data variability and quality
may concurrently influence the performance of training-based
detection methods. When new user data quality is high, the
impact of data variability becomes more prominent, as high-
quality data may be more sensitive to subtle variations.
Conversely, when the data quality of new users is relatively
low (i.e., dry-electrode EEG data), there is a greater demand
for higher-quality data, and simultaneously, the influence of
data variability becomes less significant.

Therefore, when training-based detection methods can accu-
rately classify using high-quality data from new users, the
negative impact of the Concat. scheme is exacerbated due
to the heightened influence of data variability. In contrast,
when training-based detection methods struggle to accurately
classify using low-quality data from new users, acquiring a
larger dataset of higher quality mitigates the negative impact
of the Concat. scheme.

B. Impact of Model Architecture

The result of ablation study illustrates that our proposed
model design consistently outperforms the design without a
non-linear activation function across most scenarios in both
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Dataset I and Dataset II. This observed improvement can be
attributed to several factors. The utilization of the hyperbolic
tangent activation function is beneficial for training perfor-
mance as it could mitigate signal drift or bias in the data
by concentrating data near zero, offering an improvement
in managing data variations [50], [51]. Furthermore, it aids
in the normalization and constraint of high-amplitude EEG
data, thereby enhancing network stability [50]. Regarding
the complexity of the model architecture, we observed that
incorporating the temporal convolutional layer deteriorates the
performance in both Dataset I and Dataset II. This could be
relevant to the excessive complexity of the model that leads
to overfitting on the training data. This risk is particularly
pronounced when the availability of EEG data is limited,
making overly complex models susceptible to overfitting [52].

C. Limitation and Future Work

One significant constraint of the proposed SSVEP-DAN
stems from the necessity to synchronize stimuli between the
source and target domains during SSVEP-DAN training, which
hampers its adaptability in scenarios with diverse stimuli.
Additionally, the reliance on a small number of calibration
trials for new users impedes its calibration-free usability,
thereby affecting its user-friendliness.

Regarding future directions, several promising avenues
for advancing SSVEP-DAN exist. Firstly, further validation
of its effectiveness with state-of-the-art SSVEP classifiers
like Compact-CNN [4], Conv-CA [20], DNN [39], and
SSVEPNet [53] is essential. Simultaneously, exploring its
applicability to other time-locked datasets such as BCI Chal-
lenge ERN dataset (BCI-ERN) [54] can enhance its versatility
in time-locked signal decoding. Alternatively, SSVEP-DAN
can be applied to other scenarios, such as the AR-SSVEP
problem described in the paper [55]. The method proposed
in this paper can potentially solve this problem. A SSVEP-
DAN can be pre-trained to align different brightness levels to
the same brightness level in real time. This should improve
the performance in this scenario when used with a subse-
quent SSVEP decoding algorithm. Additionally, researching
standardized criteria for source subject selection, considering
factors like classification accuracy, SNR, and similarity to
target subject, promises to improve SSVEP-DAN’s transfer-
ability. Lastly, in-depth investigations into the neuroscience
underpinnings of model design can provide deeper insights
into model interpretation.

VI. CONCLUSION

In this study, we introduced a novel neural network-
based data alignment method, which incorporates innovative
training strategies, notably cross-stimulus training and pre-
training techniques. Our experimental findings illustrate that
the SSVEP-DAN approach enhances subject similarity and
boosts SSVEP decoding accuracy by effectively leveraging
data from non-target subjects. Moreover, the results of our
ablation studies suggest that by employing cross-stimulus
training and pre-training techniques, we can further enhance
stability in performance improvement. Overall, we antici-
pate that our proposed SSVEP-DAN will find application in

SSVEP-based BCI spellers, where it can improve SSVEP
decoding performance by utilizing calibration data from a
small number of calibration trials from new subjects and
supplementary calibration data from non-target subjects.
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