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OPM-MEG Measuring Phase Synchronization
on Source Time Series: Application in
Rhythmic Median Nerve Stimulation
Yu-Yu Ma , Yang Gao , Huan-Qi Wu , Xiao-Yu Liang , Yong Li , Hao Lu ,

Chang-Zeng Liu , and Xiao-Lin Ning

Abstract— The magnetoencephalogram (MEG) based on
array optically pumped magnetometers (OPMs) has the
potential of replacing conventional cryogenic supercon-
ducting quantum interference device. Phase synchroniza-
tion is a common method for measuring brain oscillations
and functional connectivity. Verifying the feasibility and
fidelity of OPM-MEG in measuring phase synchronization
will help its widespread application in the study of afore-
mentioned neural mechanisms. The analysis method on
source-level time series can weaken the influence of instan-
taneous field spread effect. In this paper, the OPM-MEG
was used for measuring the evoked responses of 20Hz
rhythmic and arrhythmic median nerve stimulation, and the
inter-trial phase synchronization (ITPS) and inter-reginal
phase synchronization (IRPS) of primary somatosensory
cortex (SI) and secondary somatosensory cortex (SII) were
analysed. The results find that under rhythmic condition,
the evoked responses of SI and SII show continuous oscil-
lations and the effect of resetting phase. The values of
ITPS and IRPS significantly increase at the stimulation
frequency of 20Hz and its harmonic of 40Hz, whereas the
arrhythmic stimulation does not exhibit this phenomenon.
Moreover, in the initial stage of stimulation, the ITPS and
IRPS values are significantly higher at Mu rhythm in the
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rhythmic condition compared to arrhythmic. In conclu-
sion, the results demonstrate the ability of OPM-MEG in
measuring phase pattern and functional connectivity on
source-level, and may also prove beneficial for the study
on the mechanism of rhythmic stimulation therapy for
rehabilitation.

Index Terms— OPM-MEG, source time series, inter-trial
phase synchronization, inter-reginal phase synchroniza-
tion, functional connectivity, rhythmic stimulation.

I. INTRODUCTION

MAGNETOENCEPHALOGRAPHY (MEG) is a
non-invasive method for assessing brain function [1],

which records the magnetic field signals converted from
cortical neuronal electrical activities with millimeter spatial
resolution and millisecond temporal resolution [2], [3].
Traditionally, the superconducting quantum interference
device (SQUID) is used for detecting the magnetic fields
at the fT level on brain. However, SQUID-MEG requires
complex and massive ancillary system to maintain its
operation at cryogenic liquid helium environment, meanwhile
a thick Dewar is required for isolating from low temperature.
In this case, the distance between the cryogenic sensors and
the scalp is increased and the applicability to head shape is
reduced, which result in the decrease of signal amplitude and
the accuracy of source reconstruction. In recent years, the
optically pumped magnetometers (OPMs) [4], [5] have been
offered the measurement of brain magnetic field. With the
advantages in compact size, normal temperature operation,
and easy configuration specific sensor layout close to the
target brain regions for more precise measurement [6], [7],
OPM-MEG can obtain higher signal amplitude, reconstruction
accuracy, spatial resolution than SQUID-MEG [8], [9], and
has the potential of measuring a wider range of disease
entities and special populations such as infants [5], [10].
However, OPM-MEG is a new technology in its early stage
and the accuracy of its measurement in important neural
signal features such as phase synchronization needs to be
demonstrated before it can be widely applied in clinical
medicine and neuroscience research.

Oscillatory synchronization is commonly present in neu-
ral signals [11], [12]. Relative to asynchronous period, the
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neurons that oscillate in synchrony are able to consistently
exchange bursts of action potentials during the depolarized
phase [13], [14], [15], which contributes to the instant commu-
nication of dynamic functional networks between brain regions
[16]. Recent works reveal that phase pattern can carry more
physiological information to a greater degree than amplitude
in the measurement of oscillation [17]. Phase synchronization
measures the correlation relationship of the phase pattern at
a specific frequency during oscillation process. One manner
in which phase synchronization can be applied is inter-trial
phase synchronization (ITPS). ITPS measures the consistency
of signal phase across trials related to a specific event of
interest especially in task paradigm [18], [19]. The neural
processes, such as auditory and visual perception [20], [21],
attention [22], and memory [23], have all been shown to be
accompanied by the changes of ITPS values in relevant brain
regions.

On the other hand, the dependency between the phases
of oscillation signals implies the synchronization relationship
between activation and deactivation cycles of neuronal groups
[24]. This inter-reginal phase synchronization (IRPS) can be
considered as an indication of functional connectivity [18],
[25] and provids an important pathway for understanding
the integration and dynamic processes of neural mecha-
nisms [26], [27]. More importantly, the disruption of normal
rhythmic connectivity is responsible for a large number of
neuropathy and psychopathy diseases. Various pathological
conditions, including schizophrenia [28], autism spectrum dis-
order [29], Parkinson [30], Alzheimer’s disease [31], epilepsy
[32] and so on, are related to the disturbances of the
IRPS values.

Generally, phase synchronization can be measured by sensor
signals and source time series. The calculation method of using
sensor signals is susceptible to the effect of instantaneous
field spread, and may lead to inaccurate estimation especially
for IRPS. The measurement using source time series directly
estimates the neural source activity that generates sensors’
signals, which reduces the influence of field spread [33], [34]
and has become an increasingly popular tool. To the best of
the author’s knowledge, the measurement of ITPS and IRPS
on source-level is still blank for OPM-MEG. However, veri-
fying the accuracy of the source-level phase synchronization
using OPM-MEG is not easy. The correlation relationship
between brain regions measured by OPM-MEG still exhibits
a low degree of similarity compared with SQUID-MEG
even for a same subject in task state paradigm [35]. There-
fore, this paper seeks for a study that the measurement
of phase synchronization is consistent with the relatively
clear brain response, while also can be self-certified the
fidelity.

It is proven that the rhythmic stimulation could induce the
synchronous oscillation [36], and has widely used for the
rehabilitation treatment on the diseases, such as tic disorder
[37]. In this paper, the OPM-MEG was applied to measure
the oscillation activity induced by the 20Hz rhythmic median
nerve stimulation, then the time series of somatosensory cortex
contralateral to stimulation after source reconstruction were
extracted and used for the analysis of ITPS and IRPS. The

Fig. 1. OPM-MEG system.

results were compared with those of arrhythmic median nerve
stimulation.

II. MATERIALS AND METHODS

A. Subjects
7 healthy subjects (aged 26.7 ± 1.8 years, 6 males and

1 female) participated in the experiment. The subjects are
native Chinese speakers, right-handed, and with no known
history of congenital developmental diseases, dysaudia, neu-
rological or mental disorders. All subjects had received the
informed consent and agreed to participate in the experiment.
This study was approved by the Research Ethics Committee
of Beihang University.

B. OPM-MEG System
The OPM-MEG experimental system used in this paper is

shown in Fig.1. In this system, OPM sensors (QuSpin Inc., US)
were selected for measuring the brain magnetic field signals
in the radial direction and placed in magnetically shielded
room (MSR). The 3D printed rigid helmet was used for fixing
and arranging the OPM sensors. The sensor electronics were
monitored the operating status by control computer, and placed
outside the MSR for avoiding electromagnetic interference.
The MSR provides a remnant magnetic field magnitude <

5nT. The output MEG signals of each OPM sensors were
recorded by the data acquisition device (ART technology
Inc., China), and the sampling frequency was set to 1 kHz.
The releases of median nerve stimulation were controlled
by Psychtoolbox software installed in the control computer,
and the stimulation was provided by the DS7A commercial
electrical stimulator (Digitimer Inc., United Kingdom). Then
the trigger signals generated by electrical stimulator were
recorded synchronously by the data acquisition device.

C. Experimental Paradigm
The experimental paradigm of the rhythmic and arrhythmic

median nerve electrical stimulation [38], [39] is shown in
Fig.2. In the experiment, 28 channels OPM sensors were
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Fig. 2. Experimental paradigm.

selected and fixed in rigid helmet, and its layout covers the
somatosensory cortex. The subjects sat on a non-magnetic
chair in MSR, hands were kept still using the armrest of
chair and ensuring the muscles were relaxed. Stimulation
was delivered with bipolar electrodes positioned on the right
wrist over the median nerve. The stimulation current was
square wave with 0.2ms duration. The simulation location and
intensity were individually customized, and can be determined
when the subject’s thumb had slight twitches. A total of
150 trials were delivered to the median nerve, which include
75 rhythmic trials and 75 arrhythmic trials. Whether the trial
was rhythmic or arrhythmic stimulation was random. Each
trial consisted of 10 pulses. In rhythmic trials, the inter-pulses
interval is 50ms, that is, the stimulation frequency is 20Hz.
In arrhythmic trials, the inter-pulses interval is random. But
the 10 pulses contained in each trial were all released within
450ms both in rhythmic trials and arrhythmic trials, and the
first pulse was always delivered at time 0 and the last pulse
was always delivered at 450ms. Then 4s of rest was followed
after each trial. In addition, the order of the 150 trials was
random and different for every subject.

D. Preprocessing
The data analysis process is shown in Fig.3. As shown in

Fig.3(A), the OPM-MEG data were filtered between 3-48Hz
using an overlap-add finite impulse response filter. the phase
mode of the filter is ‘zero-double’, that is, the filter was applied
twice to MEG data, once forward, and once backward. The
Hamming window is used in the filter and the passband ripple
is 0.0194dB, the stopband attenuation is 53 dB. After that,
the bad segments were identified and eliminated manually.
Then, the homogeneous field correction was used for reducing
the interference across the frequency spectrum. Furthermore,
the independent component analysis was applied to remove the
artifacts such as heartbeat, blinking and so on. Following, the
continuous data was segmented into epochs, and each single
trial in epochs starts 1.0s before stimulation and ends 2.0s after
stimulation. The trials’ length was 3.0s.

E. Coregistration and Source Localization
A structured-light scanner (SHINING 3D Inc., China) was

applied to record the 3D digitisations of each subject’s head
wearing helmet. The anatomical structure with 1.0mm3 spatial
resolution was obtained through the anatomical magnetic
resonance imaging. Then the OMMR toolbox [40] was used

Fig. 3. The schematic diagram of OPM-MEG data analysis process
(A) preprocessing; (B) coregistration; (C) source reconstruction and time
series extraction.

for coregistration between the 3D digitisations and anatom-
ical structure. Finally, the positions and directions of the
OPM sensors relative to brain were obtained, as shown
in Fig.3(B).

Freesurfer [41] was used for the cortical reconstruction of
subjects’ T1 images and then the watershed algorithm was
applied to the separation of scalp and skull. The forward
solution was computed using single-compartment boundary-
element model. The noise covariance matrix was estimated
from the baseline data before stimulation (-1.0-0.0s). Then the
source distribution was estimated using the dSPM method [42]
and the depth weighting was set to 0.8 in order to compensate
the bias of the minimum norm estimates towards superficial
current [43]. The regularization parameter was set as 1/SNR2.
Considering the low signal-to-noise ratio when using single
trial for source localization in the following calculations, the
SNR was set to 1 consistently. In this paper, the source space
was restricted in the region of interest covered by the OPM
sensors [44] (blue area in Fig.3(B)). In order to facilitate
the comparison of source distribution between rhythmic and
arrhythmic stimulation, the cortical surface of every subject
mapped to the “fsaverage” template [45]. Those calculations
were implemented in MNE-Python [46], [47].

F. SEFs Extraction
In general, unilateral median nerve somatosensory stim-

ulation will induce somatosensory evoked magnetic fields
(SEFs) and activate the primary somatosensory cortex (SI)
and secondary somatosensory cortex (SII) [48]. Therefore,
the following source-level analyses were conducted on the SI
and SII regions contralateral to the stimulation. The SI region
is located in the postcentral gyrus and consists of the brain
regions of 1, 2, and 3 in the Brodmann atlas [49]. The SII
region is a part of the parietal operculum and situated in the
upper bank of Sylvian fissure [50], [51], and the region 43 in
the Brodmann atlas was selected as the calculation region for
SII [52]. The positions of the SI and SII region are shown in
Fig.3(C).

In order to investigate the brain activity measured by
OPM-MEG, the superposed average method was applied to
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the epochs data, then the SEFs of SI and SII regions at
3-48Hz broadband were extracted after source localization.
To determine whether 20Hz rhythmic stimulation induces
oscillatory synchronization, the preprocessed data was filtered
between 15-25Hz broadband (center frequency is 20Hz for
the 20 Hz stimulation). After superposed average and source
localization, the SEFs related to each pulse were extracted for
analysis.

G. ITPS Calculation
The ITPS value was represented as the resulting of complex

phase angle of the single-trial time series in SI and SII regions
after source localization, using the following equation [53]:

ITPSt, f
=

∣∣∣∣∣ 1
N

N∑
n=1

eiφt, f

∣∣∣∣∣ . (1)

where N is the number of trials, φt, f is the phase angle
in radians of the datapoint at trial n, frequency f and time
t . In calculation, the phase angle was given by the Morlet
wavelet transform in the range of 5-45Hz, and the frequency
resolution was 1Hz. Then the ITPS values were normalized by
subtracting the mean of baseline values followed by dividing
by the mean of baseline values. The result is a value between
0 and 1 with close to 1 reflecting greater consistency across tri-
als, whereas a lower value indicating high variability between
trials.

H. IRPS Calculation
IRPS was also calculated in the single-trial data, and quanti-

fied by the average of the phase angle differences between the
source time series of SI and SII regions. The IRPS measure
was formalized in the following equation [54]:

IRPSt, f
=

∣∣∣∣∣ 1
N

N∑
n=1

ei(φt, f
S I −φ

t, f
S I I )

∣∣∣∣∣ . (2)

where N is the number of trials, φ
t, f
S I , φ

t, f
S I I designate the phase

angle of the source time series in SI and SII at the trial n,
frequency f and time t respectively. The phase angle used in
IRPS calculation was also obtained by Morlet wavelet trans-
form from 5 to 45 Hz, with the frequency resolution of 1Hz.
If the signals of the two brain regions fluctuate synchronously
over time, the difference in their phase angles will be constant,
producing the IRPS value close to 1. On the contrary, if two
source time series fluctuate randomly over time, the changes
of phase angles differences will be significant, resulting in the
IRPL value close to 0.

I. Statistical Analysis
In this paper, the Wilcoxon signed rank test was used

for the statistically compare of SEFs at each timepoint in
the stimulation stage (0-0.5s after stimulation). What’s more,
a bootstrapping method [55], [56] was adopted for testing
whether the ITPS and IRPS values of the rhythmic condition
were significantly different from those of arrhythmic. There-
fore, the investigated population and the reference population

Fig. 4. The evoked responses of somatosensory cortex at 3-48 Hz
broadband (A) SEFs of SI region; (B) source activation at peak time
of SEFs in SI region; (C) SEFs of SII region; (D) source activation at
peak time of SEFs in SII region (the solid line represents the mean and
the shaded area represents the standard deviation between subjects
in (A) and (C), the black line along the x-axis in the photomicrographs
of (A) and (C) marks the timepoints which are significant difference,
p< 0.05).

were extracted for comparison and they were the collections
of the ITPS and IRPS values within the time interval of
post stimulation (0.0-2.0s) from each subject in rhythmic and
arrhythmic conditions respectively. The null hypothesis is that
there is no difference in means between the investigated pop-
ulation and the reference population. Then pseudo-t statistic
was constructed as the difference of the mean of the two
populations followed by dividing by the pooled variance of
the two populations. The significance level (p-values) for the
null hypothesis is obtained from the distribution of pseudo-t
statistic. In order to address the problem of multiple com-
parisons, the false discovery rate (FDR) [57] was applied to
correct the p-values.

III. RESULTS

A. Evoked Response
The evoked responses of SI and SII regions at 3-48Hz

broadband in rhythmic and arrhythmic conditions are shown
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Fig. 5. The evoked responses of the somatosensory cortex at
15-25Hz broadband (A) the evoked response of SI region; (B) the
evoked response of SII region (the solid line represents the mean
and the shaded area represents the standard deviation, the signifi-
cantly different timepoints are marked as black line along the x-axis,
p< 0.05).

in Fig.4. From the SEFs, it can be seen that the oscillations
are exhibited both at the SI and SII regions after rhythmic
stimulation. Among them, the maximum value of SEFs in SI
region is at about 50ms, and the region of source activation
with the max dSPM value is located at postcentral gyrus,
which is corresponds to the somatosensory mapping region
on brain of right median nerve. While the SII region reaches
its maximum value of evoked response at about 90ms and
is generated in the superior bank of the Sylvian fissure in
the parietal operculum. In addition, the amplitude of the
evoked responses in SII region is also smaller than that of
SI region.

Fig.5 shows the evoked response of the somatosensory cor-
tex at 15-25 Hz broadband (an example of single subject was
provided in supplementary materials). In the initial stage of
stimulation, the evoked responses of rhythmic and arrhythmic
conditions show similar trends. However, after second pulse,
the evoked responses of rhythmic and arrhythmic stimulation
show significant differences both in SI and SII regions(p<

0.05). The SEFs of rhythmic stimulation present sustained
oscillations, with a resetting phase after each pulse stimula-
tion, whereas in the arrhythmic stimulation, the amplitude of
SEFs reduces gradually, indicating the brain’s adaptation to
the stimulation. Perhaps because the delivered time of first
and last electrical pulse in rhythmic condition is same with
arrhythmic, the significantly different timepoints of SEFs in
SI and SII are concentrated in the middle segment of the
trial.

B. ITPS Analysis
The averaged ITPS values across subjects of SI and SII

regions under the condition of rhythmic and arrhythmic stim-
ulation are shown in Fig.6. Compared with the arrhythmic

Fig. 6. The averaged ITPS values of SI and SII regions under rhyth-
mic and arrhythmic stimulation conditions (the statistically significant
time-frequency points are outlined in white, p< 0.005, FDR corrected).

condition, the significantly increased ITPS values of rhythmic
condition are at the time-frequency points which centre on
the stimulation frequency of 20Hz as well as its harmonic
frequency of 40Hz, and maintain during the time interval
of stimulation stage (p< 0.005, FDR corrected). In addition,
the ITPS values both in rhythmic and arrhythmic conditions
present an initial increase across a wide range of frequencies,
but the regions where the ITPS values of rhythmic condition
significantly higher than arrhythmic are only within the fre-
quency bands of Mu rhythm (6-14Hz) [58] (p< 0.005, FDR
corrected)

C. IRPS Analysis
Previous studies have shown that the functional connectivity

will be increased at the stimulation frequency [59]. In this
paper, the IRPS is used for characterizing the connectivity,
and it is expected that the strong phase synchronization will
also be presented at the frequency of the stimulation itself
(20 Hz). To test this hypothesis, the phase synchronization
values between the time series of SI and SII regions are
calculated at each frequency point, and the results are shown in
Fig.7.

As shown in Fig.7, the phase synchronization between SI
and SII regions statistically significantly increases at 20Hz and
40Hz in rhythmic condition compared to that of arrhythmic
(p< 0.005, FDR corrected). Furthermore, the significantly
higher ITPS values at Mu rhythm are also observed in the ini-
tial stage of rhythmic stimulation (p< 0.005, FDR corrected).
The mean and standard deviation of the frequency dependent
IRPS values within 0-500ms after stimulation are shown in
Fig.8, which indicates the comprehensive constitution of all
subjects. The values of phase synchronization of rhythmic
condition are higher than those of arrhythmic condition at Mu
rhythm, 20Hz, and 40Hz, whereas the curves of IRPS value
along with frequency are almost overlap in other broadband,
such as 25-35Hz.
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Fig. 7. Phase synchronization between SI and SII regions (A) the aver-
aged IRPS value of rhythmic stimulation; (B) the averaged IRPS value of
arrhythmic stimulation (the statistically significant time-frequency points
are outlined in white, p< 0.005, FDR corrected).

Fig. 8. The variation of IRPS value with frequency within the time range
of 0-500ms (the line represents the mean between subjects, and the
shaded area represents the standard deviation).

IV. DISCUSSION

This is the first study to measure the phase synchronization
on source-level time series using OPM sensors to the best
of author’s knowledge. In this paper, the 20Hz rhythmic and
arrhythmic median nerve stimulation were measured by the
OPM-MEG system. After source reconstruction, the SEFs of
SI and SII regions were compared, and then the source time
series of single trial were used for the ITPS and IRPS analyses.
The results show that under rhythmic condition, the evoked
responses in the SI and SII regions present continuous oscilla-
tion and effect of resetting phase, the ITPS values significantly
increase at the stimulation frequency of 20Hz and harmonic
frequency of 40Hz compared to those of arrhythmic condition.
It is proved that the fidelity of OPM-MEG in measuring
source-level time series and phase consistency for each trial.
Moreover, it is found that the IRPS values between SI and SII
regions also significantly increases at the stimulation frequency

in the rhythmic condition, which demonstrates the feasibility
of the OPM-MEG measurement in functional connectivity
from the perspective of phase synchronization.

Rhythmic stimulation could prove therapeutically beneficial
for the diseases related to hyperexcitability within the sen-
sorimotor cortex, such as Tourette syndrome [39], [60] and
the rehabilitation about the body function, such as movement
[61], speech and language [62]. Previous studies have shown
that rhythmic stimulation, for example transcranial magnetic
stimulation [63] and electrical stimulation [38], leads to the
synchronization of oscillation response, which includes the
characteristics of continuous oscillations, phase resetting in
SEFs, and the increased ITPS values at stimulation frequency
on somatosensory cortex [38], [64]. The measurement results
using OPM-MEG in this paper replicate the aforementioned
findings. However, previous researches only discussed the
general response of the somatosensory cortex. Oscillatory
activity related to the stimulation with certain frequency is
not only induced in the primary cortex associated with the
sensation, but also transmits to downstream regions in the
brain information processing [65], [66]. This paper further
marks off the SI and SII regions for the synchronization
analysis.

In this paper, the source reconstruction clearly shows that
the SI and SII regions are activated both in rhythmic and
arrhythmic stimulation and reach their maximum values at
bout 50ms and 90ms respectively, reflecting the time course
of the somatosensory cortex in processing the stimulation
information [67], [68]. At the maximum evoked response
in SI region, the source activation is mainly located in the
middle of the postcentral gyrus, while at the maximum evoked
response of SII region, besides the source activation in the
parietal operculum, the activation region at the middle of
the postcentral gyrus is also observed, and the two active
regions could be separated by the inactive brain regions
between them. The results show that 28-channel OPM-MEG
which covers the somatosensory cortex can measure source
activation precisely. In addition, previous literatures [6], [69]
has also demonstrated the feasibility and reliability of source
estimation using about 30 OPM sensors with local layout
on scalp. However, in this paper or other existing OPM-
MEG systems [35], [70], the numbers of sensors are relatively
small. In such cases, the source localization may suffer from
leakage, which refers to that the nerve activity generated
by a particular brain region spreads or leaks to neighboring
regions. Due to the ill-posed feature in EEG/MEG inverse
problem, source leakage could affect the spatial resolution.
Consequently, although the 28-channel OPM-MEG in this
paper offers good characterization on source localization, more
sources in the brain can enable to resolve and the spatial
specificity will be significantly improved with the increase in
the number of sensors in the future.

The SEFs of rhythmic and arrhythmic conditions at
15-25 Hz broadband present similarity in the initial stage of
stimulation, which is consistent with the evoked response of
single electrical stimulation [71]. After the second pulse, the
evoked responses show significant differences between rhyth-
mic and arrhythmic conditions. Under rhythmic condition,
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the SEFs in the SI and SII regions show relatively com-
plete oscillation cycles, with phase resetting after each pulse
stimulation. Whereas in arrhythmic condition, the SEFs do
not present the oscillations, and the amplitudes of SEFs also
decrease continuously perhaps due to the adaptation of brain
to the stimulation. The results show that both SI and SII
regions are induced the oscillatory responses by rhythmic
stimulation.

When matched with the external stimulation sequences, the
oscillation system will generate resonance, and the brain is
also such oscillation system. The synchronization phenomena
in brain reflects the highly specific neural oscillation, as well
as the sequential temporal activity of the neural information
processes in response to the incoming sensory stimulation
[72]. Compared to arrhythmic condition, the ITPS values of
the SI and SII regions in rhythmic condition are significantly
increased in stimulation frequency of 20Hz and the harmonics
frequency of 40Hz, suggesting that the cortical oscillation
synchronizes with the pulses of rhythmic stimulation. The
synchronization, also refers to as neural entrainment [73],
is considered to be vital for sensory gain [74], [75], cognitive
memory [65] and so on.

Synchronization activity between neuron groups, often
associated with the communication of functional networks,
is considered to provide a method for integrating anatomically
distributed processing in the brain [76]. IRPS is the widely
used indicator of reflecting the connectivity in brain networks.
In this paper, the statistically significant time-frequency points
of the phase synchronization between the SI and SII regions
with the strongest values are at the stimulation frequency in
the rhythmic condition. The phenomenon of increased connec-
tivity at stimulation frequency has been also observed in the
former research such as rhythmic vibrotactile [59] and vision
stimulation [77], which refers to the entrainment characteristic
of ongoing neural oscillations, and is in accordance with
the neural mechanism of “communication through coherence”
[14], [78]. This also proves the feasibility and rational-
ity of the results of functional connectivity measured by
OPM-MEG.

In addition, the ITPS and IRPS values of rhythmic con-
dition in Mu rhythm are significantly higher than those of
arrhythmic during the initial stage of stimulation. Mu rhythm is
extensively linked to the somatosensory function of brain [79],
[80]. The increase of phase synchronization in Mu rhythm
may promote the cortical processing of the specific stimulation
frequency by improving local and remote interactions of
neurons [81].

V. CONCLUSION

In this paper, the OPM-MEG system was used for measur-
ing the evoked responses of 20Hz rhythmic and arrhythmic
median nerve stimulation. The results find that besides SI
region, SII region also presents continuous oscillation and
the effect of resetting phase in rhythmic stimulation, which
demonstrates the fidelity of the measurement of endogenous
oscillation and source time series using OPM-MEG. On this
basis, the phase synchronization of SI and SII regions was
analyzed, and it is found that under rhythmic condition, the

significantly increased values of ITPS and IRPS are at the
same frequency with external stimulation. The results add
the evidence of the feasibility of OPM-MEG in measuring
oscillation synchronization and functional connectivity on
source-level, and shed light on the mechanism of rhythmic
stimulation in treating the diseases such as tic disorder.
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