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Visual Occlusions Result in Phase Synchrony
Within Multiple Brain Regions Involved in
Sensory Processing and Balance Control

Evangelia-Regkina Symeonidou™ and Daniel P. Ferris™, Senior Member, IEEE

Abstract—There is a need to develop appropriate bal-
ance training interventions to minimize the risk of falls.
Recently, we found that intermittent visual occlusions can
substantially improve the effectiveness and retention of
balance beam walking practice (Symeonidou & Ferris,
2022). We sought to determine how the intermittent visual
occlusions affect electrocortical activity during beam walk-
ing. We hypothesized that areas involved in sensorimotor
processing and balance control would demonstrate spec-
tral power changes and inter-trial coherence modulations
after loss and restoration of vision. Ten healthy young
adults practiced walking on a treadmill-mounted balance
beam while wearing high-density EEG and experiencing
reoccurring visual occlusions. Results revealed spectral
power fluctuations and inter-trial coherence changes in the
visual, occipital, temporal, and sensorimotor cortex as well
as the posterior parietal cortex and the anterior cingulate.
We observed a prolonged alpha increase in the occipital,
temporal, sensorimotor, and posterior parietal cortex after
the occlusion onset. In contrast, the anterior cingulate
showed a strong alpha and theta increase after the occlu-
sion offset. We observed transient phase synchrony in the
alpha, theta, and beta bands within the sensory, posterior
parietal, and anterior cingulate cortices immediately after
occlusion onset and offset. Intermittent visual occlusions
induced electrocortical spectral power and inter-trial coher-
ence changes in a wide range of frequencies within cortical
areas relevant for multisensory integration and process-
ing as well as balance control. Our training intervention
could be implemented in senior and rehabilitation centers,
improving the quality of life of elderly and neurologically
impaired individuals.
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[. INTRODUCTION

ISUAL perturbations can enhance balance training effi-
Vcacy in a beam walking task and decrease the risk of
falls [1], [2], [3]. A previous study in our lab showed that
healthy, young participants practicing beam walking with brief
reoccurring visual rotations had a higher balance improvement
compared to the group without visual rotations [1]. The group
training with intermittent visual rotations had an immediate
improvement in step-offs off the beam of 42% compared to the
group without visual rotations’ improvement of 9%. In a more
recent study [3], we used intermittent visual occlusions as a
beam walking training intervention. Participants who practiced
with the visual occlusions showed long-term balance improve-
ments compared to the control group. On the same day of the
training the visual occlusions group had a 78% improvement
in step-offs, an almost four-fold difference compared to the
participants training without occlusions who experienced only
a 21% reduction in step-offs. At a retention testing of the
same task two weeks later, the visual occlusions group still
had a 60% improvement in step-offs compared to the 5%
improvement of the control group. These results suggest that
visual occlusions can induce long-term balance improvements
in a beam-walking task.

To better integrate visual occlusions in balance training
interventions we need to understand the underlying changes
in cortical activity when the perturbations are presented. The
electroencephalography (EEG) data in Peterson and Ferris,
2018 [2], indicated that visual rotations were accompanied
by theta (4-8 Hz), alpha (8-13 Hz), and beta (13-30 Hz)
spectral power changes in parietal and occipital cortices. These
spectral modulations provided evidence of the occipital and
posterior parietal cortex involvement in the response to the
visual perturbations during dynamic balance control.

The posterior parietal cortex plays a key role in integrating
and storing visual information required for step planning
[4], [5]. In an obstacle stepping task, cats showed increased
posterior parietal cortex firing when approaching the object,
they would step over [6]. Some posterior parietal cortex cells
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Fig. 1. A sketch of a participant walking on the treadmill-mounted
balance beam while wearing the occlusion glasses and high-density
EEG. The EEG analog-to-digital converter and battery were placed
on top of a body weight support system. To minimize electrode cable
movement, cables were bundled together and suspended from the body
weight support system. Participants wore a harness for safety that
allowed for freedom of movement in the mediolateral direction.

continued firing even when vision was occluded during that
time period [7]. Lesions within this cortical area led to working
memory decrease of the object’s properties and disrupted step
planning by incorrect height adjustment of the hind legs when
stepping over it [8].

The goal of this study was to determine if intermittent visual
occlusions induce increased cortical phase synchrony during
practice of a whole body motor task [9]. We had ten healthy
young participants practice walking on a treadmill-mounted
balance beam while liquid crystal glasses provided transient,
intermittent visual occlusions. We recorded high-density scalp
EEG to investigate changes in cortical processing related
to the intermittent visual occlusions. We hypothesized that
visual occlusions would induce spectral power changes and
phase synchrony in areas relevant to sensory processing,
motor planning, and multisensory integration. Specifically,
we expected changes within the occipital, temporal, sensori-
motor, and posterior parietal cortex. We based our hypothesis
on previous EEG data by Peterson and Ferris examining
changes in electrocortical activity related to brief, intermittent
visual rotations during beam walking [2].

Il. MATERIAL AND METHODS

Ten young, healthy, and right leg dominant participants
(6 males, 4 females, age = 24.3 + 5.1) took part in this
study. We assessed leg dominance by asking participants
which foot they would kick a ball with. Participants had
no neurological, orthopedic, and musculoskeletal conditions,
or lower limb surgeries. The study was approved by the
University of Florida Institutional Review Board (IRB) and
was conducted according to the Declaration of Helsinki. All
participants had to provide written informed consent prior to
their participation in this study.

Participants practiced tandem walking on a treadmill
mounted balance beam while wearing liquid crystal lens

glasses (Senaptec Strobe, Senaptec, Oregon, USA) and expe-
riencing intermittent visual occlusions as described in Syme-
onidou and Ferris, 2022 [3] (Fig. 1). Briefly, the experiment
consisted of three 10-minute training sessions (30 minutes
total) and a 3-minute pre and post-test session, prior and after
the training. The balance beam was 2.5 cm high and 2.5 cm
wide and participants walked at a fixed speed of 0.22 m/s. The
visual occlusions were presented during the training session in
a reoccurring fashion as follows: 1.5 s of occlusion followed
by 7.5 s of clear vision. For occlusion presentation, we used
the Senaptec app (Senaptec, Oregon, USA) on a Samsung
Note 10 (Samsung, Seoul, South Korea) and the occlusion
cycle was initiated and controlled by a custom MATLAB
script.

We initiated the cycle every time participants stepped on the
beam and paused it when they stepped off the beam. For the
occlusion cycle, we used a variable delay up to 1 s to avoid
any cognitive anticipatory effects.

We recorded EEG to track neurophysiological changes rela-
tive to the visual occlusions. We used a 128-channel BioSemi
ActiTwo system (BioSemi, Amsterdam, The Netherlands) to
record electrical scalp activity. We also placed 8 external
electrodes on the participants’ neck muscles - one on the
splenius capitis, one on the levator scapulae, and two on
the trapezius of each side to record electrical neck muscle
activity and sampled the data at 512 Hz. The electromyography
(EMG) signals were recorded to improve decomposition of
the independent component analysis (ICA). To reduce motion
artifacts caused by excessive cable sway [10], we placed the
EEG amplifier on top of the body-weight support system and
wrapped the suspended EEG cables together. We adjusted the
height of the body-weight support system for each participant
and made sure there is no cable pulling when participants
swayed in the mediolateral direction. To avoid pulling in the
anteroposterior direction participants were instructed to stay
within a designated area marked on the treadmill. To deter-
mine subject-specific electrode locations, we used the Artec
Eva structured light 3d scanner (Artec3D Santa Clara, CA,
USA) and created a 3D model of the participants head and
electrodes [11].

To analyze changes in brain activity around the occlusion
event, we recorded the timing of the occlusion onset and
offset with a light sensor. We used a 5x3 x 6.4 mmBPW46
PIN photodiode (Vishay Electronic, Selb, Germany) that we
attached to the inner side of the outer corner of the right
lens. To increase the voltage change occurring when the
glasses changed transparency, the photodiode was connected
to a circuit with an LM324 operational amplifier (Dallas,
Texas, US). We recorded a voltage change from 1 V to
1.8 V when glasses changed from opaque to transparent. The
amplifier circuit was attached to the participant’s harness and
was connected to a NI-DAQxm (National Instruments, Austin
Texas). To sync the photodiode signal with the EEG recording
we used a 2 Hz square wave that was also connected to the
NI-DAQxm. Both signals were recorded with Motive 2.1
(Natural Point Inc, Corvallis, Oregon, USA) at 1000 Hz.

Events from the occlusion onset and offset were imported
into the EEG training sessions using timestamps of the square
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Fig. 2. The EEG processing flowchart. Data processing of EEG and EMG signals was performed using EEGLAB and custom-written MATLAB

scripts.

wave rising edge to align the signals. Our EEG analysis
steps are outlined in Fig 2. The training sessions were then
concatenated into one data file. The data were down sampled
to 256 Hz and electrode locations were added using the
get_chanlocs toolbox in EEGLAB (v14.1.2). We subsequently
used a high-pass filter at 1 Hz and re-referenced the signal
to a common median reference, by computing the median
of all channels and subtracting it from each channel at each
timepoint in order to increase the signal to noise ratio for the
subsequent steps of the analysis [1], [2], [12]. We used the
clean line extension within EEGLAB to remove any line noise
and removed channels if they: a) had substantially higher stan-
dard deviation from other channels (>2 SDs from the mean).
b) had kurtosis >5 SDs from the mean or ¢) were uncorrelated
> 1 % of the total time with surrounding channels. We also
removed channels based on manual inspection and finally
retained 113 £+ 9 (mean =+ standard deviation) channels.
We performed artifact subspace reconstruction (ASR) with a
standard deviation (SD) of 20 using a 5 min pre-recorded EEG
baseline where the participant was standing still on the tread-
mill with the glasses on the transparent modus [2], [13], [14].
This baseline was pre-processed in the exact same way we
processed the training dataset. In a subsequent step, we used
ensemble empirical mode decomposition (EEMD) to find the
Ist intrinsic mode function (IMF) of the signal and then
applied canonical correlation analysis (CCA) to remove the
components whose variance exceeded the median interquartile
range of that IMF. The 1st IMF contains the high-frequency
portion of the signal, which is suggested to be muscle or
other type of artifact and not brain-related activity [2]. Next,

we interpolated the missing electrodes and average referenced
the EEG and EMG electrodes separately. After reducing the
data to 80 principal components, we performed independent
component analysis (ICA) of both the EEG and EMG data
using the AMICA algorithm, which was also set to reject
samples with low probability of model fit with the following
parameters: number of SD of log-likelihood below which
to reject the data = 3, number of rejections = 3, starting
iteration = 2, iteration interval between rejections = 3.
After acquiring the weights of the independent components,
we performed dipole fitting using the DIPFIT function within
EEGLAB [15] and subsequently epoched the EEG data around
the occlusion onset (—500 ms, +2000 ms). We modelled
each independent component as an equivalent current dipole
within a boundary element head model using subject specific
magnetic resonance images. Two participants were removed
from the analysis as they had missing EEG data from parts of
the training session (due to cables getting disconnected or the
battery dying in the middle of the recording). For all remaining
8 participants, we retained components that explained >85%
of the scalp variance resulting in 15 £ 5 components per
participant and 119 components in total. We clustered the
dipoles using k means clustering (k=14) with the following
weighting: 2 for spectral power, 10 for dipole locations, and
1 for scalp maps. Dipoles that were >3 SD away from the rest
of the clusters were marked as outliers and discarded. We also
discarded clusters that contained dipoles from less than five
participants and only included one dipole per participant per
cluster. The selection of the dipole for each participant was
based mainly on residual variance. Specifically, we kept the
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component with the lowest residual variance, unless it had
indications of non-related brain activity based upon inspection
of the component’s spectral profile and location [16]. Compo-
nents identified as having contributions of non-related brain
activity had either high spectral power-peaks in frequencies
greater than 30 Hz, or high spectral power in frequencies lower
than 6 Hz, and were lacking clear alpha and beta spectral
power peaks. In that case an alternative component of the
same participant was kept by applying the above criteria again.
In total, 23 components were removed from 10 clusters during
this process.

We retained clusters in the right superior occipital, left
superior occipital, right inferior occipital, left inferior occipital,
posterior parietal, temporal, sensorimotor, posterior cingulate,
anterior cingulate, prefrontal cortex, and the inferior frontal
gyrus. We plotted event-related spectral perturbation (ERSP)
graphs using the median across trials within each partici-
pant and by averaging across participants and within cluster.
Plotting the median instead of the mean can help avoid
skewing of the ERSP results due to strong power fluctuations
within a single trial [2]. The ERSPs were normalized using
a pre-stimulus baseline of -500 ms to 0 ms relative to the
visual occlusion onset and significance masked using bootstrap
statistics. We also plotted the inter-trial coherence (ITC) plots
for the above clusters, to identify if neural phase resetting
occurred within-cluster after the occlusion presentation. The
ITC values were calculated similarly to the ERSP values. They
were normalized using a pre-stimulus baseline of -500 ms
to 0 ms.

To estimate the sample size needed for our study we relied
on publicly available data, which measured changes in EEG
alpha power when participants closed their eyes during a
motor task [17]. According to the mean and SD alpha power
values during the eyes closed and eyes open condition in
Rimbert et al. [17], we estimated that N = 3 participants would
be sufficient to detect alpha power changes in the EEG while
seated (statistical power of 0.9, alpha of 0.05). To compensate
for possible data loss and stronger EEG artifacts induced by
beam walking, we recruited 10 participants for our current
study.

[1l. RESULTS

EEG analysis revealed eleven brain areas with broad elec-
trocortical activity related to the intermittent visual occlusions
during beam walking (Fig 3, Table I). Our event-related spec-
tral perturbation (ERSP) plots showed alpha synchronization
in the occipital, posterior parietal, temporal, sensorimotor, and
posterior cingulate cortex ~500 ms after the occlusion onset
(Fig 4). The right superior occipital and posterior parietal
cortex exhibited theta (6-8 Hz), alpha (8-13 Hz), and beta
(13-30 Hz) synchronization immediately after vision was
restored. The posterior parietal cortex also showed theta
desynchronization during most of the occlusion duration.
The temporal cortex exhibited theta synchronization after the
occlusion onset and offset, as well as beta synchronization
~1000 ms into the occlusion. The anterior cingulate showed
a similar theta pattern, with high synchronization after the
occlusion onset and offset. The prefrontal cortex showed

Fig. 3. Brain sources exhibiting activity changes during beam walk-
ing practice with intermittent visual occlusions (n==8). Cortical clusters
containing cluster centroids (big spheres) and participant dipoles (small
spheres) in sagittal (left) and coronal (right) plane. Coloring: the pre-
frontal cortex is depicted in green, the anterior cingulate in red, the
inferior frontal gyrus in magenta, the posterior cingulate in orange, the
sensorimotor cortex in mint, the temporal cortex in yellow, the posterior
parietal cortex in gray, the right superior occipital cortex in purple, the left
superior occipital cortex in blue, the left inferior occipital cortex in black,
the right inferior occipital cortex in white.

gamma desynchronization (30-100 Hz) during the occlusion
that persisted up to ~500 ms after the occlusion offset.

The inter-trial coherence (ITC) plots (Fig 5) revealed an
increased coherence with visual occlusion in a wide number of
clusters. In the occipital clusters, we saw increased coherence
in the theta and alpha frequencies after the occlusion onset and
in the theta frequency after the occlusion offset. The effect was
the strongest in the right superior occipital cluster. A similar
pattern was observed in the anterior cingulate. The posterior
parietal cortex showed a prominent beta coherence increase
after occlusion onset and a theta and alpha increase after
vision was restored. The temporal, sensorimotor cortex, and
inferior frontal gyrus showed an alpha and low beta coherence
increase after the occlusion onset, and a less pronounced theta
coherence increase after the occlusion offset. Last, there was
an increase in theta and alpha coherence after occlusion onset
and offset in the posterior cingulate.

IV. DiscuUssioN

Practicing beam-walking balance using reoccurring inter-
mittent visual occlusions substantially improves training
efficacy of the balance task [3]. We sought to identify the effect
of visual occlusions on cortical power and phase fluctuations
during the beam walking task. Our main findings supported
our hypothesis that cortical areas involved in sensorimotor
processing and balance control would demonstrate power
and phase modulations after loss and restoration of vision.
The changes in electrocortical dynamics were not limited
to the occipital cortex. The posterior parietal, sensorimotor,
anterior cingulate, and temporal area were also affected by
the occlusion and restoration of vision.

Source localization revealed a large number of brain areas
with substantive electrocortical activity during beam walking
with intermittent visual occlusions. EEG analysis identi-
fied electrocortical clusters of independent components in
brain areas thought to be directly involved with the control
of dynamic balance: occipital (visual processing), temporal
(vestibular processing), and sensorimotor cortex (propriocep-
tive processing) [2], [4], [18], [19]. There were also clusters
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TABLE |
DETAILED INFORMATION ABOUT EACH RETAINED CLUSTER, INCLUDING THE NUMBER OF PARTICIPANTS AND COMPONENTS WITHIN CLUSTER
AND THE CLUSTER CENTROID’S MONTREAL NEUROLOGICAL INSTITUTE (MNI) COORDINATES. THE COLOR OF EACH CLUSTER
PLOTTED IN FIGURE 3 Is ALSO INCLUDED FOR REFERENCE PURPOSES

Centroid MNI Coordinates

Cluster Color Participants Components

X Y Z
Prefrontal Green 5 5 -36 48 14
Anterior Cingulate Red 5 5 -4 39 -15
Inferior Frontal Gyrus Magenta 7 7 53 20 21
Posterior Cingulate Orange 6 6 9 -14 51
Sensorimotor Mint 7 7 -3 -25 66
Temporal Yellow 7 7 58 -56 9
Posterior Parietal Gray 6 6 -9 -68 49
Right Superior Occipital Purple 5 5 22 -82 34
Left Superior Occipital Blue 5 5 -48 -64 7
Left Inferior Occipital Black 8 8 25 -94 15
Right Inferior Occipital White 8 8 -27 -94 -9
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Fig. 4. Event-related spectral perturbation plots (ERSPs) epoched around the visual occlusion onset (0 ms) and offset (1500 ms). The ERSPs are
shown for the right and left superior occipital cortex, right and left inferior occipital cortex, posterior parietal cortex, temporal cortex, sensorimotor
cortex, posterior cingulate cortex, anterior cingulate cortex, inferior frontal gyrus, and prefrontal cortex. Red reflects synchronization and blue reflects
desynchronization. Non-significant ERSP power changes were set to 0 dB (green). Visual Occlusion resulted in widespread alpha synchronization
in occipital, parietal, and temporal brain regions. The prefrontal cortex showed gamma desynchronization during the occlusion and the anterior

cingulate showed strong theta synchronization after restoration of vision.

in other key brain regions responsible for controlling the
body during walking such as the posterior parietal, anterior
cingulate, and prefrontal cortex [1], [20], [21]. Additional
brain regions also appeared in the source localization of EEG
clusters, including the inferior frontal gyrus and the posterior
cingulate.

Our results implicating both the inferior frontal gyrus and
posterior cingulate are in agreement with previous studies
implicating those areas in the cortical control of gait [21],
[22]. A previous study in our lab showed increased theta power
in the posterior cingulate when participants lost their balance
[21]. This region has also been linked to vestibular cortex

connectivity [23], high temporal gait variability in healthy
individuals, as well as gait abnormalities in patients with
Alzheimer’s and Parkinson’s disease [24], [25]. A positron
emission tomography (PET) study comparing imagined loco-
motion to a rest condition revealed the involvement of the
posterior cingulate and the inferior frontal gyrus [26]. Another
study showed increased posterior cingulate and inferior frontal
gyrus activation during gait and dual-tasking [22]. The inferior
frontal gyrus has also been linked to gait speed in single and
dual-task conditions and has shown to modulate attentional
resources in response inhibition tasks [27]. As the spectral
changes in this region were observed after occlusion onset
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Fig. 5. Inter-trial coherence (ITC) plots epoched around the visual occlusion onset (0 ms) and offset (1500 ms). The ITCs are shown for the right

and left superior occipital cortex, right and left inferior occipital cortex, posterior parietal cortex, temporal cortex, sensorimotor cortex, posterior
cingulate cortex, anterior cingulate cortex, inferior frontal gyrus, and prefrontal cortex. Red reflects increased phase synchrony. Non-significant
changes in phase synchrony were set to 0 dB (green). The strongest phase synchronization occurred in the alpha frequency in the posterior
parietal, temporal, and anterior cingulate regions after occlusion onset. The posterior parietal cortex also showed gamma phase synchronization
with occlusion onset. Strong theta phase synchronization was observed in the right inferior occipital, posterior parietal, and anterior cingulate cortex
after occlusion offset. The posterior parietal cortex also showed alpha phase synchronization after the occlusion offset.

and offset, it is possible that they are related to inhibition of
motor responses when visual conditions change.

The prefrontal cortex and anterior cingulate showed
fundamentally different patterns of synchronization and desyn-
chronization in relation to the occlusion onset and return of
vision compared to the other cortical clusters. A major role for
the anterior cingulate is error monitoring [28], [29], which is
important for recognizing deviations from the desired body
position [30]. Studies have shown an increase in anterior
cingulate activity when successfully recognizing unstable pos-
ture or when postural demands increased in a balance beam
walking task [1], [21]. Specifically, Peterson and Ferris, 2018
[2] reported an increase in theta synchronization in the anterior
cingulate directly after the onset of a physical perturbation
but did not show strong synchronization after a rotation of
the visual field. In our results, the anterior cingulate showed
a very strong theta synchronization when vision was restored,
suggesting that suddenly re-integrating visual sensory informa-
tion during online balance control more directly involves the
anterior cingulate than losing vision. The inter-trial coherence
(ITC) data do indicate, however, that the anterior cingulate
was involved in the phase resetting that came with both
visual occlusion and visual return. In the prefrontal cortex, the
gamma desynchronization during occlusion and until ~500 ms
after vision was restored, likely reflects cognitive involvement
in body movement. Multiple studies have reported evidence
suggesting the prefrontal cortex alters activation levels in
response to challenging balance tasks [31], [32].

Our EEG evidence suggests that the posterior parietal cortex
played a major role in the cortical processing of visual

occlusions. Both the event-related spectral perturbation and
inter-trial coherence plot show strong responses to the visual
occlusion and to the restoration of vision. In locomotion and
other whole-body movements, the posterior parietal cortex
plays a central role in integrating visual and somatosen-
sory information [5], [16]. In a recent study by Young and
colleagues [33], active transcranial direct-current stimulation
(tDCS) of the posterior parietal cortex decreased postural
adaptation in an incline-intervention paradigm compared to
sham stimulation. The same group found delayed split-belt
walking adaptation after inhibiting the posterior parietal cortex
contralaterally to the belt with the altered speed [34]. Both
studies highlight the crucial role of the posterior parietal cortex
in balance and gait adaptation. In our results, visual occlusion
phase synchrony in the posterior parietal cortex extended to the
greatest frequency range among the brain regions, including
theta, alpha, beta, and gamma frequencies. Gamma neural
oscillations have been shown to enhance learning and memory
in a wide range of conditions and tasks [35].

There seem to be two possible mechanisms for the enhanced
balance performance with intermittent visual occlusions as
observed by Symeonidou and Ferris, 2022 [2]. One is sensory
reweighting, which occurs when humans place less value on a
sensory modality or choose to increase the relative gain of one
or more sensory modalities in controlling their body movement
[4], [36], [37]. It is feasible that with the presentation of inter-
mittent visual occlusions, participants reduce the relative gain
of visual feedback and increase the relative gain of vestibular
and proprioceptive feedback in controlling balance. This could
be tested in future experiments with a larger number of
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subjects by calculating effective connectivity of electrocortical
sources to and from the posterior parietal cortex. Peterson and
Ferris, 2019 [12] found that intermittent short duration visual
rotations reduced the effective connectivity from the occipital
cortex to the posterior parietal cortex during beam walking.
However, quantifying EEG source effective connectivity would
require > 10 subjects based on best practices [12], [38],
[39], [40]. Another possible neural mechanism is cross modal
sensory enhancement from phase resetting in multiple brain
areas. Phase resetting increases inter- and intracortical commu-
nication and is essential for successfully performing cognitive
tasks [41], [42], [43], [44], [45]. Stimuli of one modality can
cause phase realignment of other sensory cortices, increasing
their processing capacity for subsequent stimuli [43], [46],
[47], [48], [49]. In an auditory discrimination task, participants
showed an increase in alpha and theta phase synchrony in
the auditory cortex when an sound was presented 30-75 ms
after a visual stimulus [48]. In another study, somatosensory
stimulation of the median nerve led to enhanced processing
of subsequent auditory stimuli [50]. Most human studies on
sensory phase synchrony have focused on audio-visual cross-
modal phase resetting or visual-to-auditory phase resetting
[48], [51], [52], [53], [54], [55]. However, a study in rats
showed that sensory-induced phase resetting can affect the ini-
tiation of motor actions [56]. This suggests that visual stimuli
could induce high excitability states in a wide range of brain
areas, resulting in increased neural processing of vestibular
and sensory inputs, faster responses, and possibly postural
adjustments. Our results do not provide enough information to
choose one of the two potential mechanisms, but they provide
indications that EEG may be helpful in future studies to reveal
if one or both are present with intermittent visual occlusions.

As the accuracy of EEG source localization depends on the
solution of the inverse and forward problem and the priori
assumptions imposed on the EEG data, it is important to
consider these factors and their limitations when interpreting
source localization results [57]. We used the DIPFIT [15]
function to solve the inverse problem. This algorithm assumes
that electrical activity within the brain can be modeled as a
set of current dipoles and fits a single dipole model to the
measured scalp EEG. However, this may not be an accurate
representation of the widely distributed nature of brain activity
and not sufficient to localize sources with complex spatial
patterns. To accurately solve the forward problem, precise
scalp sensor locations and a head model with realistic tissue
conductivity values are of advantage [15], [57], [58], [59].
We used a three-layer boundary element model (BEM) and
each participant’s digitized electrode locations, which has been
shown to increase localization accuracy by approximately 50%
[11]. Although we did not construct individual head models
for each participant, we did use subject-specific MRI images to
visually evaluate the alignment between the MRI and the head
model. Using subject specific models would have increased
source localization accuracy, especially if the head model
included realistic tissue conductivity values [60]. Nonetheless,
our analysis was able to identify sources comparable to pre-
vious studies that recorded EEG during treadmill and balance

beam-walking [2], [21], [61], [62]. Finally, the main objective
of this study was to test if visual occlusions during beam
walking would induce spectral power and inter-trial coherence
fluctuations in a wide range of cortical regions not normally
used for visual processing. We were able to identify changes
in posterior (occipital, posterior parietal cortices) as well as
frontal brain regions (prefrontal cortex, anterior cingulate,
inferior frontal gyrus). Using subject specific head models
would not have altered this conclusion.

We designed our study to investigate how the visual occlu-
sions affected electrocortical dynamics during beam walking,
but not to determine how electrocortical processes change
with training. We found that the onset of the visual occlusion
induced increased phase synchrony in multiple electrocortical
frequency bands within the sensory (especially the temporal),
posterior parietal, and anterior cingulate cortices. However,
our study had some limitations which need to be considered
when designing future studies. We did not collect enough data
from subjects performing unperturbed balance beam walking
before and after training to perform independent component
analysis on the EEG to test for differences in brain processes
between pre- and post-test across participants when they were
walking without intermittent visual occlusions. We also did
not study electrocortical changes relative to loss of balance
and how those electrocortical signatures changed with practice.
Three previous publications from the lab have examined
electrocortical responses to loss of balance both with and
without perturbations [2], [12], [21]. Future studies should
examine electrocortical data both during steady state walking
on the balance beam and in response to loss of balance as
participants improve their balance with training. Longer trials
of pre- and post-test unperturbed balance beam walking and
a greater number of subjects would aid in analyzing the EEG
data and performing network connectivity analysis [63].

V. CONCLUSION

Our EEG findings suggest that intermittent visual occlu-
sions induce widespread phase synchrony in many brain
areas relevant for sensory processing and balance control.
The changes include brain areas normally not related to
visual processing. The wide spread phase synchrony may
be related to the enhanced balance training effects found in
our previous studies [3], [64]. Future work should examine a
larger number of subjects in long-term training and across a
range of ages to determine if there are detectable changes in
sensory processing electrocortical dynamics when comparing
pre- and post-training with intermittent visual occlusions dur-
ing balance tasks. Network connectivity analysis would also
be helpful in determining the causality and directionality of
information flow from the occipital cortex.
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