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Abstract— The imbalanced development between deep
learning-based model design and motor imagery (MI) data
acquisition raises concerns about the potential overfitting
issue—models can identify training data well but fail to gen-
eralize test data. In this study, a Spatial Variation Generation
(SVG) algorithm for MI data augmentation is proposed to
alleviate the overfitting issue. In essence, SVG generates
MI data using variations of electrode placement and brain
spatial pattern, ultimately elevating the density of the raw
sample vicinity. The proposed SVG prevents models from
memorizing the training data by replacing the raw sam-
ples with the proper vicinal distribution. Moreover, SVG
generates a uniform distribution and stabilizes the training
process of models. In comparison studies involving five
deep learning-based models across eight datasets, the
proposed SVG algorithm exhibited a notable improvement
of 0.021 in the area under the receiver operating charac-
teristic curve (AUC). The improvement achieved by SVG
outperforms other data augmentation algorithms. Further
results from the ablation study verify the effectiveness of
each component of SVG. Finally, the studies in the control
group with varying numbers of samples show that the SVG
algorithm consistently improves the AUC, with improve-
ments ranging from approximately 0.02 to 0.15.
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I. INTRODUCTION

ELECTROENCEPHALOGRAM (EEG) is a kind of phys-
iological signal collected by brain-computer interfaces

(BCIs) having the ability to infer various brain activities
in several paradigms. Motor imagery (MI), recorded from
populations of human posterior parietal cortex neurons, is one
of the paradigms representing the rehearsal of movements [1].
With the proper classification of MI signals activated from
different limbs (such as left or right hand [2], [3], [4], [5], [6],
[7]), MI-based BCI can be developed as a promising technique
to assist people with disabilities to control external devices
(such as a robotic limb or computer cursor [1]).

Recently studies on the classification of MI signals
using deep learning have gained attention due to their
impressive generalization abilities and accurate results. Deep
learning-based models typically possess a large number of
parameters, prompting researchers to focus on balancing effi-
ciency with data requirements to prevent overfitting, whereby
the model can identify the training data well but cannot
generalize the test data. From the perspective of model
efficiency. the principal strategies to mitigate the overfitting
issue can be categorized into three categories: 1) optimiza-
tion of parameter numbers, such as incorporating depthwise
or separable convolutions [4], [8], pooling layers [3], [9],
and progressively reducing the number of layers [10]; 2)
optimization of feature extraction efficiency, such as employ-
ing a multi-branch structure [11] and an inception block
[10]); 3) dynamic modification of models, such as adding
dropout regularization [3], [5], [10], [12]. Empirical evidence
suggests that such a well-designed architecture can partially
alleviate the issue of overfitting. Besides, in terms of the
amount of data required, a substantial dataset is typically
required for effective training and accurate generalization
[13], [14], [15], [16].

Data scarcity remains a pervasive issue in the field of
EEG. One of the most substantial challenges affecting accurate
classification and good generalization is termed inter-device
incompatibility in this paper. The inter-device incompatibility
suggests that conventional deep learning-based models are
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prone to domain shift problems from changes in tasks or sce-
narios and cannot employ the EEG data gathered under diverse
conditions [17], [18]. For instance, it would be infeasible to
apply a model trained on the Neuroscan SynAmps RT acquisi-
tion system to classify Biosemi ActiveTwo acquisition system
data [19]. The inter-device incompatibility arises from various
factors, including but not limited to onboard filter character-
istics, electrode types, contact methods, electrode locations,
or online reference schemes [20]. Therefore, the number of
samples available in an EEG dataset is insufficient compared
to the fields where deep learning-based models are commonly
used, such as natural language processing or computer vision.
Overall, the limitations caused by inter-device incompatibility
contribute to critical data scarcity, ultimately resulting in the
diminished performance of deep learning-based models in MI
data classification.

To address the challenge of data scarcity, researchers have
focused on data augmentation as a potential solution, aiming
to generate augmented data (satisfying the vicinal distribu-
tion) via the modification or recombination of existing data
(satisfying the empirical distribution) according to specific
inductive bias [21], [22], [23]. In the field of EEG, the
data augmentation methods can be classified based on the
information used for modification or recombination, including
temporal [3], [5], [24], [25], [26], spatial [3], [27], spectral
[26], [28], and component information [29], [30]. However,
the existing work on data augmentation with EEG data is still
limited. In particular, there has been inadequate consideration
given to the variations in electrode placement and brain spatial
pattern, as described as follows:

A. Variation of Electrode Placement
Each channel’s signal comes from its electrode, making

electrode placement a crucial factor in measurement accu-
racy. Among the commonly used commercial EEG caps, the
electrodes are generally positioned following a pre-defined
montage or placement scheme (such as international 10/5,
10/10, 10/20 systems [31]). However, the actual electrode
positions cannot be precisely captured by the above two
placement schemes, due to measurement errors (mainly caused
by personal error and dynamic electrode-skin contact) [32]
and individual differences (mainly caused by incompatibility
between montages/schemes and subjects) [33], [34].

B. Variation of Brain Spatial Pattern
As the neocortex of the human brain is divided into

specialized cortical areas for different functions [35], the
corresponding spatial pattern of brain activity is distinct
to different behaviors. However, physiological studies have
shown that there exist slight variations in the brain network.
Brain imaging techniques suggest that the brain network and
connectivity exhibit temporal variations over a period of time
[36], [37], [38], [39], especially between the two hemispheres
(dominant/non-dominant) [4], [5], [40], [41], [42]. From the
histological perspective, the gyri and sulci of the cerebral cor-
tex show inter-subject variability [43], therefore the dynamic

distribution of neurons along gyri and sulci can lead to
differences in the spatial patterns of EEG.

Based on the above discussions, the variations of electrode
placement and brain spatial pattern are common and unavoid-
able in experiments. One of the main problems caused by
these variations is the relative spatial movement of activated
brain regions and electrode positions. To make samples rep-
resentative and increase model robustness to such variations,
a spatial variation generation (SVG) algorithm for MI data
augmentation is proposed in this paper. This study poses
several difficulties that need to be addressed: 1) how to
design a robust model that can translate variations of electrode
placement and brain spatial pattern into spatial transformation
applicable to MI data; 2) how to define meaningful and
effective mathematical expressions for perturbations caused
by variations; 3) how to control the time complexity of the
algorithm in model training. Therefore, this paper contributes
to the field in three main ways:

1) A thorough investigation of the variations in electrode
placement and brain spatial patterns is presented, providing
novel insights to the data augmentation with EEG signal;

2) The proposal of a novel approach to mathematically
express how the variations of electrode placement and brain
spatial pattern hold spatial influence over EEG signal;

3) The feasibility that MI data augmentation using variations
of electrode placement and brain spatial pattern is experimen-
tally proven.

The remaining sections of this paper are organized as fol-
lows: Section II describes the proposed algorithm, Section III
presents the experimental setup and provides a detailed anal-
ysis of the results, and the conclusions and discussions on
relevant future work are presented in Section IV.

II. METHODOLOGY

This section details the proposed algorithm for MI data
augmentation. The first part introduces preliminary knowledge
related to empirical risk minimization (ERM) and vicinal risk
minimization (VRM) to establish the foundational concepts
for the algorithm. The second part describes the perturbations
arising from variations associated with electrode placement
and brain spatial pattern. The third part details the mathemat-
ical modeling of the above-mentioned variations. Lastly, the
proposed algorithm is presented step by step with pseudocode
provided. The list of symbols in this section is shown in
Table I.

A. Preliminary Knowledge

Data augmentation has been interpreted in many ways.
Inspired by the works related to VRM [21], [22], the working
principle of data augmentation is explained from the perspec-
tive of VRM.

1) Empirical Risk Minimization: Let f represents the map-
ping model, X = {xi }

n
i=1 represents the sampled data and

Y = {yi }
n
i=1 represents the labels of sampled data. To search

a model f describing the real joint distribution of the data
(x, y) ∼ P(x, y), the expected risk R( f ) (loss function L
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TABLE I
LIST OF SYMBOLS

over the joint distribution) is created by:

R( f ) =

∫
L( f (x), y)d P(x, y)

As the continuous and real distribution P(x, y) is unknown,
it is common to estimate the true distribution based on sampled
data X = {xi }

n
i=1 with Dirac mass function δ as the window for

each sampled data. Then, the empirical distribution Pemp(x, y)

is defined by:

Pemp(x, y) =
1
n

n∑
i=1

δ(x = xi , y = yi )

Then the empirical risk Remp( f ) is defined by:

Remp( f ) =

∫
L( f (x), y)d Pemp(x, y) =

1
n

n∑
i=1

L( f (xi ), yi )

The optimal model f ∗ can be obtained via the minimization
of empirical risk Remp( f ):

f ∗
= arg min

f
Remp( f ) = arg min

f

1
n

n∑
i=1

L( f (xi ), yi )

2) Vicinal Risk Minimization: The imbalanced development
of deep learning-based model design and data acquisition
raises the possibility of overfitting problems. To address this,
the concept of ERM has been modified to VRM, with each
initial example replaced with a distribution representing the

desired invariances [22]. Specifically, the estimated distribu-
tion is adjusted to vicinal distribution Pvic (̃x, ỹ) denoted by:

Pvic (̃x, ỹ) =
1
n

n∑
i=1

v(̃x, ỹ|xi , yi )

where v(̃x, ỹ|xi , yi ) represents the estimated density in the
vicinity of (xi , yi ), as shown below:

v(̃x, ỹ|xi , yi ) = Ek[δ(̃xk = T k
x (xi ), ỹk = T k

y (yi ))] (1)

where (̃x, ỹ) represents the augmented data generated accord-
ing to specific expert knowledge.

B. Specific Perturbations From Variations
To effectively utilize variations in data augmentation, it is

essential to establish a clear understanding of the perturbation
exerted by the variations. Supposing there exists a raw state
of the brain model with EEG cap (as shown in Fig. 1(a)),
the variations may cause four kinds of perturbations, includ-
ing flipping, scaling, rotation and distortion (as shown in
Fig. 1(b) to 1(e) respectively). The detailed explanations of
each type of perturbation are provided as follows:

• Flipping: representing the swapping of EEG signals
between hemispheres. In practical MI applications, there
exists both symmetry and laterality in MI data [4], [5],
[40], [41], [42]. Brain symmetry reveals the symmetric
marginal distribution of certain components in MI data,
and laterality (such as the significance in the domi-
nant hemisphere [40], [41], [42]) causes variations in
brain activities across hemispheres among subjects and
sessions.

• Scaling: representing the shrinking or expanding of elec-
trode positions relative to a reference location of the EEG
cap. In practical MI applications, due to the variations
in scalp shape (e.g., head circumferences fluctuate dra-
matically among subjects [44], [45], [46]), even though
most EEG caps are stretchable, there is no guarantee that
the cap can be stretched/scaled to the proper electrode
positions.

• Rotation: representing the rotational offset of all elec-
trodes around a specific axis. In practical MI-related
applications, due to the measurement error at the cali-
bration stage, the angle of the EEG cap may vary among
subjects and sessions, eventually leading to the rotation
of electrode positions [27].

• Distortion: representing random shifts of certain electrode
positions [47]. In practical MI-related applications, due
to the irregular surface of the cap and measurement error
(e.g., unevenness of the hair and scalp [34], [43], [48]
and dynamic skin-electrode contact [32]), the electrodes
or attached structures may be shifted disorderly, leading
to electrode position distortions.

C. Mathematical Modeling of Variations Associated With
Electrode Placement and Brain Spatial Pattern

When considering using variation as expert knowledge for
data augmentation, it is necessary to construct a mathematical
model describing these variations. In practical MI applications,
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Fig. 1. Perturbations caused by variations associated with electrode placement and brain spatial pattern.

the sampled data can be considered as a matrix. Therefore,
the spatial transformation Tx (x) can be estimated as a linear
transformation matrix. To compute such a transformation
matrix, the proposed SVG is constructed using variations of
electrode placement and brain spatial pattern. The computation
for estimation of variations of electrode placement and brain
spatial pattern can be divided into three parts:

1) Definition of Electrode and Source Signal Positions: Let S
and M represent source and measurement signals with specific
descriptions: 1) source signals S = [s1, s2, · · · , sc]

T refer to
the signals generated by activated neurons; 2) measurement
signals M = [m1, m2, · · · , mc]

T refer to the signals received
by EEG cap with certain electrode positions (c denotes the
number of channels). Within this framework, the variations of
the electrode positions and source signal positions (represented
by a geographic coordinate system) are used to simulate the
variations of electrode placement and brain spatial pattern,
respectively.

2) Specification of Electrode and Source Signal Positions:
For the expression of variations, at least two states associated
with electrode and source signal positions need to be involved
in computation: raw state (given by a preset montage) and
augmented state (modified based on perturbations). Based on
the types of positions and states mentioned above, the positions
in the mathematical model can be divided into four different
categories:

• raw electrode positions: {2r
e, 3

r
e};

• raw source signal positions: {2r
s , 3

r
s};

• augmented electrode positions: {2a
e , 3a

e };
• augmented source signal positions: {2a

s , 3a
s }.

where 2 and 3 are c-dimensional vectors, representing the lat-
itude and longitude coordinates of the electrodes, respectively
(e.g., 2r

e = [θr
e1

, θr
e2

, · · · , θr
ec

]
T , 3r

e = [λr
e1

, λr
e2

, · · · , λr
ec

]
T ).

3) Modification Rules: The augmented electrode and source
signal positions are obtained by modification rules related to
certain perturbations. As shown in Fig. 2, there are subtle
differences between the augmented electrode positions (rep-
resented by blue solid circles) and source signal positions
(represented by blue dashed circles) as compared to the raw
electrode positions (represented by orange solid circles) and
original signal positions (represented by orange solid circles).
The subtle variations change the distances between the elec-
trode positions and source signal positions, eventually altering
the components of the signals captured by each electrode.
In this way, the implicit expression of variations can be

Fig. 2. Illustration of the mathematical modeling of variations.

established by rules taking {2r
e, 3

r
e}, {2r

s , 3
r
s}, {2a

e , 3a
e },

{2a
s , 3a

s } as input. Fig. 3(a) shows the raw electrode and
source signal positions, while Figs. 3(b)-(e) depict the aug-
mented electrode and source signal positions after flipping,
scaling, rotation, and distortion, respectively. Supposing the
modification values follow a Gaussian distribution, the modi-
fication rules of flipping, scaling, rotation, and distortion are
expressed by (2), (3), (4), and (5) respectively.

Flipping : 2a
s = −2r

s

3a
s = 3r

s

2a
e = 2r

e

3a
e = 3r

e (2)
Scaling : 2a

s = 2r
s

3a
s = 3r

s

2a
e = 2r

e

3a
e = ϵ1(3

r
e −

π

2
) +

π

2
, ϵ1

∼ N 1(1, 6sca)

(3)
Rotation : 2a

s = 2r
s

3a
s = 3r

s
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Fig. 3. Illustration of modification rules for corresponding perturbations.

Fig. 4. Flowchart of proposed SVG algorithm.

2a
e = 2r

e + ϵ1, ϵ1
∼ N 1(0, 6rot )

3a
e = 3r

e (4)
Distortion : 2a

s = 2r
s

3a
s = 3r

s

2a
e = 2r

e + ϵc, ϵc
∼ N c(0, 6disθ )

3a
e = 3r

e + ϵc, ϵc
∼ N c(0, 6disλ) (5)

where ϵ1 and ϵc denote the 1-dimensional and c-dimensional
perturbations respectively, and N 1(µ, 6) and N c(µ, 6)

denote the 1-dimensional and c-dimensional Gaussian distri-
bution with mean µ and variance 6.

D. Spatial Variation Generation Algorithm

The proposed SVG algorithm (with flowchart shown in
Fig. 4) consists of the following four steps:

1) Step 1: Positions Computation: The raw electrode posi-
tions {2r

e, 3
r
e} and raw source signal positions {2r

s , 3
r
s} are

set according to the pre-defined coordinates in EEGLAB (a
leading tool for processing EEG signals [49], [50]). The aug-
mented electrode/source signal positions {2a

e , 3a
e }/{2a

s , 3a
s }

are designed for data augmentation according to the modifi-
cation rules of SVG, including flipping, scaling, rotation, and
distortion. The selection of modification rules follows certain
probability distributions.

2) Step 2: Spherical Distance Computation: The spherical
distance between the electrode and source signal positions
(with sphere radius set to 1) can be computed by the
Great-Circle Distance [51]:

dr
i j = cos−1(sin θr

ei
sin θr

s j
+ cos θr

ei
cos θr

s j
cos(λr

ei
− λr

s j
))

(6)

da
i j = cos−1(sin θa

ei
sin θa

s j
+ cos θa

ei
cos θa

s j
cos(λa

ei
− λa

s j
))

(7)

where i and j denote the index of electrode and source
signal positions, respectively; {dr

i j }
c
i, j=1 denotes the spherical

distance between raw electrode positions and source signal
positions; {da

i j }
c
i, j=1 denotes the distance between augmented

electrode positions and source signal positions.
3) Step 3: RBF Modeling: The intensity attenuation of the

source signal is expressed by a radial basis function (RBF)
[52], [53] capable of fitting arbitrary surfaces. The measure-
ment signal of a single electrode is then obtained as the
weighted sum of source signals, with the weight of the source
signal computed by RBF taking distance as input, as shown
in (8) and (9).

The measurement signal from a single electrode is obtained
as the weighted sum of source signals, with RBF computing
the weight of each source signal based on distance, as shown
in (8) and (9).

mr
i =

c∑
j

s jφ j (dr
i j ) (8)

ma
i =

c∑
j

s jφ j (da
i j ) (9)
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where φ j denotes the radial basis function with the Gaussian
kernel of signal source j ; mr

i and ma
i denote the raw and

augmented source signal of channel i respectively.
The weights of all source signals are written in the form

of matrices through equation vectorization of (6) and (7) for
clear description and fast computation, as shown in Fig. 4(c).
The mathematical expressions are shown in (10) and (11):

8r
=


φ1(dr

11) φ2(dr
12) · · · φc(dr

1c)

φ1(dr
21) φ2(dr

22) · · · φc(dr
2c)

...
...

. . .
...

φ1(dr
c1) φ2(dr

c2) · · · φc(dr
cc)


= Fφ(cos−1(sin(2r

e) sin(2r
s)

T

+ cos(2r
e) cos(2r

s)
T

⊙ cos(3r
e ⊖ (3r

s)
T ))) (10)

8a
=


φ1(da

11) φ2(da
12) · · · φc(da

1c)

φ1(da
21) φ2(da

22) · · · φc(da
2c)

...
...

. . .
...

φ1(da
c1) φ2(da

c2) · · · φc(da
cc)


= Fφ(cos−1(sin(2a

e ) sin(2a
s )T

+ cos(2a
e ) cos(2a

s )T
⊙ cos(3a

e ⊖ (3a
s )T ))) (11)

where the Fφ(D) denotes that an RBF kernel represented
by φi is applied to the i th column of the square matrix
D, written as Fφ(D) = [φ1(D1), φ2(D2), · · · , φc(Dc)]; ⊙

denotes the Hadamard product; A ⊖ BT denotes the broad-
casting subtraction of matrices A = [a1, a2, · · · , ac]

T and
B = [b1, b2, · · · , bc]

T , as shown below:

A ⊖ BT
=


a1 − b1 a1 − b2 · · · a1 − bi
a2 − b1 a2 − b2 · · · a2 − bi

...
...

. . .
...

ai − b1 ai − b2 · · · ai − bi


4) Step 4: Data Transformation: As shown in Fig. 4(d), the

raw measurement signal Mr and the augmented measurement
signal Ma can be computed by (12) and (13), respectively.

Mr
= 8r S (12)

Ma
= 8a S (13)

Based on (12) and (13), the raw measurement signal can
be transformed to the augmented measurement signal, with
transformation matrix 8a(8r )−1:

Ma
= 8a(8r )−1 Mr (14)

Therefore, the algorithm has successfully computed the
transformation matrix by leveraging the variations and fol-
lowing the prescribed steps 1-4, with the principle of data
augmentation summarized below:

x̃ = Tx (x)

= M(Ve,Vs)x

= M({2r
e, 3

r
e}, {2

a
e , 3a

e }, {2r
s , 3

r
s}, {2

a
s , 3a

s })x

= 8a(8r )−1x

where Ve and Vs represent the variations of electrode place-
ment and brain spatial pattern respectively, and M represents

the transformation model. Notably, Ve and Vs are implicitly
expressed by the equations associated with positions in the
mathematical model. The pseudocode of the proposed SVG is
shown in Algorithm 1.

Algorithm 1 SVG for MI Data Augmentation
Input:
raw electrode positions {2r

e, 3
r
e},

raw source signal positions {2r
s , 3

r
s},

probability distribution of the selection of modification
rules {ti }n

i=1,
raw measurement signal (sampled data) Mr

Output:
augmented measurement signal (augmented data) Ma

1 compute the distances {dr
i j }

c
i, j=1 between the raw

electrode positions and source signal positions by (6);
2 compute the weight matrix of raw measurement signal

by (10);
3 for each perturbation i do
4 v is a random variable that follows continuous

uniform distribution from 0 to 1;
5 if v > ti then
6 compute augmented electrode positions

{2a
e , 3a

e } and source signal positions
{2a

s , 3a
s } by the certain modification rules:

(2), (3), (4), (5);
7 compute the distances {da

i j }
c
i, j=1 between the

augmented electrode positions and the source
signal positions by (7);

8 compute weights of augmented measurement
signal 8a by (11);

9 transform the data by (14);
10 end
11 end
12 return augmented data Ma

III. EXPERIMENT AND RESULT ANALYSIS

This section details the dataset and model description,
experimental setting, and result analysis. This research has
been approved by the University Ethics Committee of
Xi’an Jiaotong-Liverpool University with proposal number
EXT20-01-07 on March 31, 2020.

A. Dataset and Model Description
As overfitting is influenced by both models and data, exper-

iments should be conducted on multiple datasets and models
of varying scales to ensure a comprehensive verification of the
proposed algorithm’s effectiveness. It is worth noting that the
labels of augmented data after flipping may need to be adjusted
if MI data is lateralized (e.g., the labels of the left and right
fists should be exchanged after flipping). Therefore, experi-
mental datasets comprising both lateralized and non-lateralized
MI data are necessary for conclusive results. The following
section describes the models and datasets separately.

The utilized datasets comprise of the following: PhysioNet
motor movement (P-MM), PhysioNet motor imagery (P-MI),
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TABLE II
DESCRIPTION OF DATASETS USED IN THE STUDY

TABLE III
DESCRIPTION OF MODELS USED IN THE STUDY

Meng2019 experiments 1/2 (M-E1&2), Meng2019 experi-
ment 3 (M-E3) (with differences between M-E1&2 and M-E3
in the devices and subjects involved), and BCI Competition
IV 2a (BCI2a). A summarized version of the datasets’ details
is available in Table II. To homogenize the datasets, the data
are downsampled to 160Hz and segmented using a 3-second
window. The segmented data are processed by eliminating
baseline variances and normalizing all channels separately.
A total of five models with varying scales are utilized in this
study, including ShallowConvNet, DeepConvNet, EEGNet,
Inception-EEG, and EEGSym. Table III provides the number
of parameters, Flops (floating-point operations per second),
and publish year of each aforementioned model.

B. Experimental Setting
In order to achieve a comprehensive evaluation of the pro-

posed algorithm, two experiments are conducted: a comparison
study and an ablation study. These studies are implemented
on a server consisting of four NVIDIA RTX 2080Ti GPUs,
an Intel (R) Xeon (R) Gold 5218 CPU, and implementing
CUDA 11.0, cuDNN 8.1.0, and PyTorch 1.7.

1) Comparison Study: A comparison study is designed to
evaluate the performance of the proposed SVG algorithm
against six previous data augmentation algorithms: Hemi-
sphere Perturbation, Patch Perturbation, and Random Shift,
Mixup, Frequency Shift, FT surrogate [3], [21], [26]. The
following sections detail each of these techniques:

• Hemisphere Perturbation randomly alters channel posi-
tions or replaces data with standard Gaussian noise,
assuming that differences between classes can be distin-
guished regardless of hemisphere [3];

• Patch Perturbation randomly replaces several channels
with either zeros or standard Gaussian noise, based on
the hypothesis that the difference between classes can be
distinguished from partially occluded objects [3], [56];

• Random Shift technique shifts the onset of the trial
forward by up to half a second and replaces blank

TABLE IV
THE HYPERPARAMETERS OF THE SVG USED IN THE STUDY

section with either zeros or Gaussian noise, based on the
hypothesis that a robust classification model should be
able to account for varied reaction times of users [3], [5].

• Mixup applies linear interpolations between two ran-
domly selected pairs of data and labels, based on the
hypothesis that the linear interpolations can broaden the
support of the training distribution, eventually increasing
model robustness and generalizability [21], [26].

• Frequency Shift technique alters the frequencies of sig-
nals by an offset sampled uniformly from a range, based
on the hypothesis that the frequency peaks across indi-
viduals exhibit slight shifts [26].

• FT surrogate replaces the Fourier coefficients with ran-
dom numbers, based on the hypothesis that EEG signals
comprise stationary linear random processes, thereby
ensuring distribution consistency between generated data
and original data [26].

2) Ablation Study: In order to verify the effectiveness of the
proposed algorithm, an ablation study is conducted in which
each modification rule is implemented separately. To increase
data diversity, the probabilities of scaling, rotation, and distor-
tion are set to 1, and the probability of flipping is set to 0.5.
Other experimental settings (optimizer, datasets, and models)
are consistent with the comparison study.

3) Control Group Study: To assess the potential impact
of the SVG algorithm on MI research, a control group
study is conducted taking into account comprehensive con-
trol variables. Specifically, the investigation focuses on the
classification accuracy of the model under different sample
sizes, compared with the conventional processes with training
enhanced by the SVG algorithm. The P-MI-RL dataset is cho-
sen for this study, while the experimental settings, including
optimizer and models, remain consistent with those of the
comparison and ablation study.

4) Training Schedule: To train the model in both the compar-
ison and ablation studies, the AdamW optimizer is employed
with the learning rate initialized at 0.001 and decayed by a
multiplicative factor of 0.5 every 50 epochs. Additionally, the
batch size and max epoch are set to 64 and 200, respectively.
The hyperparameters of the proposed algorithm used in this
study are presented in Table IV, where the second and third
columns represent the probability distribution of selection and
variance of modification rules, respectively. The values are
chosen from a range recommended by experimental results on
head circumference.

C. Results and Discussion
Due to the inconsistency of MI classification, performance

improvement that results from data augmentation may not be
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Fig. 5. The weighted average improvement of AUC on five models with
different data augmentation algorithms.

apparent. To obtain stable and reliable results, the following
criteria are adopted: 1) utilizing the validation set results with
high measurement consistency; 2) evaluating models compre-
hensively across different classification thresholds based on the
area under the receiver operating characteristic curve (AUC);
3) conducting cross-subject classification studies using a high
volume of data; 4) performing cross-validation leveraging the
entire dataset to compute the results.

1) Comparison Study: The results of the comparison study
are presented in Table V, where the AUCs are presented
in ‘mean ± standard variance’ format, and boldface and
underlined texts indicate the best and second-best results
for each model and dataset, respectively. The first column
presents: 1) time (train), which represents the total time
consumed during training relative to the process without data
augmentation, averaged across five models and eight datasets;
2) time (method), which indicates the time consumed specif-
ically by each data augmentation algorithm, averaged over
1,000 iterations. According to Table V, the proposed algorithm
generally outperforms other algorithms, with statistical signif-
icance between the AUC of SVG and others determined using
the t-test (P-value<0.05).

The relationship between data augmentation algorithms and
network compatibility can be seen in Fig. 5:

• The magnitude of improvement in AUC gradually
diminishes as deep learning-based models progress. For
example, ShallowConvNet or DeepConvNet exhibit con-
siderable variability across different data augmentation
methods. The results from the seven algorithms applied
to five networks indicate that earlier networks achieved
greater improvement, possibly due to suitable parameters,
structures, and regularization methods compensating for
the data augmentation. This highlights the maturing trend
of deep learning network architectures.

• Different deep learning networks exhibit distinct compat-
ibility with various types of perturbations. For instance,
the ShallowConvNet demonstrates significant improve-
ment after experiencing spatial perturbations (such as
Hemisphere Perturbation, Patch Perturbation, and SVG),
while DeepConvNet displays substantial improvement
after temporal-frequency perturbations (such as Random
Shift, Frequency Shift, and FTSurrogate). These insights
can guide the optimization of relevant models.

• The networks with limited trainable parameters exhibit
minor improvement. Theoretically, an increase in the

Fig. 6. The weighted average improvement of AUC of the ablation study.

number of parameters can significantly increase the risk
of overfitting, thus bringing a large improvement in the
data augmentation method. For instance, the models with
few parameters, such as EEGNet and Inception-EEG,
do not experience significant improvement from data
augmentation. This observation implies that models with
large parameters have a high potential for performance
improvement via data augmentation.

2) Ablation Study: Another grouped bar chart illustrates the
WAImp of AUC of the ablation study, as shown in Fig. 6. The
first bar cluster indicates significant improvement by applying
the flipping rule (WAImp of AUC increased by approximately
0.017) while scaling, rotation, and distortion rules provide
smaller gains in improvements of about 0.006, 0.005, and
0.006 respectively. Notably, the efficacy of these rules varies
considerably with models; for instance, the EEGNet and
Inception-EEG are found to be less impacted by rotation,
scaling, and distortion compared with other models, indicating
they may not be sufficiently robust to these modification
rules. The results of the ablation study confirm that the
use of appropriate data augmentation methods can lead to
improved model generalization, underlining the importance of
considering multiple techniques when evaluating the impact
on a given model.

3) Control Group Study: The results of the control group
study are presented in Fig. 8, where the x-axis stands for the
number of samples on a logarithmic scale and the y-axis stands
for the AUC. The following observations can be made from
Fig. 8:

• Firstly, there is an exponential relationship between the
sample size and the AUC when the sample quantity is
minimal, particularly less than 32. In such circumstances,
the application of the SVG algorithm can significantly
improve the performance of the model, resulting in an
AUC as high as 0.15.

• Secondly, there is a logarithmic relationship between the
sample size and the AUC when the sample quantity is
considerable, particularly more than 64. In such circum-
stances, the application of the SVG algorithm enables
classification to achieve nearly equivalent performance
while utilizing only a quarter of the original sample size.

• Lastly, regardless of the sample quantity, the training
process that incorporates the SVG algorithm (represented
by the red line) consistently outperforms the conventional
process (represented by the blue line).
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TABLE V
THE RESULTS OF COMPARISON STUDY

4) Feature Distribution Visualization: A feature distribution
visualization study is conducted to illustrate the characteristics
of the proposed algorithm by analyzing feature distributions.
With a particular focus on understanding how data augmen-
tations impact model overfitting, the features in the hidden
layer of a pre-trained overfitting model are visualized using the
t-SNE algorithm [57], [58]. Specifically, the following steps
are performed in turn: 1) training a slightly overfitting model
using the P-MI-RL dataset; 2) sampling 100 raw samples
uniformly from the training set; 3) generating 2000 augmented
samples using different data augmentation methods; 4) extract-
ing features by feeding the raw and augmented samples to
the overfitting model; 5) visualizing all the features (14100)
by the same transformation based on t-SNE algorithm. The
visualization results of the feature distribution are presented
in Fig. 7.

As illustrated in Fig. 7, all features are projected onto two
dimensions, with the x-axis indicating the direction of the
most significant model decision changes (hereafter called x-
direction). For better illustration, a probability distribution
of the features in the x-direction is also provided. Both the
two-dimensional data distribution diagram and the x-direction

probability distribution graph show that the seven data aug-
mentation algorithms significantly modify the original data
distribution, resulting in a more even distribution. These
differences can be interpreted from two perspectives: differ-
ences between raw samples and augmented samples, as well
as differences among the augmented samples:

• Differences between raw and augmented samples: It
can be inferred that all data augmentation techniques
(Fig. 7(b)-(h)) make the feature distribution dense and
uniform. The distribution of augmented samples suggests
an increase in the density of the sample vicinity due to
the minor perturbation applied by each method, ensuring
the samples remain distinguishable. Concurrently, these
augmentation techniques modify the shape of the data
distribution in the x-direction to varying degrees. The
probability density of the raw data in the x-direction is
truncated at the intersection, as shown in Fig. 7(a). How-
ever, such truncation does not occur in the augmented
data, suggesting a reduction in overfitting.

• Differences across augmentation algorithms: Each data
augmentation algorithm produces varying effects on the
shape of the data distribution in the x-direction. Notably,
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Fig. 7. Feature distribution visualization results by different data augmentation techniques.

Fig. 8. The result of control group study in five deep learning-based models.

Frequency Shift, FTSurrogate, and Hemisphere Pertur-
bation result in greater intersections between classes; in
contrast, Random Shift, Patch Perturbation, SVG, and
Mixup yield less intersection. The comparison results
demonstrate that the more powerful the reshaping ability
of the distribution shape, the more unstable the effect
of data augmentation becomes. For instance, Frequency
Shift and Hemisphere Perturbation have adverse effects
on some models. Conversely, Patch Perturbation, SVG,
and Mixup consistently yield positive effects, suggesting
the safety and efficacy of these data augmentations.

IV. CONCLUSION

In recent years, considerable efforts have been devoted
to addressing the issue of data scarcity in motor imagery.
This paper proposes a novel data augmentation algorithm,
called Spatial Variation Generation, to generate augmented
MI data based on variations in electrode placement and brain
spatial pattern. Notably, the proposed SVG performs four
modification rules (including flipping, scaling, rotation, and
distortion) based on different variations, establishing a bridge
between variations and MI data transformation. The bridge
is constructed by the equations related to positions in the
mathematical model, implicitly expressing how the variation
holds an influence on MI data. To evaluate the performance

of the proposed SVG algorithm, the comparison study and
ablation study of each modification rule is conducted on
eight datasets by five deep learning-based models. Exper-
imental results reveal that the proposed SVG outperforms
the other data augmentation techniques, with the ablation
study demonstrating the effectiveness of each modification
rule in performance enhancement. Despite the effectiveness
of the current SVG algorithm in enhancing MI classification
performance, there exist opportunities for further improvement
in representation, efficiency, and feasibility. Future research
endeavors could include the comprehensive exploration of
additional variabilities in EEG for representative data. Fur-
thermore, the development of fast and efficient transformation
models is needed to enhance the speed of the transformation
process. Finally, it is crucial to verify the feasibility of apply-
ing these variabilities to other EEG experimental paradigms
to ensure the generalizability of the findings.
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