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3DSleepNet: A Multi-Channel Bio-Signal Based
Sleep Stages Classification Method

Using Deep Learning
Xiaopeng Ji , Yan Li , and Peng Wen

Abstract— A novel multi-channel-based 3D convolutional
neural network (3D-CNN) is proposed in this paper to
classify sleep stages. Time domain features, frequency
domain features, and time-frequency domain features are
extracted from electroencephalography (EEG), electromyo-
gram (EMG), and electrooculogram (EOG) channels and
fed into the 3D-CNN model to classify sleep stages. Intrin-
sic connections among different bio-signals and different
frequency bands in time series and time-frequency are
learned by 3D convolutional layers, while the frequency
relations are learned by 2D convolutional layers. Par-
tial dot-product attention layers help this model find the
most important channels and frequency bands in different
sleep stages. A long short-term memory unit is added
to learn the transition rules among neighboring epochs.
Classification experiments were conducted using both
ISRUC-S3 datasets and ISRUC-S1, sleep-disorder datasets.
The experimental results showed that the overall accu-
racy achieved 0.832 and the F1-score and Cohen’s kappa
reached 0.814 and 0.783, respectively, on ISRUC-S3, which
are a competitive classification performance with the state-
of-the-art baselines. The overall accuracy, F1-score, and
Cohen’s kappa on ISRUC-S1 achieved 0.820, 0.797, and
0.768, respectively, which also demonstrate its generality
on unhealthy subjects. Further experiments were con-
ducted on ISRUC-S3 subset to evaluate its training time.
The training time on 10 subjects from ISRUC-S3 with
8549 epochs is 4493s, which indicates its highest calcu-
lation speed compared with the existing high-performance
graph convolutional networks and U2−Net architecture
algorithms.

Index Terms— Deep learning, 3D convolutional networks,
sleep stages classification.

I. INTRODUCTION

SLEEP disorders, including insomnia, apnea, and circa-
dian rhythm sleep disorders, are widespread in most

populations. Sleep stages classification is the first step for
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sleep research and sleep disorder diagnosis. Polysomnograms
(PSGs) are physiological signals, which are collected and
analyzed by experts to explore brain activities during humans
action [1], like measuring the depth of anesthesia [2], [3],
identifying the motor imagery [4], seizure prediction [5], etc.
Rechtschaffen and Kales sleep staging rules (R&K rules) [6]
and American Academy of Sleep Medicine (AASM) standards
[7] are golden criteria for experts to evaluate sleep quality
through observing their bio-signals. The R&K rules divide
sleep into six stages, namely awake (W), rapid eye movement
(REM), and four non-REM stages (N1, N2, N3, and N4),
but the AASM standards merged N3 and N4 into N3, called
slow wave sleep (SWS). The exhaustive manual classification
work is not only time-consuming and labor-consuming but
also subjective depending on trained experts.

Various prior machine learning methods have been
attempted to classify sleep stages automatically and efficiently.
Traditional machine learning methods, including random
forests, and support vector machines, have been investigated
in sleep stages classification for decades, and many other
classifiers also demonstrated their high performance in this
task. Despite their success in sleep stages classification, shal-
low learning algorithms normally extract features according
to experts’ knowledge, which means that the classification
effectiveness is limited by feature engineering and feature
selections. Even though experts have extracted features from
time domain [8], [9], frequency domain [10], [11], and
time-frequency domain [12], [13], it is still a huge challenge
to find new and effective features to improve the classifi-
cation performance of traditional classifiers. Deep learning
algorithms, including convolutional neural networks (CNNs)
[14], recurrent neural networks (RNNs) [15], [16], deep belief
networks (DBNs) [17], and graph convolutional networks
(GCN) [18] have been proposed for this shortcoming.

Based on different data representations, the inputs of CNNs
are normally one-dimensional signals [14] or two-dimensional
signals [19], and the convolutional operations are with
one-dimension and two-dimension data, respectively. These
two types of models aggregate temporal information in time
series, while they ignore the intrinsic connections among
different bio-signals. GCN models have thus been proposed
for the shortcoming. Unlike CNNs and RNNs that require
Euclidean data, the inputs to GCNs are non-Euclidean struc-
tures, which means that the functional connections among
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different channels and spatial correlations can be explored by
GCN models automatically. However, due to their low com-
puting efficiency, it would still have a long way to eventually
apply GCNs for clinical diagnosis. Compared with CNNs and
GCNs, 3D-CNNs not only can extract temporal features from
raw data but also have the capacity to aggregate spatial infor-
mation with less computing complexity. Transitional rules may
also impact the final classification results, which means that
they need to be considered during sleep stages identification to
improve classification performance. However, few algorithms
pay much attention to it, and sometimes this important factor
is even ignored.

To tackle the challenges above, a 3D-CNN model based
on a backbone from the spatial-spectral-temporal based atten-
tion 3D dense network [20] is proposed for automatic sleep
staging. To explore relations among signals and frequency
bands deeply, temporal features, frequency features, and
temporal-frequency features are extracted and fed into this
proposed model.

The main contributions of this paper are summarized as
follows:

• A 3D-CNN and 2D-CNN mixed deep learning model
named 3DSleepNet is proposed to classify sleep
stages automatically. 3D convolutional operations are
used to extract spatial-temporal features and spatial-
spectral-temporal features from temporal inputs and
temporal-frequency inputs, respectively. 2D convolutional
operations are also utilized in the proposed model to
extract spatial-spectral features from frequency inputs.

• A novel partial dot-product attention mechanism is
designed for 3D convolutional operations to efficiently
capture the most relevant information. A spatial-spectral
attention mechanism is designed for 2D convolutional
operations to capture the most relevant spatial-spectral
information.

• To evaluate the classification performance on healthy and
unhealthy subjects, the classification experiments were
performed on ISRUC-S3 and 50 random subjects from
ISRUC-S1 (https://sleeptight.isr.uc.pt/). The accuracy, F1-
score, and Cohen’s kappa on ISRUC-S3 are 0.832, 0.814,
and 0.783, respectively, which indicates that the proposed
model achieves a state-of-the-art performance. The over-
all accuracy, F1-score, and Cohen kappa on ISRUC-S1
(the datasets with sleep-disorder patients) achieved 0.820,
0.797, and 0.768, respectively, which also demonstrates
its generality on unhealthy subjects. The training speed
experiments on ISRUC-S3 show that the proposed model
outperforms other GCN models and U2

−Net architecture
models in terms of the model training time.

• The impact of the ratio of unhealthy and healthy subjects
in the training set is explored using a set of mixed training
data from ISRUC-S1 (unhealthy datasets) and ISRUC-S3
(healthy datasets). The experimental results show that the
classification performance on unhealthy patients achieved
the best when the training set consists of 100% abnormal
patients.

• Incremental experiments are conducted on the ISRUC-S3
dataset to explore the effects of different model

variants. The experimental results show that the proposed
3DSleepNet model achieves its best performance when
the attention layers and a long short-term memory layer
(LSTM) are added with all three input branches.

This paper is organized as follows: Section II introduces
related works about sleep stages classification and 3D convo-
lutional neural networks. In Section III, the details of the pro-
posed models are illustrated. Experimental data, experimental
setting, experimental results, and discussions are presented in
Section IV. Finally, conclusions are drawn in Section V.

II. RELATED WORK
A. Sleep Stages Classification

Automatic sleep stages classification algorithms have been
studied for decades and many shallow machine learning clas-
sifiers have been reported in sleep scoring. Support vector
machine (SVM) is one of the most widely used classifiers
in many classification tasks and has demonstrated its high
performance in identifying sleep stages. Zhu et al. [21]
extracted graph domain features through a visibility graph
similarity method to perform a five-state classification based
on single-channel EEG. Naive Bayes [22], random forest
(RF) [23], [24], complex networks [25], [26], and ensemble
learning-based classifiers [27], [28], [29] also gave acceptable
classification results. However, all these research methods are
based on hand-crafted features, the classification performance
and efficiency depend on feature engineering and researchers’
understanding of data.

Compared to other shallow machine learning algorithms,
deep learning methods not only allow experts to input
original/raw data but also can extract higher-level features.
Motivated by their breakthroughs in many fields, such as image
recognition [30], [31] and natural language processing [32],
many researchers have applied deep learning algorithms to
process bio-signals. DeepSleepNet [14] is a two-step train-
ing CNN model with an BiLSTM layer for sleep stages
classification. A representation learning module helps this
model to capture both temporal information and frequency
information through two CNNs with small and large filter sizes
for the first layers. A sequence residual learning module is
used to learn stage transition rules. Ji et al. [18] proposed a
multi-channel-based graph convolutional network to perform
five-stage classification, which achieved the best performance
on ISRUC-S3 and ISRUC-S1. U-Nets and U2

−Nets are
novel complex models with a multi-scale extraction module,
which also gave acceptable results in sleep scoring tasks
[33], [34], [35].

B. 3D Convolutional Neural Networks
2D-CNNs are normally utilized to recognize images [36],

[37], [38] through 2D convolutional operations, which means
that spatial features can be extracted efficiently. Compared
with 2D-CNNs, 3D-CNNs can capture spatial features and
temporal features simultaneously. Motivated by this charac-
teristic, many researchers turn to build 3D-CNNs from time
series data, such as human action recognition [39] and pose
estimation [40]. In the bio-signal analysis area, some 3D-CNN
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Fig. 1. The overall architecture of the 3DsleepNet. Time domain
features, time-frequency domain features and frequency domain fea-
tures are inputted into this model after feature extraction. Time domain
features are down-sampled from raw/original signals. Time-frequency
domain features come from short-term differential entropies and the
frequency domain features come from power spectral densities.

models are also reported in emotion recognition [41], [42],
[43], epileptic seizure prediction [44], and motor imagery
analysis tasks [45], but there is still little study to apply
3D-CNNs for classifying sleep stages.

III. METHODOLOGY

Fig. 1 shows the overall architecture of the proposed model
in this paper. The proposed model consists of one spatial-
temporal stream, one spatial-spectral-temporal stream, and
one spatial-spectral stream. The inputs of the spatial-temporal
stream and spatial-spectral-temporal stream are 3D represen-
tations of raw/original signals in the time domain and time-
frequency domain. The inputs of the spatial-spectral stream are
2D representations of raw signals in the frequency domain.
In terms of the spatial-temporal stream and spatial-spectral-
temporal stream, a partial dot-product attention mechanism is
designed to help the proposed model to pay more attention
to valuable information in the time series of each frequency
band from each channel. A long-short term memory layer is
added to learn transition rules among neighboring epochs for
classification.

There are four key components in this proposed 3DSleepNet
model: 1) A three-stream 3D-CNN model is designed for
automatic sleep staging through time space, time-frequency
space, and frequency space after extracting features from
multi-channel bio-signals. 2) For each 3D-CNN stream, partial
dot-product attention layers are added to help the proposed
model to focus on more valuable information. 3) Pseudo
3D-CNN modules are used to decrease computing complexity.
4) A LSTM layer is added to learn transitional rules among
neighboring epochs.

A. Feature Extraction and 3D Representation
Fig. 2 shows the procedure of feature extraction, where

time domain features and time-frequency domain features
are spatial-temporal and spatial-spectral-temporal 3D repre-
sentations of bio-signals, respectively, and frequency domain

features are 2D representations. The bio-signal of Nchannels
are defined as S = (s1, s2, . . . , sN ) ∈ RN×L , where si ∈

RL(i ∈ {1, 2, . . . , N }) is a channel of EEG, ECG or EMG
signal with L data points. Before feature extraction, all chan-
nels to be used will be filtered by M bandpass filters and
the filtered signals are defined as S′

= (s′

1, s′

2, . . . , s′

N ) ∈

RN×M×L , where the i−th channel with M frequency band
waves of L data points is represented by s′

i ∈ RM×L(i ∈

{1, 2, . . . , N }). In sleep stages classification tasks, L−length
bio-signals are usually segmented into epochs of 30 seconds
(s), and the filtered multi-channel signals in each epoch can
be represented as E = (e1, e2, . . . , eN ) ∈ RN×M×T , where
ei is the i−th channel with M frequency band waves of T
data points in that epoch. To extract temporal features, the
filtered signals E are down-sampled, and the length of signals
changes from T to τ . The temporal features can be represented
as χt = (x1, x2, . . . , xτ ) ∈ RN×M×τ , each x j

∈ RN×M ( j ∈

{1, 2, . . . , τ }) is a 2D feature map of time step j . In terms of
3D representations of time-frequency features, the short-term
differential entropy is calculated based on the filtered sig-
nals E . The spatial-spectral-temporal 3D representation of
bio-signals is defined as χt f = (x̂1, x̂2, . . . , x̂ τ̂ ) ∈ RN×M×τ̂ ,
where x̂k

∈ RN×M (k ∈ {1, 2, . . . , τ̂ }) is a 2D differential
entropy feature map of time step k. The 2D representation of
frequency domain features are defined by the power spectral
density of M frequency band waves from all Nchannels of
that epoch.

B. 3D Convolution
The 3D convolution is achieved by convolving a 3D kernel

to the cube formed by stacking multiple temporal-contiguous
2D feature maps together [39]. As a result, comparing with
1D temporal convolution and 2D spatial convolution, 3D
temporal-spatial convolution is more advantageous in both
representing brain connections and their activities. The con-
volutional value at (x, y, z) on the j−th feature map in the
i−th layer is given by [39]:

v
xyz
i j = σ

bi j +

∑
m

Pi −1∑
p=0

Qi −1∑
q=0

Ri −1∑
r=0

w
pqr
i jm v

(x+p)(y+q)(z+r)

(i−1)m


(1)

where Pi , Qi and Ri are the size of the 3D kernels along
the three dimensions. w

pqr
i jm is the (p, q, r)−th value of the

kernel connected to the m−th feature map in the previous
layer, and σ is an activation function. Fig. 3 shows an example
of the 3D convolution on the extracted 3D features. The
kernel size along the time dimension in the current layer
is 3, which means that each convolutional value is decided
by the 3D kernel and 3 contiguous 2D feature maps. This
characteristics of aggregating spatial information and temporal
information help the proposed model to capture valuable
features comprehensively.

C. Pseudo-3D Convolution
Even though 3D convolutions are more advantageous in

exploring temporal features and spatial features, the require-
ments of a large amount of computing resources limit its



3516 IEEE TRANSACTIONS ON NEURAL SYSTEMS AND REHABILITATION ENGINEERING, VOL. 31, 2023

Fig. 2. Each channel is filtered by m filters to band waves. 3D temporal features are extracted through down-sampling from filtered band waves
of n channel bio-signals. 3D temporal-frequency features are extracted by calculating the short-term differential entropy of each band waves from
each channel. The frequency domain features are extracted by calculating the power spectral density of m band waves of n channels.

Fig. 3. An example of 3D convolution on the extracted 3D features. The
kernel size is three in the time dimension.

applications. To tackle this problem, Pseudo-3D convolutions
[46] are adopted in the proposed model to reduce the computa-
tional complexity. The kernel of the standard 3D convolutions
are (P, Q, R), where P and Q can be seen as the kernel
size of 2D spatial convolutions and R is the kernel size along
the time dimension. In Pseudo-3D convolution, the kernel
(P, Q, R) are decoupled into P × Q ×1 and 1×1× R, where
P × Q × 1 represents convolutional filters equivalent to 2D
CNN on spatial domain and 1×1× R convolutional filters like
1D CNN tailored to the temporal domain. Hence, the output
of a Pseudo-3D convolution module l can be defined as:

χ l
= 81×1×R(8P×Q×1(χ l−1)) (2)

where χ l−1 is the output of l−1th layer, 8P×Q×1 and 81×1×R

denote the 2D convolution on spatial domain with a kernel of
P × Q and 1D convolution on temporal domain with a kernel
of R, respectively.

D. Partial Dot-Product Attention
The attention mechanism is often utilized to automatically

extract the most relevant information. In the proposed model,
a simple but effective partial dot-product attention is designed
to quantify the importance of input features, where higher
weights are assigned to the most relevant information and
lower weights are assigned to the less relevant information.
For a given input χ ∈ RN×M×T , the partial dot-product

attention is computed as:

Att = χ ⊗ σ((χ · M1) · M2 + b) (3)

where M1 ∈ RT ×M , M2 ∈ RM×T , b ∈ RN×M×T are learnable
parameters, · denotes dot-product, ⊗ refers to the point-wise
multiplication, and σ is a softmax function.

IV. EXPERIMENTS

A. Experimental Data and Experimental Settings
ISRUC-Sleep [47] is an open-source database, which con-

sists of three subsets, namely, ISRUC-S1, ISRUC-S2, and
ISRUC-S3. All signals were collected according to the inter-
national 10–20 standard electrode placement. The detailed
information of subjects and the distribution of sleep stages are
listed in TABLE I. Each recording consists of 19 channels,
including, EOG, EEG, EMG, ECG, snore, body position, etc.
The sampling rate of EOG, EEG, and EMG are 200Hz.

Classification experiments are conducted on ISRUC-S1 and
ISRUC-S3 to evaluate the classification performance for both
healthy cases and sleep-disorder patients and the evaluation
measures, including accuracy (ACC), precision (PR), recall
(RE), F1-score (F1), and Cohen’s kappa (κ) are defined as
below:

Accuracy =
T P + T N

T P + F N + F P + T N
% (4)

precision =
T P

T P + F P
% (5)

recall =
T P

T P + F N
% (6)

where T P , T N , F P , and F N are true positives, true nega-
tives, false positives and false negatives, respectively.

F1 =
2 × recall × precision

recall + precision
(7)

where precision and recall are defined as in equation (5)
and equation (6).

κ = 1 −
1 − Accuracy

1 − pe
(8)

where Accuracy is defined as question (4), and pe is the
hypothetical probability of chance agreement calculated:

pe =
1

N 2

∑
k

nk1nk2 (9)
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TABLE I
THE COMPREHENSIVE INFORMATION OF ISRUC DATASETS

TABLE II
DETAILED INFORMATION OF CHANNELS USED IN EXPERIMENTS

where N is the total number of samples, and k is the number
of categories, and nki is the number of times rater i predicted
category k.

Incremental experiments and executing efficiency exper-
iments are also carried out on ISRUC-S3 to explore the
contribution of each module in the proposed model and
computing complexity, respectively. Moreover, the ISRUC-S1
data are also used to test the generality of the proposed
method on unhealthy patients. The code will be uploaded
on Github (https://github.com/XiaopengJi-USQ/3DSleepNet)
once the paper is published.

All these experiments are carried out on a computer with
an Intel I9-12900KF CPU, 128 GB memory, and an Nvidia
3090 GPU.

B. Preprocessing and Feature Extraction
All PSGs were pre-processed by the data provider:

1) A notch filter was used to eliminate the 50 Hz electrical
noise; 2) For EEG and EOG data, a bandpass Butterworth
filter was utilized to obtain waves from 0.3 Hz to 35 Hz. The
EMG data were filtered by a lower cutoff frequency of 10 Hz
and a higher cutoff frequency of 70 Hz. 3) The last 30 epochs
of each subject were removed due to noise.

The detailed information of channels used to extract features
in all experiments is listed in TABLE II

In terms of time domain feature extraction, the features
are obtained through down-sampling from 200 Hz to 10 Hz
for each selected channel. According to our experiments, the
excessive down-sampling in time series has little negative
effects on the classification results, but the training time
is substantially reduced. To extract time-frequency domain
features, the differential entropy (STDE) of 9 crossed fre-
quency bands: 0.5-4 Hz, 2-6 Hz, 4-8 Hz, 6-11 Hz, 8-14 Hz,
11-22 Hz, 14-31 Hz, 22-40 Hz and 31-49 Hz are calculated

for each channel. These time-frequency features are obtained
from filtered bio-signals with a 200 Hz sampling rate and the
window size of the short-term differential entropy is set to 3s,
which means that there are 10 feature maps in each epoch.
The frequency domain features are obtained by computing the
power spectral density of each epoch with 200 Hz sampling.

C. Comparison With the State-of-the-Art Methods
We compare the proposed model with traditional machine

learning methods, including SVM [48], Random Forest [24],
and Multilayer Perceptron neural network [16] on both
ISRUC-S1 and ISRUC-S3 datasets. Ensemble classifiers, like
Bootstrap aggregating (Bagging) [27], boosting [28], eXtreme
Gradient Boosting (XGBoost) [29] are also evaluated on these
two subsets. Multi-types deep learning algorithms with differ-
ent architectures, such as CNNs [14], [49], U2

−Net [35], and
GCNs [18], [50], [51] are included for comparisons purpose
as well. For a fair comparison, all models were reproduced
based on our hardware computational environments, except the
JK-STGCN model, which we have all results in our previous
work [18] and subject-independent cross-validation strategy
were adopted on both of the subsets.

TABLE III shows the comparison results on ISRUC-S3
and random selected 50 unhealthy subjects from ISRUC-S1
subsets. 10-fold cross-validation and 25-fold cross-validation
are carried out on ISRUC-S3 and 50 unhealthy subjects from
ISRUC-S1, respectively, to test the classification performance
on healthy subjects and unhealthy cases.

The classification performances of the SVM model and the
RF model are the lowest among all these methodologies, even
more features are extracted and selected by researchers. There
are two reasons leading to this phenomenon. On the one hand,
the inefficient extracted features cannot represent the original
data comprehensively. On the other hand, the classification
results are limited by the performance of the classifier itself,
which are improved by ensemble methods.

Compared to shallow classifiers, 1D-dimension convolution
models, including TinySleepNet [49] and DeepSleepNet [14],
not only can input original data without feature engineering
but also improve the classification performance. There are
two reasons to explain this improvement. CNNs can extract
high-level features and aggregate temporal information in
continuous time series, which means that the correlation
between previous and next data points can be learned com-
prehensively. As a result, the classification accuracy increases.
Moreover, LSTM layers are added to learn transition rules,
which help these models to further improve classification per-
formance. However, the 1D-dimension convolution only can
focus on one-dimension data, the spatial connections among
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TABLE III
COMPARISON AMONG 3DSLEEPNET AND OTHER METHODS ON ISRUC S3 AND 50 RANDOM SUBJECTS FROM ISRUC S1 SUBGROUP

different brain regions are ignored consequently, which finally
limits their performance. Even though pure 1D-dimension
convolution models cannot reach a very high classification
accuracy, U2

−Net-based models using 1D-dimension convo-
lution layers still improve the performance slightly through
their complex architecture and exponentially higher computa-
tional resources. GCN classifiers including a GraphSleepNet
classifier, an MSTGCN classifier, and a JK-STGCN classifier,
can extract spatial features and temporal features efficiently
and this characteristic ensures their high performance in sleep
stages classification tasks. Compared with the algorithms
above, the 3DSleepNet model not only requires fewer crafted
features than the traditional machine learning methods but also
can capture spatial-temporal information more effectively than
CNN, U2

−Net, and GCN models. The classification results on
ISRUC-S3 and random subjects from ISRUC-S1 demonstrate
that the 3DSleepNet model not only can classify sleep stages
with high accuracy for healthy subjects but also have good
generality on unhealthy cases.

Fig. 4 shows the confusion matrix of classifications results
obtained from all compared models on ISRUC-S3. For each
model, the performance of classifying stages of Wake, N2,
N3, and REM have higher results than N1 stage, but some

minor samples are still misclassified into other classes. Com-
pared with multi-channel-based models, single-channel-based
classifiers have lower REM accuracy. One explanation is that
EOG channels help to classify REM stages. As a result,
algorithms using single EEG channels without EOG signals
fail to classify REM stages correctly. The N1 stage has the
lowest classification results, and some samples are incorrectly
classified into Wake, N2, and REM. Due to the fact that slow
eye movements also make great contribution in classifying
N1, all multi-channel-based models have better results for N1
than single-channel-based classifiers. TABLE IV shows the
comparison results among several deep learning methods [14],
[34], [35], [49], [52], [53], [54] on other public datasets [55],
[56], [57]. Compared with these algorithms, the accuracy of
the proposed model on ISRUC-S3 is 0.832 which stays similar
level, but N1 stages and N3 stages of the 3DSleepNet model
outperforms other models.

In practice, when the classification performance of the
model is similar, the one taking a shorter training time
will have the advantage of capturing the market. According
to TABLE III, the 3DSleepNet model and the JK-STGCN
model can achieve the top 2 classification accuracy on both
ISRUC-S3 and ISRUC-S1, where the MSTGCN model and
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Fig. 4. Confusion matrix from all the compared models on ISRUC-S3 subset.

TABLE IV
COMPARISON RESULTS AMONG SEVERAL DEEP LEARNING METHODS BASED ON OTHER PUBLIC DATASETS

the SalientSleepNet model also perform very well on ISRUC-
S3 or ISRUC-S1 subsets. Therefore, these four models are
selected to compare the training efficiency. Considering the
architecture and parameters of all these four models are totally
different, in order to fairly compare execution efficiency,
parameters including batch size, learning epochs, etc. are set
the same as those in [18], [35], and [51]. Fig. 5 shows the
training time comparison among the top 3 models on ISRUC-
S3 or ISRUC-S1. The MSTGCN and JK-STGCN models
take the least time to train the classification, but their feature
extraction steps take more time, which leads to a higher overall
training time compared with the proposed model. Due to its
complex architecture, the SalientNet model takes the longest
time to complete the training tasks.

D. Model Analysis
According to TABLE III, the proposed 3DsleepNet model

can have a good capacity to identify sleep stages for healthy

and unhealthy subjects/patients. But it also implies that there
are still two important factors, namely the proportion of
unhealthy patients and the size of training sets, which can
affect the generality on unhealthy patients. To explore the
influence of these two factors, two more experiments are
carried out on the ISRUC-S3 and ISRUC-S1 datasets.

1) Influence of the Ratio of the Unhealthy Patients in the
Training Set: For a fair comparison of the influence of the
ratio of unhealthy patients in the training set, all comparison
experiments are conducted on a fixed testing set, which
consists of ten random subjects from the ISRUC-S1 dataset.
The training set initially consists of 10 healthy subjects from
the ISRUC-S3 dataset, and the ratio of unhealthy patients is
changed by replacing a random healthy subject in it with a
random data sample from the remaining 90 patients of the
ISRUC-S1 dataset.

It can be seen from Fig. 6 that the classification perfor-
mance is very low at the beginning when all data in the
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training set are healthy samples. The accuracy, F1-score and
Cohen’s kappa only achieve 0.53, 0.47, and 0.38, respectively.
However, the classification accuracy increases noticeably and
achieves 0.73 when there are 10% unhealthy samples. The
F1-score and Cohen’s kappa results are also improved a lot
and achieve 0.68, and 0.64, respectively. After a steady rising,
the classification performance trends keep improving with a
slow growth rate, even though there are two decreasing points.
Finally, when all data samples are from sleep-disorder cases,
the classification performance reaches the highest, with the
accuracy, F1-score, and Cohen’s kappa are 0.78, 0.73, and
0.69, respectively. Since the distribution of sleep stages from
ISRUC-S1 and ISRUC-S3 is totally different, it is reason-
able and acceptable that the performance is very low at the
beginning, when the model learns normal bio-signals and tran-
sitional rules from healthy subjects and has little knowledge
about abnormal features. However, it starts to recognize the
abnormal features or patterns when an unhealthy subject is
added to the training set, and this leads to the improvement
of the classification accuracy. The trend of the slow growth
of accuracy keeps until all training data are from unhealthy
patients.

Under the same size of the training set, the classification
results with unhealthy patients are lower than those from
healthy subjects. This phenomenon is also caused by the
different distribution of sleep stages from ISRUC-S1 and
ISRUC-S3, which means that the transitional rules and signal
characteristics are quantitatively and complexly higher than
those of healthy cases. As a result, models cannot learn
features comprehensively with a small dataset, which leads
to lower classification performance.

2) Influence of Training Data Size: To explore whether an
increased dataset size may increase the classification perfor-
mance on sleep-disorder cases, an extra experiment is carried
out.

The ISRUC-S1 dataset is divided into four disjoint sub-
groups, and each subgroup contains 10, 20, 30, and 40 patients,
respectively. For each subgroup, the Leave-One-Out cross-
validation is conducted to validate the influence of the train
data size on the proposed model.

Fig. 7 shows the experimental results on the effects of the
train set. The classification accuracy, F1-score, and Cohen’s
kappa on unhealthy patients are 0.79, 0.75, and 0.73, respec-
tively, which are the lowest. However, the classification
measurements are improved when the size of the train-
ing set increases and finally achieves 0.82, 0.81, and 0.76,
respectively.

This experiment also demonstrates that a big training data
set size can weaken the negative impacts on classification
results from abnormal bio-signals and abnormal transitional
rules.

3) Incremental Comparison Experiments: To further investi-
gate the influence of each module used in the proposed model,
eight variant models are designed and evaluated using the
ISRUC-S3 database. The details are described below:

1. variant a (basic model): The basic model is a one-
branch 3D-CNN model of a temporal stream without any
attention layer or LSTM layer.

Fig. 5. Training time for the top 3 models on ISRUC-S3 or ISRUC-S1
based on 10-fold training.

Fig. 6. The trend of classification results with different ratio of unhealthy
patients in the training data set.

2. variant b (basic model + temporal-frequency stream):
A temporal-frequency stream is added to construct a two-
stream 3D-CNN model without any attention layer or LSTM
layer.

3. variant c (variant b + frequency stream): A frequency
stream is added to variant b to construct a three-stream
3D-CNN model without any attention layer or LSTM layer

4. variant d (variant c + partial dot-product attention):
A partial dot-product attention is added to quantify the impor-
tance of input features.

5. variant e (variant d + LSTM): A LSTM layer is added
to learn transitional rules among neighboring epochs.

6. variant f (variant c + spatial-temporal attention +

LSTM): The partial dot-product attention layer is replaced by
a spatial-temporal attention layer to indicate the importance of
different channels and different sleep epochs. An LSTM layer
is added to learn transitional rules among neighboring epochs.

7. variant g (variant c + self-attention + LSTM): The partial
dot-product attention layer is replaced by a self-attention layer
to indicate the interdependence within input features.

8. variant h (using EEG channels only + the complete
model e): Features are extracted from six EEG signals to test
the importance of the complementary channels to the overall
performance.
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Fig. 7. The classification results of 3DSleepNet on four disjoint groups
from ISRUC-S1.

Fig. 8. Comparison of the designed variant models.

Fig. 8 illustrates the classification performance of eight
variant models on ISRUC-S3. The basic model which inputs
the 3D temporal features has the lowest performance, but
all measurements increase when time-frequency features and
frequency features are fed into the 3D-CNN model. The reason
for this improvement is that the 3D-CNN model only learns the
correlation among signals and frequency bands in time series
but lacks the knowledge of time-frequency and frequency of
signals which plays an important role in sleep stages identifi-
cation. As a result, the classification accuracy is not very high
at the beginning but increases with the added time-frequency
features and frequency features. The performance further
improves when partial dot-product attention layers and an
LSTM layer are added. In terms of the partial dot-product
attention layers, they indicate the most important frequency
bands in each channel at each epoch and this helps to capture
the most relevant information. The LSTM layer helps the
proposed model learn the transitional rules among neighboring
epochs, which also improves the classification performance.
The spatial-temporal attention mechanism shrinks the input
features through one dimension which loses more information
than the partial dot-product attention mechanism and this
leads to the ineffective quantifying of the importance of
input features. The self-attention pays more attention role
to the correlation among inner elements but the excessive

down-sampling in time series weakens the connection among
inner elements, which makes it underperform in this sleep
stages classification task. To further evaluate the contribution
of different channels in the classification performance, the
3DSleepNet model with six EEG channels inputs is tested.
Compared to the complete model with all channels, the
accuracy, F1-score, and Cohen’s kappa of the model only
using EEG signals, achieve 0.791, 0.770 and 0.731, respec-
tively, which decrease heavily from 0.832, 0.814 and 0.783,
respectively. Lacking EMG and EOG inputs leads to the result
that the classifier fails to classify REM and N1 correctly, and
these misclassifications also decline the performance of other
stages.

V. CONCLUSION

In this study, a 3D-CNN based sleep stages classification
model named as 3DSleepNet is proposed. The 3DSleepNet
consists of two 3D-CNN streams and one 2D-CNN stream.
The inputs of 3D-CNN streams are time domain features, and
time-frequency domain features, and the inputs of the 2D-CNN
stream are frequency domain features. For 3D-CNN branches,
Pseudo-3D convolution layers are utilized to decrease the
computing complexity and partial dot-product attention layers
are designed to help the proposed model pay attention to
valuable information. After the fusion layer of three streams,
an LSTM layer is used to learn the transitional rules among
neighboring epochs. Compared with the best results reported
by other models, the 3D-CNN model also can achieve com-
petitive performance on both healthy and unhealthy datasets
with less computational demand. Based on the classification
results, two more factors that may impact the performance are
further explored. The experimental results indicate that the
poor classification performance on unhealthy cases, which are
caused by abnormal bio-signals, can be improved limitedly
by increasing the proportion of sleep-disorder patients in the
training set or increasing the number of the training data.
An incremental experiment is also conducted to identify the
contributions of each model variant and several different
attention layers are tested to find the best one. A limitation of
the proposed model is that the multi-channel-based algorithm
requires large storage and memory for computation. However
with modern computer hardware technology, this shouldn’t be
a main problem for its applications and deployment on edge
artificial intelligence devices. In the future, we will improve
and explore a new 3D representation of a single-channel sig-
nal, such as one EEG channel, so that the storage requirements
and computing complexity can be further decreased.
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