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Abstract— Major Depressive Disorder (MDD) - can be
evaluated by advanced neurocomputing and traditional
machine learning techniques. This study aims to develop
an automatic system based on a Brain-Computer Inter-
face (BCI) to classify and score depressive patients by
specific frequency bands and electrodes. In this study,
two Residual Neural Networks (ResNets) based on elec-
troencephalogram (EEG) monitoring are presented for
classifying depression (classifier) and for scoring depres-
sive severity (regression). Significant frequency bands and
specific brain regions are selected to improve the perfor-
mance of the ResNets. The algorithm, which is estimated
by 10-fold cross-validation, attained an average accuracy
rate ranging from 0.371 to 0.571 and achieved average
Root-Mean-Square Error (RMSE) from 7.25 to 8.41. After
using the beta frequency band and 16 specific EEG chan-
nels, we obtained the best-classifying accuracy at 0.871
and the smallest RMSE at 2.80. It was discovered that
signals extracted from the beta band are more distinctive
in depression classification, and these selected channels
tend to perform better on scoring depressive severity. Our
study also uncovered the different brain architectural con-
nections by relying on phase coherence analysis. Increased
delta deactivation accompanied by strong beta activation is
the main feature of depression when the depression symp-
tom is becoming more severe. We can therefore conclude
that the model developed here is acceptable for classifying
depression and for scoring depressive severity. Our model
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can offer physicians a model that consists of topologi-
cal dependency, quantified semantic depressive symptoms
and clinical features by using EEG signals. These selected
brain regions and significant beta frequency bands can
improve the performance of the BCI system for detecting
depression and scoring depressive severity.

Index Terms— Depressive severity, mental disorder mon-
itoring, BCI, classifying and scoring, deep learning.

[. INTRODUCTION

DD is a mental illness which is often accompanied by a

high risk of suicidal thoughts [1]. Depressed individuals
are often misdiagnosed by physicians, which leads to a range
of problems, including self-medication, substance abuse, inap-
propriate treatment, social isolation, and impaired performance
in education or at work [2], [3]. Cognitive behavioural therapy
is the best way to treat mild depression, and for severe
depression, currently, the combination of psychotherapy and
antidepressant drugs is the most effective treatment [4], [5],
[6]. Improper treatments would lead to future relapse and
prolonged discontinuation symptoms [7].

Depression is widely categorized as non-depressed, mild,
moderate, and severe, according to the severity of the depres-
sive symptoms [8]. However, a descriptive study has shown
that the rate of misdiagnosis of MDD is as high as 65.9% [3].
This means that the primary accuracy rate is less than 35% [3].
Failure to correctly diagnose MDD is caused by inadequate
training of clinicians, as well as reasons that sufferers are
not given appropriate appointments, medical examinations and
proper treatments at the early stage [3], [9]. Existing tools for
diagnosing MDD tend not to be used by clinical psychologists
and physicians because these complex approaches have three
main challenges: (1) they are time-consuming and need to
be administrated by well-trained engineers or by professional
clinicians [10], [11]; (2) they cannot classify depressive sever-
ity; (3) there is no visualization result provided, for example,
brain topological maps.

To overcome these three above challenges, we firstly assume
that the delta and beta brain activities are connected to
depression as previous studies [12], [13], [14], [15], [16]
noted. Therefore, in an attempt to achieve early detection

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/


https://orcid.org/0000-0001-9546-4585
https://orcid.org/0000-0001-6996-9344
https://orcid.org/0000-0001-8735-5573
https://orcid.org/0000-0003-0305-5616

KANG et al.: CLASSIFYING AND SCORING MDDs BY ResNETs ON SPECIFIC FREQUENCIES AND BRAIN REGIONS

2965

of depression, we have made an analysis of the delta and
beta activities, as well as the corresponding brain networks
which were provided as the visualization result. In our study,
the Phase Synchrony Index (PSI) [12], [13], [14], [15], [16]
was calculated to construct the brain functional networks. The
electrodes and frequency bands were chosen based on different
PSIs between depressive and healthy groups. Secondly, one
classifier relying on ResNet [17] was designed to process
selected EEG signals and detect depression. Additionally,
we proposed one regression model relying on ResNet to score
depressive severity. Both these two optimized ResNets on
EEGs aims to accelerate the computing and diagnosing. This
BCI system is expected to be used as a complementary tool to
detect depression and monitor depressive severity, as well as
a tool for evaluating conventional treatments in hospitals and
clinics.

To detect depression from the healthy and, to score the
depressive severity based on some specific psychological
scales, we proposed this BCI system. The contributions of
this paper are as follows: (1) We present the central-parietal
increased delta deactivation accompanied by strong beta acti-
vation in the severe depression group under working memory
tasks. (2) We propose one classification ResNet with the
use of specific frequencies and brain regions which achieves
better and more practical results in detecting the depressive
from the healthy. (3) We also propose one regression ResNet
with specific frequencies and brain regions for scoring the
depressive severity based on two professional psychologists’
score labels. The codes and corresponding documentation can
be found here: https://github.com/ChengKang520/Classifying-
and-Scoring-MDD-BCI.

[l. RELATED WORKS

It is important to detect depression at the early stage, and
not to delay proper treatments. Undetected depression can
lead to long-term suffering and even suicide. Machine learning
approaches can make early detection.

In recent years, medical images and methods relying on
electrophysiological signals have been developed. Most of
them have focused on extracting brain networks and using
diagnostics models. Figure 1 illustrates the experimental flow.
Our previous studies found that delta and beta brain activities
are different from activities which are observed in the control
group [12], [13], [14]. Based on these findings and inferences,
a particularly designed system is illustrated in Figure 1. From
Al to A4, A1 presents the calculation of the PSI between two
EEG signals. The formulas for calculating PSI can be denoted
as:
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where AQ; 7 is the difference between the angles of two
electrodes (A6 ,x and A@. ) under the k-th trial. N
is the number of total trials, and r"~™ is the mean value.
We also denote it as PSI. Lastly, lag"~"™ is the averaged
angle of N trials. The entire procedure for constructing brain
functional connection networks is presented in our previous
study [14]. Moreover, A2 shows the significant features that we
have detected from functional brain networks during working
memory tasks - beta frequency band and 16 selected electrodes
out of 64. After these pre-processing steps, A3 shows the
use of ResNet architectures [17] and lists out the strategies
for classifying and scoring depression. A4 shows two outputs
which consist of the detection result for depression and the
score of grading depressive severity.
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A. Brain Regions and Extraction of Functional Networks

Methods relying on functional or structural brain networks
are at the core of many mental health diagnosis methods,
such as brain-connected networks for identifying bipolar disor-
ders [18], [19] and schizophrenia [20], especially for detecting
depression by EEGs [21], [22], [23]. To improve detection
accuracy, researchers have focused on extracting useful infor-
mation in the first pre-processing step.

In the first stage, when constructing functional brain net-
works or selecting obvious brain regions, some indexes were
computed to estimate the connections or spectrums of brain
regions. For example, during the resting state, one study used
Adaboost classifiers to identify Cognitive Emotion Regulation
Strategys (CERSs) with the help of spectral coherence [24].
Those spectrums of left and right frontal-prefrontal regions
show obvious advantages to estimate the depression symptom
under resting state [25]. The absolute power of the theta wave
indicated a valid characteristic for discriminating depression.
Relying on this finding, researchers used K-Nearest Neighbor
(KNN) with 10-fold cross-validation to test the classification
performance [21]. After the calculation of the relative wavelet
energy and various entropy features by the Decomposed
Discrete Wavelet Transform (DWT) coefficients on the EEG
signals, a feed-forward Artificial Neural Networks (ANNs)
was used to classify depression conditions [23]. A feature-
level fusion approach was used to find powerful features, and
then, traditional machine learning classifiers were utilized to
detect depression by multimodal EEG data [22].

The brain networks have the attribute to show some well-
known cognitive patterns, such as the abnormal cognitive
control network of depressive patients [26], and they also
can present the electrophysiological brain connections of some
frequency bands (delta, theta, alpha and beta) [14]. According
to brain oscillations in different frequencies, the PST [12], [13],
[14], [15], [16] was calculated to construct the brain functional
networks. The PSI can reflect the degree of synchronization
between two EEG channels, and after the calculation of
correlation coefficients based on PSIs, an online clustering
approach was used to construct convergent brain networks
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The Procedure about Classifying Depression and Scoring Depressive Severities
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Fig. 1. The framework of this study. The entire procedure about classifying depression and scoring depressive severity (A1 — A2 — A3 — A4).

as described in previous studies [12], [13], [14], [15], [16].
Consequently, the Morlet’s wavelet was utilized to calculate
the time-frequency domain and the angle:
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where <p§”.a 1 (fs 1) is the Morlet’s wavelet at frequency domain
f, and §; is the standard deviation of the Gaussian function
@)k (f+ 1). When relying on the EEGLAB in the MATLAB
environment, the wavelet cycles and the lowest time-frequency
window are selected referring to our previous studies [12],
[13], [14].

B. Artificial Neural Networks Utilization

Classifying depression by machine learning approaches
mainly contributes to the short time-consuming diagnosis.
With the use of machine learning methods (Support Vector
Machine (SVM), Adaptive Boosting (AdaBoost) and Random
Forest (RF)), the most popular basic clinical techniques are
Magnetic Resonance Imagings (MRIs) and EEGs. Some par-
ticularly selected channels were utilized before training tasks,
as large amounts of irrelevant information will slow down
training and make the model susceptible to overfitting [27].
The common flow of depression detection systems can be
divided into the following three steps.

1) Step 1: Psychological Paradigm: One study reported that
adaptive dual n-back Working Memory (WM) training can
reduce subclinical anxiety and depression symptomology in
adolescents [28]. During the learning processes of the WM
capacity, WM was found to moderate the relation between the
Brain Derived Neurotrophic Factor (BDNF) and psychother-
apy outcome for depression [29]. These studies indicate that
WM plays an important role in reflecting depression severity.
Therefore, there are two reasons why we chose n-back tasks as
the paradigm. (1) because most emotional tasks cannot control
the affection intensity, we design this n-back paradigm and

evaluate the WM capacity of participants by adjusting the n-
back task (0-back is the base, and from 1 to 2,3,...,n, the
difficulty of these n-back tasks will become higher); (2) to
develop potential rehabilitation methods by using WM training
for our future work.

2) Step 2: Feature Extraction: Commonly, significant neu-
roimaging regions [26] and significant electrophysiological
areas [8] should be extracted and fed into machine learning
models, as well as some selected EEG channels contributed
to depression classification during eye-close resting states or
tasks completing states.

3) Step 3: Classifying and Scoring Depressive Symptoms:
In recent five years, researchers used traditional machine
learning approaches with EEGs to identify depressed subjects,
for examples, ANN [23], logistic regression [30], SVM [31],
bagged tree [32] and Convolution Neural Network (CNN)
[8]. For classifying depression subjects, a deep CNN [8],
a combined architecture of CNN and Long Short Term Mem-
ory (LSTM) [33], HybridEEGNet [34], and Spiking Neural
Network (SNN) [35] were used for discriminating depression
under various cognitive or resting state tasks. Deep learn-
ing methods, especially CNN architectures, can automatically
extract important features and can score depression severity
within several psychological tasks. But for LSTM, one time-
series model, which focuses on processing long time-series
signals, it requires participants to complete long and huge
continuous tasks.

For scoring the severity of depressive symptoms, one study
used fMRI images and kernel partial least squares regres-
sion model, and the authors applied RMSE to evaluate the
performance of their models [36]. Finally, we propose an
approach based on beta EEG and particularly selected sixteen
channels for classifying depression and scoring depressive
symptoms. ResNets were selected because they can avoid
gradient vanishing and go deeper with fewer parameters [17].

[1l. METHODOLOGY
A. Participants and EEGs Recording

The EEG signals were obtained from Shenzhen University,
and Shenzhen Kangning Hospital, in Shenzhen, China. This
study was approved by the ethics committee of Shenzhen
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Mental Health Center. This dataset consists of 52 healthy
undergraduate dextromanual students (6:4 males to females;
Mean = SD = 20.4 £ 9.7 age distribution) and 48 depressed
patients (6:4 males to females; Mean+SD = 34.34+12.1 age
distribution). Strict selection and assessment procedures were
employed as detailed elsewhere [12]. In both healthy
and depressive groups, no medication was taken, and no
personal or family history of psychiatric or neurological
diseases was found before experiments. Based on using
the DSM-IV Axis I Disorders, Clinician Version (SCID-CV)
[37], the 17-item Hamilton Depression Rating Scale (HAMD),
the depressed scores come from two professional clinical
psychologists. The accepted depressive patients should
be tested before the experiment by these two psychologies.
If when two scores of one patient from these two psychologies
could not be verified as the same level (one is mild, another
is severe), this patient will be rejected to participate in
this experiment. On the contrary, the average score will
be computed to be the final score label. The depressive
severity based on the HAMD and SCID-CV was classified,
and the 17-item HAMD cut-off points were also defined as
follows: > 24 = severe; 17—23 = moderate; 8—16 = mild,
and none(non — depressed) = 0 — 7 [38]. The difference
between moderate depression and mild depression is small,
and after pre-processing of EEG data, we found the data
distribution is imbalance. To avoid these two potential risks
that would affect the performance of our proposed models,
we eventually reduced the number of categories to three.
Based on these previous studies, in this system, three groups
were selected: healthy controls (non — depressed : 0 — 7),
depressed with low scores (Score : 8 — 23) and depressed
with high scores (Score :> 24).

B. Working Memory Experiments

Following our previous studies [12], [14], this n-back exper-
iment was developed under the E-Prime 5.0 environment The
letter variant version of the n-back tasks was used in the
experiment. 0O-back tasks were set as the baseline, 1-back
2-back tasks were set as the WM load. These volunteers
observed and responded to the black letter stimuli on the
screen with a white background, and at the same time, they
should press two buttons including the index finger for match-
ing stimulus and the middle finger for mismatching stimulus.
Under the 0-back tasks, participants were required to identify
a single prespecified letter “X” from the screen by pressing the
matching button. Meanwhile, if they recognized a particular
letter which matched the letter presented 2 trials before in the
2-back tasks, they should press the matching button. Presented
letters were randomly selected from English consonants. This
experiment was divided into three segments, and every seg-
ment has three tasks with a separately random arrangement
of 0-back, 1-back and 2-back. We designed three tasks:
0-back, 1-back and 2-back. In each experiment segments,
we randomly arranged the sequence of these three n-back
tasks, because a predictable and fixed sequence design will
affect the performance of participants when they implementing
these WM tasks. Random arrangement of 0-back, 1-back and
2-back can avoid this potential risk. We set the duration of

each given task as 75 seconds. All tasks should consist of
a pseudo-random sequence of 30 consonants (10 targets and
20 nontargets). To avoid incorrect manipulation, as well as to
provide enough time for reaction, letters were presented for
0.5 seconds and then disappeared in the following 2 seconds.
Meanwhile, during every two parts, there are 45 seconds for
participants to take a break. The behavioural performance was
also recorded, for example, the reaction time and the response
accuracy rate. Particularly, incorrect responses were excluded
during the EEG analysis. After they convinced that there is
no questions and every detail is clear, the warm-up tasks for
guiding participants before the formal experiment would be
ended.

C. Preprocessing of EEGs Before Training

All procedures including EEG recording and preprocess-
ing have been detailed in the previous studies [12]. Briefly,
after (1) the removal of eye movements, (2) 0.16-30 Hz
(24dB/Octave) band-pass filtering, (3) artefact rejection and
(4) baseline correction, the phase coherence calculation should
be completed before the training tasks, because this study aims
to develop an automatic system which can classify depression
and score depressive severity by selected frequency bands
and electrodes. Brain connection maps were constructed using
the phase coherence method, as described in our previous
studies [12], [13], [14], [15], [16]. The inputs are EEG signals
from 64 or 16 channels during one type of task, and there are
three different task types including O-back, 1-back and 2-back.

D. Residual Neural Networks

In Figure 2, there are 64 channels that record EEGs, mean-
while, 2.5 seconds of EEG signals were collected. After
that, a down-sampling process makes the data length from
2500 points to 1250 points. Thus, after discarding 98 points
of the tail, we set the size of the input as 64 x 64 x 18 in the first
model. Then, two residual neural networks are used to train
this EEG data (0-back, 1-back and 2-back tasks). Moreover,
16 selected electrodes based on the phase synchronization
method were used in the second training phase. Therefore,
we set the size of the input as 16 x 64 x 18 for further
training. The whole size of this EEG data is 22.5M sampling
points ([48 depressive patients 4+ 52 healthy controls] x 60 tri-
als x 3 tasks [0-back, 1-back and 2-back] x 2.5 seconds x
500 sampling rates = 22.5M). After we tested the CNNs with
6 residual blocks, the performance tends to be best, as the
size of its parameters is 0.85M (properly selecting the size
of the model’s parameters can avoid overfitting, as well as
insufficient fitting).

As the misdiagnosis rate of MDDs is widely recognized
as 65.9% [3], we set the threshold of detecting rate as 70%.
There are 60 trials that one participant should implement, and
the depressive probability of one participant is the division
product: (the number of trails whose predicted probability
from the model is above 70%) — (the total number of trails).
Thus, if the predicted probability of one subject on one trial
being depressive is above 70%, the system will classify him or
her as 100% depressive on this trial. Finally, during one trial,



2968

IEEE TRANSACTIONS ON NEURAL SYSTEMS AND REHABILITATION ENGINEERING, VOL. 31, 2023

The Structure of the Residual Nerual Network
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Fig. 2. The structure of the constructed residual neural network. The input size is 64 x 64 x 18 or 16 x 64 x 18. Conv+BN+RelLu means the
processing of convolution (Conv), batch normalization (BN) and rectified linear unit (ReLU). FCL is the fully connected layer. The shortcut is purely

forward plus. x3 means this block should be repeated triple times.

if there are 33 subjects out of a total of 40 subjects whose
probabilities of the ResNet classifier are equal to or greater
than 70%, the accuracy rate of the model is 0.825 (33/40).
Moreover, the second ResNet regression model outputs the
score of depressive severity (as referring to the SCID-CV
system and the HAMD score).

IV. RESULT
A. Memory Load Comparison of Behavioural Results

Table I shows the significant level between the low and the
high depressed group in terms of response accuracy rate and
reaction time during three different working memory tasks
(0-back, 1-back and 2-back). During the 0-back task, there
is no significant difference (P = 0.061) between MDDs with
low scores and the MDDs with high scores in terms of the
response accuracy rate. But for the reaction time, the difference
is significant (P = 0.017). In the 1-back task, both the
response accuracy rate and the reaction time show a significant
level (P < 0.01). When implementing the 2-back task, the
MDDs with low scores demonstrated a significant difference
in response accuracy rate (P < 0.01).

B. The Connections Comparison

We used the 0-back task as the “rest-state”, and the 2-back
task as the WM load. Thus, the PSI decrease refers to the
weak neuronal activity in the corresponding regions and the
inhibition trends returning to the “rest-state”. The PSI increase
means the activation of the neuronal activity in the correspond-
ing brain regions and strong WM related mechanisms.

Depending on two WM tasks (0-back and 2-back), the num-
ber of significantly connected pairs is presented in Figure 3.
For the PSI decease, connections in the whole delta frequency
components are the most significant different part among the
three groups. The depressed group with high scores demon-
strates the dominant whole theta frequency connections, but
other frequency bands show no significant difference. When
considering the PSI increase, the depressed group with high
scores has the fewest delta, theta and alpha-connected pairs.
Both two depressed groups demonstrate greater numbers of
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Fig. 3. The number of the significant pairs in terms of the comparison
between 2-back and 0-back tasks.

the whole beta connections, but the depressed group with
low scores presents stronger connections in delta, theta and
alpha bands when compared with the depressed group with
high scores. After the comparison of the product (the number
of significant pairs x the corresponding PSI values), which
could represent significant PSI whole levels among three
groups, t-value results deriving from the two-sample t-test
are demonstrated in Figure 4 (P < 0.01). We marked the
most significant frequency component in every histogram.
Apart from Figure 4B, which shows that the slightly obvious
frequency part locates on delta bands (P < 0.05), the last three
histograms show that the beta frequency activation represents
the most significant difference.

C. Clusters Between These Three Groups

According to the PSI connections comparison, as shown
in Figure 5A, the PSI decrease in the depressive group with
lower scores contributes to few electrode connections, and it
also presents the flat distribution in the beta frequency band
in Figure 3. However, for the PSI increase in Figure 5B, the
control group cannot generate one cluster, and the depressive
group with low scores tends to gather the connected pairs
in the left parietal and the left central regions (as shown
in Cluster A). Accordingly, between the depressive group
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TABLE |
THE COMPARISON OF REACTION TIME AND RESPONSE ACCURACY RATES BETWEEN TwO DIFFERENT MEMORY LOADS (AVERAGE + VARIANCE)
IN Two DEPRESSIVE GROUPS

Memory Load 0-back 1-back 2-back
Scores Low scores  High scores  Low scores  High scores  Low scores  High scores
Response Accuracy Rate 98.9+1.4 96.3+2.2 92.8+4.7 86.3£3.6 84.9+5.3 75.5+7.6
Reaction Time 545+53 561+47 701£147 751£129 769£176 791£183
Statistics P value P value P value
Accuracy Reaction Accuracy Reaction Accuracy Reaction
(the low and Rate Time Rate Time Rate Time
the high) P = 0.061 P =0.017 P <0.01 P <0.01 P <0.01 P =0.053
A. i of the ge of PSI B.C of the ge of PSI
between the heathy and the depression between the heathy and depression TABLE | ”
with low scores with high scores CLASSIFICATION (ACCURACY) AND SCORING DEPRESSION (RMSE)
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Fig. 4. The tvalues (significant level) of the comparison between the
depression group and the healthy control group.

TABLE Il
CLASSIFICATION (ACCURACY) AND SCORING DEPRESSION (RMSE)
RESULTS (MEAN AND VARIANCE) USING WHOLE FREQUENCY BANDS
(DELTA, THETA, ALPHA AND BETA)

Accuracy Rate 0-back 1-back 2-back Best Result

(>0.70) 0.457+£0.004 0.429+0.010 0.514+0.027 0.734 in 2-back
Score Difference 0-back 1-back 2-back Best Result
(RMSE) 8.38+10.39 8.41+12.43  7.73x10.40 3.22 in 2-back

with high scores and the control group (the down panel in
Figure 5C), in terms of the PSI decrease, the control group
obtains fewer connected pairs mainly in the left frontal and the
whole parietal areas (as shown in Cluster C), but the depressed
group shows almost the whole cerebral connections apart from
the occipital areas (as shown in Cluster B). Regarding the PSI
increase, the depressed group with high scores presents the
compact connecting pattern presenting the left frontal-central
and right central-parietal regions, as well as the left frontal-
temporal and the right temporal-parietal areas (as shown in
Cluster D).

D. The Result of Classifying and Scoring MDD Patients

After these above pre-processing steps, there are no
more than 60 trials for each subject, because we removed

Accuracy Rate  0-back 1-back 2-back Best Result
(>0.70) 0.514+0.047 0.429+0.051 0.371+0.047 0.783 in 0-back
Score Difference 0-back 1-back 2-back Best Result
( RMSE) 7.97£5.08 7.59+2.29 8.05+1.96 4.10 in O-back
TABLE IV

CLASSIFICATION (ACCURACY) AND SCORING DEPRESSION (RMSE)
RESULTS (MEAN AND VARIANCE) USING WHOLE FREQUENCY BANDS
(DELTA, THETA, ALPHA AND BETA) AND SELECTED EEG CHANNELS

Accuracy Rate 0-back 1-back 2-back Best
(>0.70) 0.514+0.047 0.514+0.057 0.571+0.020 0.714 in I-backs
Score Difference 0-back 1-back 2-back Best
(RMSE) 7.77£9.67 7.25+4.81 7.37+4.61 2.88 in I-back
TABLE V

BY SCALING THE SI1ZE OF PROPOSED RESNETS, THE BELOW SHOWS
THE CLASSIFICATION (ACCURACY) AND SCORING (RMSE) RESULTS
USING BETA FREQUENCY BAND AND SELECTED EEG CHANNELS

ResNet (Size: 2.4M)

Accuracy Rate  0-back 1-back 2-back Best

(>0.70) 0.452+0.0913 0.409+0.222 0.414+0.367 0.833 (0-back)
Score Difference 0-back 1-back 2-back Best

( RMSE) 8.12+11.45 8.07+11.83  7.74+13.36  3.02 (0-back)

Default ResNet (Size: 4.6M)

Accuracy Rate  0-back 1-back 2-back Best

(>0.70) 0.429+0.051 0.514+0.016 0.457+0.055 0.871 (2-back)
Score Difference 0-back 1-back 2-back Best

( RMSE) 7.97+12.76  7.83x10.93  7.59+14.68 2.80 (2-back)

substandard trials. The result of the whole frequency band
is shown in Table II. Results of beta frequency bands are
presented in Table III. In the second model, we extended
the system for classifying depression and scoring depressive
severity by extracting the beta frequency band and 16 sig-
nificant electrodes. The online clustering step based on PSIs
generates Cluster A and Cluster D, and the most frequently
connected electrodes - Fz, F1, F3, FCz, FC1, FC3, FCS5,
FT7, FT9, T7, CP3, CP2, CP4, CP6, TP8 and TP10 - both
in Cluster A and Cluster D can contribute to improve the
performance of classifying depression and scoring depressive
severity. To avoid random result, we used 10-fold computing
method to choose the best result. For example, in Table IV,
the classification accuracy rate can reach 0.714 when using the
whole frequency bands. But as shown in Table V when relying
on the beta frequency bands, the accuracy rate can even reach
0.871. Eventually, based on 2-back tasks in beta frequency
bands with the contribution of particularly selected channels,
in terms of 10-fold testing, 0.871 is the maximum value.
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Fig. 5. Clustering of some significantly increased and decreased phase synchronization indices mainly in beta bands for both the two depression
groups and control groups. Lines in the up panel (panel A and B) respectively represent the significant PSI decrease and increase during the 2-back
condition. Relative to that during the 0-back condition (p < 0.05) between the depressed group with low scores and the control group. Connections
in the down panel (panel C and D) respectively represent significant PSI decrease and increase between the depressed group with high scores
and the control group. (Bc, Cc, Cd and Dc) Cluster A, B, C and D identified in the control group and two depressed groups respectively were
significant using a control of family-wise error rate at the level of = 0.01. Bd, Ce, Cf and Dd are correlation coefficient of phase synchronization
within corresponding clusters. The gray panel C means that the significant level is slightly obvious.

Regarding scoring depressive severity, although the smallest
RMSE result is 2.8 in 2-back in Table V when depending
on beta frequency bands and particularly selected channels,
the whole performance of scoring the depressive severity in
Table V is weaker than that in Table IV.

V. DISCUSSION

In this study, deactivation means that the rest-state takes
the dominant role, and activation presents the processing
of the working memory. We found that the low depressive
group presents weaker delta deactivations but stronger beta
activations, while the high depressive group shows more
obviously deactivated delta connections and more activated
beta connections. Moreover, there are beta right central parietal
functional connections appearing in depression patients when
the depressive severity becomes severe. In addition, the beta
frequency bands contribute to classifying depressive patients
from healthy controls, and particularly selected channels tend
to easily distinguish depressive patients. Relying on beta
frequency bands can increase the possibilities for scoring the

depressive severity, and these selected channels also show
obvious scoring advantages under the beta frequency band.

A. Possible Inducing Reason for Getting Depression

As the depressive symptoms becoming more severe, depres-
sion patients show more obvious delta deactivations and
beta activations, but no evidence presents the obvious theta
and alpha activities. This is a coincidence that subjects
who were infected by Human Herpesvirus 6 (HHV-6) could
not show a relationship with theta and alpha EEG oscil-
lations [39]. Moreover, for patients suffering the HHV-6
infection, after medical treatment and 14 days of improve-
ment, their theta/delta EEG oscillations will become slower
[40], which means theta/delta activities become weaker [41].
Human Betaherpesvirus 6B (HHV-6B) infection can increase
the potential risk of mental disorders [42], especially depres-
sion [43]. Then, we can conclude that there is a potential
relationship between HHV-6 and depression. Our following
research would focus on how serious HHV-6 can induce
depression.
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B. Topological Analysis

The approach of topological networks provides the com-
parison of different cognitive patterns. On the one hand, the
phase coherence analysis shows that the depressive group
tends to weaken the low-frequency WM activation, especially
in the delta and theta frequency bands. When depressive
symptoms are becoming severe from moderately depressed to
severely depressed, the above finding becomes more obvious.
On the other hand, in Figure 4 C and D, the beta WM
activation of highly depressed patients present a significant
difference when compared to beta WM activities of the
slightly depressed group. Thus, the depressive group would
gain stronger beta activations than the healthy controls, and
highly depressive patients show more risk of suffering from
this imbalance. Moreover, slightly depressive patients present
a lack of delta and theta WM deactivation, and on the contrary,
the highly depressive group shows redundant delta and theta
WM deactivation. During the implementation of WM tasks,
the depressive group reported reduced frontal-midline theta
power and increased occipital upper alpha power during WM
encoding [44], and this similar research perhaps provides
evidence that depressive patients present abnormal brain activ-
ities in all frequency bands. The beta-frequency topological
structure (Cluster D in Figure 5) of the highly depressive
patients shows the extra central-parietal WM activation when
compared with that (Cluster A in Figure 5) of the slightly
depressive patients. This may correspond to the findings that
only MDDs are characterized by unique EEG oscillations
in beta frequencies. EEG beta oscillations are dominant in
relation to delta, theta, and alpha when compared with healthy
subjects [45], [46], and moreover, the high beta coherence
is relative to connections within and between Dorsolateral
Prefrontal Cortex (DLPFC) or temporal regions [25].

The increased delta deactivation during WM tasks repre-
sents the low WM loads, and this could be related to the resting
recovery mechanism from cognitive maintenance. Considering
the difference between Cluster B and Cluster C (Figure 5,
panel C), as well as the pairs increase in the delta band
(Figure 3), in terms of the condition when depressive symp-
toms are becoming serious, the same climbing trend of the
delta deactivation was also seen in a neuromodulation therapy
study [47]. Although connections of the highly depressive
group in the PSI decrease show no obvious significance, the
whole cerebral delta connections (Cluster B) indicate that
they need more brain areas to implement WM deactivation
than the control group (Cluster C). The research [47] also
found that beta and gamma power increases at the Left-
Dorsolateral Prefrontal Cortex (L-DLPFC) were correlated
with an improvement in depressive symptoms. Increased atten-
tional processes were proved to be connected to oscillations
of the beta and gamma bands [48], and this might proof that
Cluster A and Cluster D appearing in beta oscillations could
adjust the attention processing of depressive subjects. When
compared with Figure 3D, decreased pairs of the alpha acti-
vation in Figure 3E present the similar evidence that greater
reductions of upper alpha and gamma power during WM
maintenance were relative to high depressive severity [44].
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TABLE VI
COMPARISON WITH EXISTING METHODS ON CLASSIFYING
DEPRESSION WITH EEGS
. Cross Method +
References Subjects validation  Feature Accuracy
EEGs (Scenario)

Hanshu Cai MDD = 86, 10-fold KNN + EEGs Highest at
et al (2020)[22] HC =92 -lo (Fpl, Fpz, Fp2) 86.98%
Xiaowei Zhang MDD = 81, 10-fold CNN + EEGs + Average at
et al (2020)[49] HC =89 demographic 75.29%

Xiaowei Li MDD = 24, 24-fold CNN + EEGs 80.74% for
et al (2019)[50] HC =24 (all frequencies) mild

ResNet + EEGs Max: 87.1%
Thf;nprt(})lpgsed MI-II)CD = é& 10-fold (beta bands and Average
etho! o 16 electrodes) at 45.7%

C. Contribution of Frequency and Topological Selection
for Classifying and Scoring Depressive Patients

When distinguishing depressive patients from healthy con-
trols by a ResNet classifier in this study, the strategy depending
on the single beta frequency band shows that the accuracy rate
is higher than using the whole four frequency bands. Further-
more, for scoring the depressive severity in the depression
group, this system presents a suitable approach to quantizing
the grade of depressive severity. This finding may indirectly
suggest that the beta frequency has the advantage to iden-
tify depression patients when implementing WM tasks [14].
Additionally, beta frequency cerebral activities can offer a
tool to detect depression, but they cannot help to improve the
performance of scoring depressive severity.

However, in the beta band, the scoring result presents wider
variances. The whole frequency bands should be considered
to score depressive severity only. The reason why the average
accuracy rate is not high is that there are only two psycholo-
gists who diagnosed the patients and provided the results. This
will cause the instability of data, especially when using the
probably misdiagnosed subjects to test deep learning models.

D. State of the Art for Classifying Depressive Patients

Table VI shows the significant advantage of this proposed
method, and the highest accuracy rate of detecting depression
can reach 87.1%. However, the whole performance of scoring
the depressive severity in V is weaker than that in IV which
uses the whole frequency bands. We infer that the reason is
the quality of data and the robustness of the proposed model is
not strong enough. In terms of the average accuracy rate, the
limitation of this proposed method is that it cannot provide
stable results, and this approach relies on the psychological
paradigms (n-back) which only can represent the brain func-
tion of the working memory.

E. State of the Art for Scoring Depressive Severities

Scoring of depressive severity is addressed in two studies
based on MRI-related images with Partial Least Squares
Regression (PLSR) and Relevance Vector Regression (RVR)
[38,75]. Table VII shows that under the leave-one-out cross-
validation, the minimum RMSE can reach 2.50 [51], which
means the RVR+MRI method can precisely grade the depres-
sive severity within 2.50 error. In this study, the proposed
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TABLE VI
COMPARISON WITH EXISTING METHODS ON SCORING DEPRESSIVE
SEVERITIES WITH EEGS

References Subjects ('lros.s Method + RMSE
validation Feature
Images (Scenario)
Kosuke Yoshida MDD = 58,
et al (2017)[36] HC = 65 leave- PLS + sMRI 9.56
one-out
Benson MDD = 30, ’
etal (2012)[51]] HC =0 leave- RVR + MRI 2.50
one-out
EEGs (Scenario)
ResNet + EEGs
The proposed MDD = 48, o
method HC = 52 10-fold (beta bands 2.80

16 electrodes)

method shows a minimum RMSE of 2.80 under 10-fold cross-
validation.

VI. CONCLUSION AND FUTURE WORK

In this study, we proposed a BCI system including two mod-
els based on the ResNet architecture (2) to detect depression
and (1) to score the depressive severity by using 16 particularly
selected channels and beta frequency EEG signals. The ResNet
classifier is mainly for detecting depressive subjects from
healthy controls, and the ResNet regression model is aiming
to grade the depressive severity. Specifically, the coherence
analysis provides the significant frequency bands, as well as
the identified brain functional networks of depressive patients.
We proved that the beta frequency can contribute to detect-
ing depression and scoring depressive severity. Particularly
selected EEG channels to show a significant advantage for
classifying depression.

Future works will mainly focus on (1) the construction of
further advanced ANNSs, (2) the EEG data acquisition and
selection of depressive patients, (2) more proper experiments
design, and (4) the estimation of the antidepressant drug
treatment. We will also aim to figure out whether there is a
strong connection between inducing factors of depression and
HHV-6.
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