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Optimized Transfer Learning Based Dementia
Prediction System for Rehabilitation
Therapy Planning
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Abstract— Dementia is a neurodegenerative disease that
causes a progressive deterioration of thinking, memory,
and the ability to perform daily tasks. Other common
symptoms include emotional disorders, language disor-
ders, and reduced mobility; however, self-consciousness is
unaffected. Dementia is irreversible, and medicine can only
slow but not stop the degeneration. However, if dementia
could be predicted, its onset may be preventable. Thus, this
study proposes a revolutionary transfer-learning machine-
learning model to predict dementia from magnetic reso-
nance imaging data. In training, k-fold cross-validation and
various parameter optimization algorithms were used to
increase prediction accuracy. Synthetic minority oversam-
pling was used for data augmentation. The final model
achieved an accuracy of 90.7%, superior to that of com-
peting methods on the same data set. This study’s model
facilitates the early diagnosis of dementia, which is key to
arresting neurological deterioration from the disease, and
is useful for underserved regions where many do not have
access to a human physician. In the future, the proposed
system can be used to plan rehabilitation therapy programs
for patients.

Index Terms— Dementia prediction, machine learning,
parameter optimization, transfer learning.

[. INTRODUCTION

DEMENTIA is a chronic degenerative disease [1], [2],
[3], [4] characterized by a progressive and irreversible
decline in brain function; in particular, it induces behavioral
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changes and impedes a patient’s ability to perform activities
of daily living (ADLs). Dementia affects millions of people
worldwide and is becoming more prevalent as the planet’s
population ages. The World Alzheimer Report 2019, published
by Alzheimer’s Disease (AD) International, estimated that
more than 50 million people live with dementia globally. They
estimated that this number will increase to 152 million by
2050, equivalent to one person developing dementia every 3 s.
Nonetheless, rapid and timely diagnosis can slow this decline
in brain function. Manual tools for predicting dementia are
inaccurate [2], [5], [6], complex, and require cognitive tests to
be administered over a long time. Therefore, previous studies
have formulated machine-learning tools [7], [8]. based on
the k-nearest neighbor, decision tree, support vector machine
(SVM), and extreme gradient boosting (XGBoost) approaches;
these tools have been extensively used for rapid and timely
diagnosis and clinical decision-making.

One study [9] used an algorithm to distinguish healthy
participants from participants with dementia on the basis of
behavioral data; in a sequence prediction task, participants
with dementia had significantly lower peak accuracy scores
(11%) than healthy patients. Sequential pattern discovery using
equivalence classes was employed to identify various param-
eters for early-stage dementia diagnosis. The algorithm could
detect early dementia symptoms without the need for expen-
sive clinical procedures. In contrast to the aforementioned
study, [10] formulated a method that uses language samples
instead. They considered speech and language impairments,
which are common in several neurodegenerative diseases,
in their cognitive impairment analysis to achieve early diag-
nosis and identify the onset of cognitive decline. They further
introduced several original lexical and syntactic features in
addition to a previously established lexical syntax to train
machine-learning classifiers to identify the etiologies of AD,
mild cognitive impairment (MCI) and possible AD (PoAD).
A decline in linguistic function is associated with neurode-
generative diseases and cognitive decline, and the statistical
analysis of lexicosyntactic biomarkers may facilitate the early
diagnosis of these diseases. Dementia is closely related to
cognitive impairment, but cognitive impairment does not nec-
essarily lead to dementia. According to a report by the Chang
Gung Dementia Center, MCI is a transitional period during
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which the cognitive function of the patient differs from that of
a normal older adult. The probability of this MCI progressing
to dementia is approximately 10%-15%, far greater than
1%—-2% for a group of individuals without MCI. Electroen-
cephalography (EEG) signals obtained during cognitive tests
have also been subject to iterative filtering decomposition for
dementia prediction [2]. Continuous EEGs were recorded in
two resting states (i.e., eyes open and closed) and two cognitive
states (i.e., finger-tapping test and continuous performance
test). The EEG signals were decomposed using iterative fil-
tering, and four key EEG features were used for multiclass
classification. The method was effective for the early diagnosis
and prediction of dementia and was superior to decision tree,
k-nearest neighbor, SVM, and ensemble classifiers. Similarly,
[11] proposed a method for early prediction of dementia by
using an innovative travel pattern classification. Environmental
passive sensor signals were employed to sense the movements
of the inhabitants of a space. The system segmented the
movements into travel episodes and classified them using a
recurrent neural network. The recurrent neural network was
selected because it can process raw movement data directly
and does not require domain-specific knowledge for feature
engineering. Finally, imbalance in the data with respect to
travel pattern classes was handled using the focal loss, and
the discriminative ability of the deep-learning features was
enhanced using a center loss function. Multiple experiments
were performed on real-life datasets to verify the system’s
accuracy. Another study [6] used the XGBoost algorithm to
predict dementia risk. The XGBoost-based dementia risk pre-
diction model was constructed using variables extracted from
quantitative data on dementia, and its hyperparameters were
optimized. This method generates top-N groups by extracting
the most important variables. Hyperparameter optimization
was performed in accordance with the features of the data
for each top-N group. The performance of the XGBoost-based
model in determining dementia risk was evaluated using the
group with the best performance.

This study employed transfer learning and parameter opti-
mization algorithms to produce a dementia prediction model.
In the transfer learning framework of this model, multiple
weak classifiers were combined into a strong classifier to
reduce training time and expediate data aggregation. This
framework was integrated with parameter optimization algo-
rithms to improve model accuracy without the need to adjust
relevant parameters manually. Other models, namely multi-
layer perceptron (MLP) [12], random forest [13], support
vector classification (SVC) [14], AdaBoost [15], and XGBoost
[16], were also used for model training and were used in eval-
uations of the proposed transfer-learning model. The results of
this study were also compared with the prediction results of
[6] and [17], which were based on the same dataset. In these
comparisons, the accuracy of the proposed model was higher
than that of the other models. In addition, various parameter
optimization algorithms were applied to improve the accuracy
of the final model. This study’s model facilitates the early
diagnosis of dementia, which is key to arresting neurological
deterioration from the disease, and is useful for underserved

regions where many do not have access to a human physician.
Section II of this study introduces the system’s architecture,
including the content and sorting method of the data sets
and correlations among internal parameters of the data sets.
Section III explains the model training, including the principle
underlying the model algorithm and the parameter settings for
each model. Section IV presents the prediction results and
compares them with those of other models. Section V provides
a discussion of the results. Finally, Section VI organizes the
results presented in Section IV and includes the conclusions
of this study.

Il. SYSTEM ARCHITECTURE

The data sets employed in this study were obtained from
the Open Access Series of Imaging Studies (OASIS), a series
of neuroimaging data sets that are publicly available for
research and analysis [18]. The data sets contain numerical
brain magnetic resonance imaging (MRI) data from right-
handed individuals with and without dementia and aged
60-96 years. The sample comprised 150 individuals (both
sexes) who underwent two or more MRI scans 1 year apart
for a total of 373 MRI scans. The variables in the data set
are presented in Table I [6], these are number of MRI scans,
time interval between two or more MRI scans, sex, age,
years of education, socioeconomic status (SES), mini-mental
state examination (MMSE) score, clinical dementia rating
(CDR), estimated total intracranial volume (¢TIV), normalized
whole brain volume (nWBV), and Atlas scaling factor (ASF).
SES was scored from 1 (low) to 5 (high). The Mini-Mental
State Examination (MMSE) score [19] were used to indicate
cognitive ability and dementia severity and range from O
(highest risk of dementia) to 30. CDR is an evaluation of six
items, namely memory, orientation, judgment, and problem
solving, community affairs, home and hobbies, and personal
care; memory is the main evaluated item. The eTIV, nWBYV,
and ASF values were extracted from the MRI data. eTIV is the
estimated total intracranial volume, nWBYV is the normalized
whole brain volume, and ASF is the Atlas scaling factor.

Preprocessing was performed prior to model training to
remove unnecessary variables and data. All individuals were
right-handed; hence, this variable was removed. The numerical
patient identifier was also removed. Finally, some individuals
had missing data, and their data were removed from the data
set. A correlation analysis was conducted on the remaining
variables.

Fig. 1 reveals that the remaining variables were somewhat
correlated; hence, they were retained.

The dementia prediction method of this study proceeds per
the flow chart in Fig. 2. First, an OASIS brain MRI data
set was preprocessed by deleting irrelevant or missing data,
quantizing the data, and normalizing the data. A linear trans-
formation was applied to normalize the data for each variable
to range from O to 1. This transformation process not only
retained the original data sequence but also facilitated interdi-
mensional comparisons and improved classification accuracy.
Model training was performed using k-fold cross-validation in
which the data are divided into k equal parts. The model is
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Fig. 1. Correlations among parameters in the data sets.
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Fig. 2. Flowchart of dementia predictive analysis.

trained k times on the training set comprising k — 1 data sets,

and the remaining part is the test set. Prediction consistency
is improved if all data points in the test set are used once. The
results of various models were compared and analyzed using
confusion matrices. Moreover, the results of the proposed
model were compared with those of other studies that used
the same data sets.

This study was conducted according to the guidelines of the

[1l. METHOD

Fig. 3. Confusion matrix.

Declaration of Helsinki and approved by the Human Research
Ethics Committee, National Chung Cheng University (Appli-

cation number: CCUREC111090601). A confusion matrix was
used to visualize the prediction results. A two-class confusion
matrix is presented in Fig. 3. The columns and rows of the

predictions.

matrix represent predicted and ground-truth class instances,
respectively, and indicates whether the model makes erroneous
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For two classes, the accuracy is calculated as follows:

A TP+TN 0
ccuracy =
Y TP+ FP+FN+TN

Precision is the probability that the model predicts true given
that the ground truth is true; recall is the probability that the
ground truth is true given that the model predicts true. The
equations for calculating precision and recall are as follows:

.. TP
Precision = ———— 2)
TP+ FP
TP
Recall = ———— 3)
TP+ FN

The F1 score combines the precision and recall; it ranges
from O to 1 with 1 representing perfect output and O repre-
senting the worst possible output. It is calculated as follows:

2 % Precision * Recall
F1_score = — (€]
Precision + Recall

However, this study had three classification targets
(i.e., Class 0 for nondementia, Class 1 for dementia, and
Class 2 for conversion to dementia); hence, precision, recall,
and F1-Score could not be calculated; only the accuracy could
be determined. Moreover, these classes were of unequal size;
hence, the data were imbalanced.

This study employed k-fold cross validation to prevent
errors in the training results caused by specific data. In this
method, the data are divided into k equal parts, and one part
is employed as the test data each time, with the remaining
k— 1 parts used as the training data. Training is performed
k times until each set of data has been tested, as illustrated
in Fig 4(a). The results of each test were represented by
a confusion matrix. In this study, stratified k-fold cross-
validation was used to deal with data imbalance; each of the
k subsets had the same proportion of data from each class as
the overall data set Fig 4(b). This method reduces prediction
error due to data imbalance.

To further minimize the effect of data imbalance on
model training, the synthetic minority oversampling tech-
nique (SMOTE) was employed to generate new minority
samples which were included in the training data to improve
predictions for imbalanced classes [20]. Fig. 5 illustrates how
synthetic samples are generated in SMOTE. The gray and blue
circles in Fig. 5 compose the majority and minority classes,
respectively. One of the minority circles is selected, and the
k points nearest this circle are identified; one of these is
then selected at random, and a new sample is then generated
between these two points. To generate new categorical data,
averaging could not be used (e.g., the feature data of 0 and
1 cannot be 0.5); instead, the SMOTE-nominal continuous
method was employed in which the highest-frequency data
value among the adjacent points is used for the synthetic
sample. SMOTE was used to expand all classes except the
largest class for the features of dementia type, sex, and SES.
The number of neighbors k was set to 5, which means the
sample’s neighborhood is defined by the closest five neighbors
to generate synthetic samples.

Various parameter optimization algorithms, namely gray
wolf optimization (GWO), the genetic algorithm (GA),

Model 1

Model 2

Model 3

Model 4

ST I N R
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L v I v I Y J
Class 0 Class 1 Class 2
(b)
Fig. 4.  The types of cross-validation (a) k-Fold Cross-Validation.

(b) Stratified k-Fold Cross-Validation.

monarch butterfly optimization (MBO), and particle swarm
optimization (PSO), were used to optimize model hyperpa-
rameters, and the optimized models were compared.

GWO mimics the leadership hierarchy and hunting mecha-
nism of gray wolves in nature [21]. The leadership hierarchy
is represented by «, B, §, and w, and the hunting mechanism
comprises three steps: encircling, chasing, and attacking prey.
In the algorithm, « is the optimal solution, 8 and § are the
second and third most optimal solutions in sequence, and w is
guided by «, 8, and §. The governing equations are as follows:

C X, - X(0) )
Xt+1)=X,t)—A-D 6)
A=2% -7 —a (7)
C=27% ®

where B 1is the distance between an individual wolf and
the prey; X (r + 1) is the updated position of the wolf; 7 is

the current number of iterations; X, and X are the posmon

vectors of the prey and Wolf respectively; A and C are
coefficient vectors and r | and 7, are random vectors in [0, 1].
The positions of the wolves are updated on the basis of the
distance from the prey. To promote exploration (searching) and
exploitation (attacking), a decreases linearly from 2 to 0 over
iterations. If |A| < 1, the wolves will be closer to the prey in
the next position, whereas |A| > 1 indicates that the wolves
are moving away from the prey [22]. When the maximum
number of iterations is reached, the optimal solution is output,
and the algorithm terminates. A flowchart of the algorithm is
displayed in Fig. 6.

The GA was developed on the basis of biological concepts,
and it uses selection, crossover, and mutation operations to
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Fig. 6. GWO flowchart.

identify and produce genes that are fit the environment. All
three operations affect diversity; selection refers to selection of
the best gene, which reduces diversity; crossover has no effect
on diversity; and mutation increases diversity [23]. Starting
from an initial population, all genes are evaluated using a
fitness function [24], and genes are selected for crossover and
mutation to generate new individuals, which may be improved
individuals. The improved individuals replace the initial popu-
lation, and the process is repeated until the maximum number
of iterations is reached, at which point the optimal solution is
output and the algorithm terminates. A flowchart of the process
is presented in Fig. 7.

@

Initialize population

[
v
Fitness evaluation

|

Selection

|

Crossover

!

Mutation

Termination
condition met?

Fig. 7. GA flowchart.

MBO is idealized from the migration behavior of monarch
butterflies [25], [26] in accordance with the following rules: (1)
The entire monarch butterfly population comprises butterflies
in Subpopulations 1 and 2. (2) Each offspring is generated
by the monarch butterfly migration operator from these two
subpopulations. (3) The number of butterflies is unchanged
during the optimization process. (4) The fittest individual
butterfly cannot be updated by any operator. The MBO algo-
rithm mainly comprises a migration operator and adjustment
operator.

For the monarch butterflies in Subpopulation 1, the migra-
tion operator is represented by the following equations:

t
X r S p
x;f = [ ;vk )
sz’k r > )4

r = Rrand Tperi (10)

where p is the proportion of monarch butterflies in Subpopu-
lation 1, and x£1, « represents the new position of individual 7
in dimension k in and iteration ¢ and is only established when
r < p.In addition, r =R;4nq *Tperi, Where Tp,,; represents the
transitional period and R,,q represents a random number in
[0,1]. By contrast, xﬁz’ ¢ is updated on the basis of an individual
ro randomly selected from Subpopulation 2 when r > p.
Individuals r; and r; are selected from Subpopulations 1 and 2,
respectively.

The adjustment operator is crucial for all individuals in
Subpopulation 2. The position of each individual is updated
as follows:

xlt)es[ k Riand1 < p
t
x;—i]—(l = Xpak Riand1 > p
’ t+1
Xk 4o (dg—0.5) Rrand1 > p and Rpand2 > Rpar

(1)
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(12)
13)

o= Smax/t2
d =Levy (xj)

If Rrgna1 < p, x is updated to xbestk’ where xl’)mk
is the optimal solutlon of groups in dimension k after ¢
iterations. If R,4nq2 > p, the position of individual r3 is
updated, where r3 is a randomly selected individual from
Subpopulation 2. If Rygnq1 > pandRqng> > Rpag, the
update method xt‘H = t'H + o (dy — 0.5) is employed,
where Rpagr is the adjustment rate and dy is the walk step
obtained by computing the Lévy flight. In the calculation of
the weighting factor «, S4x is the maximum distance that
an individual can move in one step. Migration is executed
iteratively, and the operators are adjusted until the maximum
number of iterations is reached, at which point the optimal
solution is output and the algorithm terminates. A flowchart
of the MBO process is shown in Fig. 8.

The PSO algorithm [27] proceeds as follows. In this
algorithm, particles in a group are initialized with random
velocities. Each particle then searches in the problem space
to improve its position and is updated to this position. The
optimal solution is the global optimal position. PSO is an
optimization method in which improvements are made through
continual iteration. The velocity of a particle (i.e., the position)
is calculated using the following equations:

= Xk + V.k+1
1 4
k+1 k k k
Vi = wV, —i—clrlx(pbestti —Xi)

X,’f)

where w is the weight, ¢ and ¢, are acceleration constants, r{
and r are random values in the interval [0,1], Vl.kHandX f.‘+1

t+l

k+1
X! (14)

+ cory X ( gbest ¥ — (15)

@
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Fig. 9. PSO flowchart.

are respectively the velocity and position of the i-th particle
after the (k+ 1)-th iteration, and pbestf.‘ and gbest* are
respectively, the individual optimal position and global optimal
position of the i-th particle (among multiple particles) in the
k-th iteration. The optimal solution is output after a specified
number of iterations is reached. A flowchart of the process is
displayed in Fig. 9.

A. Random Forest Model

The random forest model was proposed by Leo Breiman
[28]; it comprises multiple decision tree classifiers and a
learning algorithm that involves bagging and random feature
sampling. A random forest comprises multiple decision trees;
its architecture is displayed in Fig. 10. Each tree makes a
prediction, and additional randomness is added. The features
are randomly sampled; k samples are taken from the training
samples, and k classifiers are trained and input to the original
samples. The k samples contain duplicate data, but each tree
sample is unique. Finally, voting is performed to determine the
prediction result; thus, overfitting is relatively unlikely, and the
overall prediction accuracy is high.

B. SVC Model

SVC is a classification method based on SVM [29].
An illustration of the SVC process is presented in Fig. 11.
SVC attempts to identify the hyperplane (solid line in Fig. 11)
with the greatest distance from the data (margin) as the optimal
solution; the dashed lines containing the nearest points are
known as the support vectors.

Not all data can be classified using linear classification,
separated using a straight line, or placed on a two-dimensional
plane. However, the data can be separated on a hyperplane if
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more spatial dimensions are used. This classification process
is nonlinear classification and is illustrated in Fig. 12.

C. AdaBoost Model

AdaBoost is a machine-learning method proposed by Yoav
Freund and Robert Schapire [30]. The principle of AdaBoost is
that samples misclassified by a previous classifier are used to
train a subsequent classifier. AdaBoost is an iterative algorithm
in which a new weak classifier is added in each round until
a predetermined minimal error rate is reached. Each training
sample is assigned a weight indicating the probability it is
included in the training set by a certain classifier (Fig. 13).
If a sample point has been accurately classified, it has a lower
probability of being selected in the next training set, and vice

N Dataset 4 Weighted Dataset
At At
A A
A A
A A
A A
L] L]
. o
A ° A °
. o N
° e ° e A A
A /
/oA
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i A
A A A A °
v A
A b/ At ° °
A / A L °
/ A
A, . @ p— = Strong learner
/ o - °
s S . ® - -
© ° O °

Weak learner 1 Weak learner 2

Fig. 13. AdaBoost classification.

versa. Hence, this method focuses on hard-to-classify samples,
and overfitting is unlikely.

D. XGBoost Model

XGBoost was proposed by Chen Tianqi [31] and is an
extension of gradient boosting that combines bagging and
boosting algorithms. XGBoost uses the gradient boosting
method illustrated in Fig. 14. Each decision tree is corrected in
accordance with previously erroneous predictions to improve
model accuracy. Features are randomly sampled to prevent
overfitting. The objective function of this model is as follows:

n K
Obj = COnI+D, QU

The objective function comprises both training loss and
complexity. >7; 1(y;, ¥;) indicates training loss, where 1 is
the loss function, and Zle €2 (fx) indicates complexity. This
model is an additive model, and the predicted result after the
t-th iteration is as follows:

! —1
W= A =5+ i)
@)

y;"’ is the prediction result of the i-th sample after the
t-th iteration, y; ([_1) is the prediction result of the (r — — 1)-th
tree, and f; (x;) is the function of the ¢-th tree. The prediction
result of the 7-th iteration can be calculated using the predic-
tion result of r— 1 This is then substituted into the objective
function (Obj). y; denotes the training loss of the model.
The objective function is further simplified into a quadratic
equation to identify the optimal solution. The fundamental
principles of this method are presented in [31].

(16)

a7)

E. MLP Model

MLP, an algorithm based on the human nervous system,
is a feedforward artificial neural network that maps a set of
input vectors to a set of output vectors. An MLP comprises
multiple layers, each with several nodes. These layers can be
grouped into an input layer, a hidden layer and an output
layer. Specifically, data are received by the input (first) layer,
transformed by the hidden layer, and output from the output
layer.

Except for the input nodes, each node is a neuron with a
nonlinear activation function and a weight that is algorithmi-
cally adjusted during training to maximize model accuracy.
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This approach is well suited to complex problems. The MLP
architecture is shown in Fig. 15.

F. Transfer-Learning Model

Transfer learning is a machine-learning method in which
the learning results of a base model are transferred to another
model such that the new model retains the knowledge of the
base model during the learning process. If data are insufficient
for training, overfitting may occur. Transfer learning uses the
knowledge of the base model to improve the robustness and
generalizability of a model, increasing prediction accuracy if
the data set is insufficient. Various transfer learning methods
have been proposed; that in this study is based on ensemble
learning [32], [33]. As shown in Fig. 16, the approach is
mainly divided into two stages. In the first stage, the base
model is used for training, and in the second stage, the
prediction results of the first stage are employed to train
the final model. Several models with satisfactory prediction
accuracy are first used as the base models, and the prediction
results of the base models are selected in accordance with their
classification ratios as input to the final model for training.
This method ensures that the prediction accuracy of the final
model is superior to that of the base models.

The model established in this study (Fig. 17) was produced
using transfer learning. First, SMOTE was applied with to
augment and balance the training data. The final model was
based on MLP, and parameter optimization algorithms were

Prediction

Fig. 16. Transfer-learning architecture.

applied to optimize the number of model neurons, enabling
the model to fit the data and have high accuracy. The data
were preprocessed as described in Section II, and k-fold cross-
validation was used for model training. The validation data
set for final parameter optimization was selected from the
SMOTE-augmented training data set. The base models were
random forest, SVC, and XGBoost. In the validation data set,
the classification results of the base model were represented
as probabilities to ensure that the validation and training data
sets have the same format. Hence, these data sets can be used
as a reference for verifying the model optimization process.
The training data output by the base models were input to the
final model (the MLP model) for training. The parameters of
the final model were optimized by optimization algorithms,
and the final model was verified on the validation data. The
optimal parameters generated through this process were used
for the final model. Finally, the k-fold cross-validation test
data were input to the model for prediction. This process was
repeated until cross-validation was completed.

IV. THE EXPERIMENTAL RESULTS

In This Section, the Proposed Model Was Compared
Against the Modelsintroduced in Section III in Terms of
Accuracy; It Was Also Comparedagainst Models From Other
Studies That Have Used the Same Data Set as Thepresent
Study

A. Comparison of Various Models

The confusion matrix was employed to verify the quality
of the classification results for the six models mentioned in
Section III and the transfer-learning model integrated with four
parameter optimization algorithms.

Fig. 18 presents the confusion matrixes obtained using the
five base models (but not the transfer-learning model). The
default parameters were used for all models unless otherwise
noted. Fig. 18(a) is the confusion matrix for the random forest
model. In terms of model parameters, the number of the



KUO et al.: OPTIMIZED TRANSFER LEARNING BASED DEMENTIA PREDICTION SYSTEM

2055

Training data

‘ Data preprocessing ‘

4{ k-fold cross validation }‘—

‘ Training data ‘ Validation data
+ ‘
Base model
(RF, SVC, XGBoost)

Validation data of

Training data of
probabilistic form

probabilistic form

No
Optimizing Algorithm
> .
(GWO., GA, MBO, PSO) 8
2
MLP model E
a,
No bﬁ -fold cross

5 Validation finished?

=9

eached the number

‘ Performance Evaluation ‘
of iterations?

S

Fig. 17. Flowchart of the transfer-learning model: adding the SMOTE
and parameter optimization algorithms.

decision tree was reduced from the default 100 to 10 to reduce
training time. The accuracy of the random forest model was
88.4%. Fig. 18(b) is the confusion matrix for the SVC model.
The prediction accuracy was 87.9%, which is slightly lower
than the default results of random forest.

However, the accuracy for Class 2 was poor. Fig. 18(c)
presents the confusion matrix for the AdaBoost model. The
accuracy was 69.8%, lowest among the five models. In par-
ticular, approximately one-third of the predictions for Class
0 were incorrect. Fig. 18(d) is the confusion matrix for the
XGBoost model, which achieved the highest accuracy of
88.7%. However, it had poor accuracy for Class 2. Fig. 18(e)
presents the confusion matrix for the MLP model, which had
6 neurons in the input layer and 30, 60, 60, and 20 neurons in
the four hidden layers (from layer 2 to layer 5, respectively).
The activation function for each hidden layer was ReLU. The
output layer had three neurons and the Softmax activation
function, which is often used for classification. Although
the accuracy of the MLP model was only 88.1%, it had
substantially better accuracy for Class 2, which had the least
data and for which prediction is the most difficult, than any
other model.

The main model established in this study was a transfer-
learning model trained on SMOTE-augmented data and
optimized with various parameter optimization algorithms.
The prediction results of this model are displayed in
Fig. 19. The parameter optimization algorithms were used
to optimize the model such that the model conformed to
various conditions in the data. Compared with the five models
in Fig.18, the transfer-learning model yielded much more
accurate prediction results except when the MBO algorithm
was used for parameter optimization. The prediction result
obtained using the GWO algorithm for parameter optimization
was highest with accuracy of 90.7%, followed by GA, PSO,
and finally MBO.

TABLE Il
COMPARISON OF DEMENTIA PREDICTIVE ANALYSES
Model Accuracy
Random Forest 88.4%
SvC 87.9%
AdaBoost 69.8%
XGBoost 88.7%
MLP 88.1%
Transfer Learning with GWO 90.7%
Transfer Learning with PSO 88.7%
Transfer Learning with GA 89.3%
Transfer Learning with MBO 88.1%
TABLE Il
COMPARISON OF DEMENTIA PREDICTIVE ANALYSES WITH OTHERS
Model Accuracy
Transfer Learning with GWO 90.7%
G.Battineni [17] 68.75%
S.-E. Ryu [6] 85.61%

The accuracy of all models is summarized in Table II, and
the findings confirm that the proposed transfer-learning model
had superior dementia prediction results than did other mod-
els. The GWO algorithm produced the best transfer-learning
model with accuracy of 90.7% overall, 95.3% for nondementia
(Class 0), 96.9% for dementia (Class 1), and 46% for conver-
sion to dementia (Class 2). The poor results for conversion
to dementia class (Class 2) were attributable to the small size
of this class; however, this result was substantially better than
those of other models. Hence, the model could be effective
for predicting dementia.

B. Comparison With Related Studies

Battineni et al. [17] and Ryu et al. [6] applied SVM and
XGBoost, respectively, to the data set as that used in this study;
hence, their prediction results could be compared with that
of the proposed model. Table III reveals that this model had
substantially higher overall accuracy than their models; this
was attributable to the learning of the base models and the
parameter optimization algorithm. The proposed model also
had superior accuracy for nondementia, dementia, and conver-
sion to dementia prediction than the models in [6] and [17].

V. DISCUSSION

GA is based on organic evolution and uses the concept of
natural selection and survival of the fittest to eliminate genes
for optimization. GA can search multiple points to reduce the
likelihood of becoming trapped in local optima. In addition,
it uses encoding functions for optimization to ensure that the
search results are not spatially limited. However, GA cannot
guarantee that its final solution is the global optimum. In addi-
tion, GA lacks memory; that is, it could search the same points
repeatedly, increasing its computational cost. MBO simulates
the migration and adaptive behaviors of monarch butterflies
to achieve optimization. This algorithm has a simple structure
and is easy to implement, and its mathematical model enables
each monarch butterfly to fully interact with other butterflies
during optimization. However, MBO cannot prevent species
from clustering around a local optimum. In addition, the
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Fig. 18. Confusion matrix for different model. (a) Random Forest, (b) Support Vector Classification, (c) Adaptive Boosting, (d) eXtreme Gradient

Boosting, (e) Multilayer Perceptron.

migration involves offspring; hence, regardless of the adapt-
ability of a generated monarch butterfly, its offspring would
always inherit this adaptability, thereby decelerating conver-
gence during later calculations. PSO simulates social systems
by using multiple particles to search for local optima and then
using these local optima to search for the global optimum.
PSO has a rapid convergence speed, is simple conceptually,
and is easy to implement. In addition, its optimization function
can be nondifferentiable or noncontinuous. However, because
PSO relies on particles for optimization, it often converges
to a local optimum if it finds local extreme values and may

not identify the global optimum. GWO mimics the leadership
hierarchy and hunting mechanism of gray wolves in nature,
and it identifies better solutions iteratively until a specified
number of iterations. It then outputs the optimal solution
identified at the final iteration. In each iteration, the problem
is divided into multiple subproblems, and GWO searches for
the optimal solution to each subproblems. These solutions are
ranked to identify the optimal solution for the iteration. Hence,
GWO has a faster optimization and better convergence than
other optimization algorithms. However, its optimal solution
may be a local optimum instead of the global optimum solution
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Fig. 19. Confusion matrix for Transfer Learning with different Parameter Optimization Algorithm. (a) GWO, (b) PSO, (c) GA, (d) MBO.

because gray wolves tend to orient toward the location of the
leaders of the wolf pack are. Consequently, GWO is worse for
global optimization than other algorithms. The results indicate
that transfer learning with GWO was superior to that with
other optimization algorithms; that is, the data of this study
could be best fit with the mathematical model of the GWO
optimization process. The experimental results in Section IV
also indicate that the GWO yielded better fit. The aforemen-
tioned discussion of the advantages and disadvantages of each
algorithm reveals that no algorithm can guarantee that the
global optimum is identified but all can converge to a local
optimal solution. Therefore, GWO generates superior results
because it converges to the global optimal solution more
effectively than do the other three optimization algorithms,
namely GA, MBO, and PSO, which only converge to local
optimal solutions and thus produce less accurate results.
Many studies have indicated that earlier dementia diagnosis
could improve the effectiveness of pharmaceutical treatment
and the cognitive function and ability to perform ADLs
of patients after treatment. However, dementia progresses
slowly and early symptoms are not obvious; hence, clinical
diagnosis is difficult. In general, physicians must eliminate
other diseases, such as vitamin B6 deficiency or underactive
thyroid, before diagnosing dementia. Consequently, patients
have often missed the optimal treatment window by the time
that they are diagnosed with dementia. This study provides

a highly accurate model that uses patients and MRI image
data to predict whether patients have dementia. The results
can serve as a reference for clinical physicians to facilitate
dementia identification and diagnosis. In addition, the model
can screen patients who may have dementia to enable them
to receive treatment as early as possible. The data were
labeled as class O for nondementia, class 1 for dementia,
and class 2 is conversion to dementia. However, patients in
class 1 were not classified in accordance with the severity
of their dementia, and the ability of the model to predict
the various stages of dementia is thus unknown. Conversion
to dementia is the optimal time for diagnosing and treating
dementia; however, accuracy for classifying class-2 patients
was low because class-2 data was insufficient. More data
must be collected to produce models that can make more
comprehensive predictions.

In summary, the transfer learning with GWO model used
by this study produced excellent results, but it also had some
limitations. In particular, the model accuracy was limited by
the amount of data available. The proposed transfer-learning
model of this study was compared with other models in
Section IV, namely random forest, SVC, AdaBoost, XGBoost,
and MLP. These models were selected for comparisons
because they are often applied effectively in various fields.
Therefore, these algorithms can be used for a credible
comparison.
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The system could first be applied to assist experts in
identifying patients with dementia (class 1 and 2). Experts
could then further inspect patients or use evaluation scales
such as CDR or the global deterioration scale (GDS) to
diagnose patients. If patients receive a diagnosis of dementia,
scales such as the functional assessment staging tool can be
used to evaluate the severity of the dementia to formulate
a treatment plan. A study [34] listed the challenges of each
stage of dementia and the goals of rehabilitation and treatment.
A future study could expand the number of classes, aim to
predict patients at different stages of dementia, and attempt
to predict indices and stages such as GDS or CDR. These
stages could include minor and early stages of dementia, MCI
before dementia, mild to moderate dementia, and moderate to
severe dementia. Rehabilitation for patients with MCI or early
can focus on their integration into society. The rehabilitation
of patients with moderate dementia who have difficulties with
instrumental ADLs could include maintaining their daily activ-
ities to avoid further deterioration. In addition, patients with
dementia should learn new skills, such as using smartphones,
while they can still learn. If patients already have moderate
to severe dementia and begin to exhibit abnormal basic ADLs
or even suffer from anosognosia, they might lack cognition
regarding their own deficits, which would increase the dif-
ficulty of rehabilitation. Therefore, rehabilitation for these
patients could center on activities that these patients enjoy,
including basic life skills, to ensure patients can engage in
ADLs. In addition to formulating treatment and rehabilitation
plans, the model of this study could be used for regular follow-
up to determine disease progress and provide indices for
deterioration due to the disease, enabling timely adjustments
of treatment and rehabilitation.

VI. CONCLUSION

Dementia is increasingly prevalent in the context of an aging
society. Dementia remains uncurable, and dementia-related
neurological degeneration can only be slowed and not stopped.
Machine learning could be used to assist health professionals
in diagnosing dementia to enable earlier interventions to slow
degeneration. This study proposed an effective classification
model for dementia prediction by using dementia data from
OASIS for predictive analysis. The modified model based on
transfer learning was compared with other models. In addi-
tion, the model was paired with four parameter optimization
algorithms for training, and the results demonstrated that the
model had high predictive power and fit the data well. In the
future, this model can be used as the primary model for
dementia prediction, saving time and serving as a reference in
the diagnosis of dementia. Moreover, model instability during
training due to SMOTE data augmentation can be mitigated by
the use of larger data sets. The proposed system can be used
to diagnose dementia and plan occupational therapy regimens.
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