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Self-Supervised EEG Emotion Recognition
Models Based on CNN
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Abstract—Emotion plays crucial roles in human life.
Recently, emotion classification from electroencephalo-
gram (EEG) signal has attracted attention by researchers
due to the rapid development of brain computer inter-
face (BCI) techniques and machine learning algorithms.
However, recent studies on emotion classification show
resource utilization because they use the fully-supervised
learning methods. Therefore, in this study, we applied
the self-supervised learning methods to improve the effi-
ciency of resources usage. We employed a self-supervised
approach to train deep multi-task convolutional neural net-
work (CNN) for EEG-based emotion classification. First, six
signal transformations were performed on unlabeled EEG
data to construct the pretext task. Second, a multi-task CNN
was used to perform signal transformation recognition on
the transformed signals together with the original signals.
After the signal transformation recognition network was
trained, the convolutional layer network was frozen and
the fully connected layer was reconstructed as emotion
recognition network. Finally, the EEG data with affective
labels were used to train the emotion recognition network
to clarify the emotion. In this paper, we conduct extensive
experiments from the data scaling perspective using the
SEED, DEAP affective dataset. Results showed that the
self-supervised learning methods can learn the internal
representation of data and save computation time com-
pared to the fully-supervised learning methods. In conclu-
sion, our study suggests that the self-supervised machine
learning model can improve the performance of emotion
classification compared to the conventional fully super-
vised model.

Index Terms— EEG, self-supervised, emotion classifica-
tion, multi-task learning.

[. INTRODUCTION

MOTIONS, as expressions of human physiology and
psychology, is related to personality, preferences, and
physical and mental states [1]. Emotion recognition has been
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widely studied in many areas. For example, previous study
has reported that emotion recognition can be utilized to assess
driver’s physical and mental conditions and identify whether
the driver is focused or distracted to avoid traffic accidents [2].
Besides, emotion recognition has been demonstrated to be able
to identify people’s negative emotions and decrease the chance
to get diseases such as depression [3]. Emotion recognition has
also been used in human-robot interaction to enable service-
oriented robots to understand human emotions and communi-
cate with people [4]. Recently, there are two main approaches
to recognize different emotions. The first one is through
interpreting behavioral signals, such as motor gait [5], facial
expressions [6], speech [7], and text [8]. These signals are
susceptible to external interference and easily induce noises
during signal acquisition, resulting low recognition accuracy.
The second type is through interpreting physiological sig-
nals from the brain, heart, and eyes using electroencephalo-
gram (EEG) [9], electrocardiogram (ECG) [10], electroocu-
logram(EOG) [11], galvanic skin response (GSR) [12] and
so on. These signals are spontaneously generated, not easily
controlled, and therefore have been widely studied in emotion
recognition. In particular, brain signals recorded from EEG
have been widely studied as the focus of emotion recogni-
tion [13], [14]. For example, previous study employed EEG
to identify different emotions and demonstrated that there is
a correlation between emotional states, neural activity regions
of the brain, and EEG signal frequency bands [15].

Recently, EEG-based machine learning algorithms have
been developed to recognize various emotions. Current
researches on EEG-based emotion recognition has generally
used the fully-supervised machine learning model. For exam-
ple, in [16], the authors applied improved HCNN (hierar-
chical convolutional neural networks) to EEG classification.
However, supervised models have some limitations. First,
supervised learning requires a large amount of labeled data
to train the model. However, the sample size of EEG data is
usually limited due to the difficulty in recruiting a large cohort
of subjects and the time consuming in collecting and labelling
the EEG data. The relatively small amount of labeled data
results in an undertrained model. In addition, the relatively
large amount of unlabeled data is wasted since it cannot be
used in supervised learning. Moreover, the supervised model
is limited to a certain class of task and shows poor perfor-
mance when applied to other tasks. Differently, self-supervised
model overcomes these limitations by using a pre-training
step on unlabeled data to initialize a deep learning model
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(Self-supervised automatically generates labels by construct-
ing pretext tasks), followed by fine-tuning on a labeled training
set and evaluating on the corresponding test set [17]. Thus,
self-supervised learning can use unlabeled data to learn a more
comprehensive representation of the underlying structure of
the data [18]. Since self-supervision learns a representation
inherent to the data, it can be fine-tuned to different tasks.
There is no need to train the network from scratch for different
classification tasks, which is a feature that greatly improves
performance of the network. Previous study has shown that
self-supervised methods can improve the robustness of models
and reduce their uncertainty [19].

Yet, there is a shortage of self-supervised models based
on convolutional neural network (CNN) in EEG emotion
recognition [17]. Inspired by other papers, this paper intro-
duces self-supervised method in EEG emotion recognition and
investigates EEG emotion recognition based on self-supervised
CNN from the perspective of data scalability. There are mainly
three research goals in this paper:

(1) Introducing self-supervised method in emotion recog-
nition. The self-supervised training has two stages: At the
first stage, six signal transformations are constructed for
the unlabeled EEG signals and the corresponding labels are
generated. The transformed signals with the original signals
and the corresponding labels are trained by a self-supervised
multi-task CNN. Next, the convolutional layers of the trained
network are frozen and the corresponding dense layers are
added as the emotion recognition network. The network is
then retrained using the EEG signals labeled with affective
labels.

(2) Exploring the effect of data feature on the self-
supervised model. In the SEED dataset, the original data and
the data after extracting DE(Differential Entropy) features are
separately used for self-supervised training to observe the
effect of data feature on the pretext tasks as well as the
downstream tasks.

(3) Investigating the effect of the volume of the dataset on
the self-supervised model. In the DEAP dataset, on the basis of
the extracting DE feature data, the self-supervised pre-training
uses 20%, 30%, 40%, 50%, 60%, 70%, and 80% of the training
sets, respectively. The Russell model is used to transform the
valence and arousal labels of the dataset into 8 emotion labels,
the trained signal transformation recognition network is fine-
tuned to the valence dichotomous classification task, arousal
dichotomous classification task, and 8-emotion classification
task simultaneously.

The experimental results show that the self-supervised
learning is able to identify the effective labels well on both
SEED and DEAP datasets. On the SEED dataset, the aver-
age accuracy of emotion classification is 84.54% for SEED
preprocessed data and 98.65% for SEED DE feature data.
On the DEAP dataset, the signal transformation recognition
network is migrated to three different classification tasks and
trains with different amounts of data, and the three different
tasks achieve good results on the affective classification.
From the perspective of data scaling, it is demonstrated that
the extracted feature is better for self-supervised multi-task
learning than the original data; it is confirmed that the signal

transformation recognition can learn the intrinsic features of
the data. Meanwhile, the self-supervised model is compared
with other supervised methods, and the results show that the
self-supervised model outperforms the fully-supervised model,
and can be extended to multiple tasks in the same domain(in
this paper, same domain refers to the same dataset), improving
the performance of the network and saves computation time.

[1. RELATED WORK
A. EEG-Based Affective Computing

Many studies have demonstrated that using EEG signals
and machine learning algorithms for emotion recognition is
reliable. In prior study [20], the authors explored the effects of
EEG signal frequency bands in emotion classification using the
discrete wavelet transform to decompose the EEG signal into
y, B, a, 0 frequency bands, and extracting spectral features
from each frequency band. SVM(Support Vector Machines)
was used to recognize emotion on the DEAP dataset and obtain
the highest classification accuracy of spectral features in the
B band. The arousal classification accuracy was 91.3%, and
the valence classification accuracy was 91.1%. Previous study
also explored the relationship between emotion classification
and different features by extracting power, energy, differen-
tial entropy, and time-frequency features from five frequency
bands of EEG signals, and used SVM to classify emotions
on the SEED-IV dataset [21]. The authors concluded that
the four emotion classification accuracies were 79%, 76%,
77% and 74%, respectively. Although machine learning can
complete the classification task, it requires manual extraction
of features during the classification process. Deep learning
then solves this problem. In the literature [22], the authors used
CNN to classify emotions from EEG signal with extracted DE
features, using the SEED dataset for validation, achieving an
average accuracy of 90.41%. In the literature [23], the authors
explored the relationship between electrode positions and the
performance of emotion recognition by treating all channel
features as a three dimensional feature matrix and processing
the three dimensional feature matrix using CNN, achieving
85.88% accuracy in valence classification and 85.53% accu-
racy in arousal classification on the DEAP dataset.

B. Self-Supervised Learning

Self-supervised learning has been widely used in many
fields. In natural language processing, self-supervised models
like GPT(General Pre-Training), BERT(Bidirectional Encoder
Representation from Transformers ), can be well applied to
tasks such as machine translation and language modeling [24].
In computer vision, self-supervised models like SimCLR can
be applied to image classification tasks [25]. In the liter-
ature [28], the author used multi-task convolutional neural
network for self-supervised learning, learned the features of
pre-processed data through multi-task learning, and studied
human activity detection. Acknowledging the validity of self-
supervision, we apply it to emotion recognition of physio-
logical signals. In the literature [17], the authors constructed
seven pretext tasks for self-supervised training based on ECG
signals, after which the models were received to downstream
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tasks for emotion recognition studies. In the literature [26],
the authors used contrast learning to study sleep EEG features,
constructed positive and negative samples for self-supervised
learning. In the literature [27], the authors also studied self-
supervision on Transformer architecture for EEG emotion
recognition, The authors proposed graph-based multi-task self-
supervision (GMSS) to learn EEG emotion representation,
as well as evaluated GMSS on SEED, SEED-IV.

[1l. METHOD

Self-supervised learning is trained on unlabeled data so
that the model learns the intrinsic representations of the
data and then fine-tunes to downstream tasks. Self-supervised
learning generally has two steps: first, the corresponding labels
are generated on the unlabeled data by constructing pretext
tasks. The network is then trained using the generated label
information. This part is to perform the signal transforma-
tion recognition task, which is defined as 7, After that,
the learned model’s convolutional layer is frozen, the dense
layer is reconstructed and trained using the label information
from the downstream task. This part is performed by the
emotion recognition task, which is defined as 7. In this paper,
we study the self-supervised CNN-based emotion recognition.
The self-supervised method has two networks, including signal
transformation recognition network and emotion recognition
network. These two networks are described below.

A. Signal Transformation Recognition Network

The features of a single task cannot achieve good results for
classification of multiple tasks. In order to learn the universal
features among multiple tasks and increase the model perfor-
mance, a multi-task CNN is used for the signal transformation
recognition network. The multi-task CNN contains two parts,
the shared layer and the task-specific layer. The shared layer,
as the low level of the neural network, is able to learn the
universal features of the data. This makes the model have
better generalization performance by learning the universal
features of the data among multiple tasks, so only the shared
layer is migrated for the emotion recognition network later.
The task-specific layer, as the high level of the neural network,
is able to learn specific feature information to classify pretext
tasks.

The network model in this paper has three convolutional
blocks as shared layers, and each shared layer consists of two
one-dimensional convolutional layers, which are ReLu activa-
tion function, and the BN layer. The size of the convolutional
kernels is reduced from 32 to 16 and 8, the number of convo-
lutional kernels is increased from 32 to 64 and 128 [17], [28],
and the BN layer can be selected according to specific data.
A pooling operation is performed after each convolutional
block, using a pooling layer of size 8. A global maximum
pooling operation is performed after the last convolutional
block, and the output is sent to a task-specific layer through
a fully connected layer. The task-specific layer generates a
branch for each signal transformation, each branch consisting
of two dense layers and the ReLu activation function, while a
60% droupout is introduced to prevent overfitting (droupout is

not used when using the BN layer). The signal transformation
recognition model is shown in Fig 1.

1) Pretext Tasks: In order to make self-supervised learn-
ing fully learn the characteristics of the data such as time,
noise and other dimensions, this paper performs six signal
transformations on the original EEG signal as pretext tasks,
and the six transformed signals are labeled with corresponding
labels together with the original signal and sent to the signal
transformation recognition network as model input. The six
signal transformations are described below.

(1) Adding noise: random noise with Gaussian distribution,
N(t), added to the original EEG signal, S(t).

(2) Scale transformation: the amplitude of the original EEG
signal is stretched or telescoped. The amplitude of original
EEG signal, S(t), is transformed into a*S(t), and « is the scale
factor.

(3) Signal horizontal flipping: the original EEG signal is
flipped according to the horizontal line. The amplitude of
original EEG signal, S(t), is transformed into —1*S(t).

(4) Signal vertical flipping: the original EEG signal is
flipped according to the vertical line (actually, a time flip is
performed).

(5) Temporal dislocation: the original EEG signal is evenly
divided into n segments, randomly select the seed numbers
and recombined in a random order to achieve perturbation of
the temporal position of each segment.

(6) Time warping: the original signal is evenly divided into
m segments, randomly select the seed numbers to stretch or
compress each segment in time, recombine each segment of
the signal after time warping, and later construct the data
dimension to the same dimension as the original data.

After performing the 6 signal transformations, the original
signal is stacked with the 6 signal transformations to generate
corresponding labels [0,1,2,3,4,5,6]. The 7 signals and cor-
responding labels are the inputs of the signal transformation
recognition network. For different datasets and different input
signals, the parameters of the 6 transformation tasks should be
fine-tuned accordingly, and the parameter adjustment is mainly
based on experience. The detailed parameter settings of the
pretext tasks are shown in Table 1.

2) Loss Function: Since the transformed signal labels are
independent of each other and the network classifies multiple
labels, the network uses sigmoid-activated cross-entropy loss
function for the classification loss function.

The input of transformation recognition task 7, is defined
as the tuple table (X;,y;) where X; is the j transformed
signal, the y; is the corresponding label generated by the jij
transformation, and j € [0, N], where N is the total number
of transformations of the signal, which is equal to L*7, where
L is the total length of the data. Accurate classification of each
task is achieved by minimizing the cross-entropy loss function.
The loss function of each label is defined by the following
equation, where the prediction probability of the j;, task is
defined as P;:

L;j = —[yjlnPj + (1 —y)in(l — P})] (1)

In order to learn the signal transformation recognition task
T, the final total loss consists of the weighted value of the loss
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The figure shows the self-supervised architecture. First, the transformed EEG data is used for learning EEG representations by self-

supervised learning. Then, the convolution layers are transferred to the emotion recognition network, where the fully connected layers are trained

to classify emotions.

TABLE |
PRETEXT TASK PARAMETER SETTINGS
Task Transformation SEED Original SEED Features DEAP Features
Amount of noise 15 15 15
Scale factor 1.2 1.2 1.2
Time dislocation pieces 10 5 4
Time distortion pieces 10 5 8
Time distortion stretch factor 1.05 1.05 1.05
Time distortion compression factor 0.95 0.95 0.95

of each pretext task. The total loss of the network is defined
as Lyorar, and the loss factor is defined as f;, and the total
loss is defined by the equation:

N
Lioa =2 _ BiL; 2)

B. Emotion Recognition Network

The emotion recognition network includes the convolutional
layers for signal transformation recognition network, and the
fully connected layers with hidden nodes.

The trained signal transformation recognition network has
learned the universal features of EEG data. The convolutional
layers of the trained signal transformation recognition network
is frozen and migrated, after which different fully connected
layers are constructed according to different datasets, and the
fully connected layers are retrained using EEG data with
affective labels, so that the high level of the network learns
the features of the emotion classification task.

1) Loss Function: The input of emotion recognition task Ty
is defined as the tuple table (X;, y;), where X; is the original
EEG signal, and y; is the corresponding emotion label, the
i € [0, M], where M is the number of EEG input signals.
The accurate classification of each emotion is achieved by
minimizing the cross-entropy loss function, which is defined

by the following equation:

M
Li=  yilng 3)

where the prediction probability of the iy, task is defined as g;.

2) Fully-Connected Layer Parameters: The fully connected
layers of the emotion recognition network is not migrated
from the signal transformation recognition network, but is
reconstructed and retrained using EEG data with emotion
labels. To evaluate the ability of the self-supervised method
to learn robust generalized EEG, a simple single-task fully
connected layer with a shallow network layer is constructed.
Specifically, four dense layers with L2 regularization and 40%
droupout are constructed for the SEED preprocessed data;
two dense layers with L2 regularization and 40% droupout
and 20% droupout are constructed for the SEED and DEAP
DE features. The final output comes from sigmoid (binary
classification) or softmax(multi classification) layers. In this
paper, the parameters of the dense layers are fine-tuned for
different classification tasks for each dataset. The number of
hidden nodes was set according to the input of the model.
Because there is a large amount of redundant information
in the pre-processed data, the number of hidden nodes and
the number of fully-connected layer were set relatively large,
because the feature data has been filtered out a lot of redundant
information, the number of fully-connected layer and the
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TABLE Il
FuLL CONNECTED LAYER PARAMETER SETTINGS

Dataset Dense layer parameters
SEED pre-processed epoch: 300; batch size: 256; learning rate: 0.0001; hidden nodes: 640
SEED feature data epoch: 200; batch size: 256; learning rate: 0.0001; hidden nodes: 192
DEAP feature data epoch: 200; batch size: 256; learning rate: 0.0001; hidden nodes: 192

number of hidden nodes were set relatively small in order
to prevent over-fitting. And in the DEAP dataset, in order to
see how self -supervision affects the performance of different
downstream tasks, the dense layer parameters of the three
classification tasks are intentionally made the same. The
parameters such as epoch, batch size, learning rate were set
by referring to literatures [17] and in order to make the model
converge, the parameters were adjusted accordingly in the
process of training the model. The detailed parameter settings
are shown in Table II.

V. DATASET AND DATA PROCESSING
A. Dataset

In this paper, experiments are conducted using two inter-
national public datasets, SEED [29], [30] and DEAP [31],
to investigate the effect of data features on the self-supervision
effect on the SEED dataset and explore the effect of data
volume on the self-supervision effect on the DEAP dataset.
The two datasets and the data processing are described below.

1) SEED Dataset: The SEED dataset collected experimental
data from 15 subjects (7 males and 8 females). During the
experiment, each subject watched 15 movie clips (5 positive
clips, 5 negative clips, and 5 neutral clips), for a total of
15 trails. During a trail, the movie had a 5s cue, the movie ran
for 4 minutes, self-assessment was 45s, and the break was 15s.
Each volunteer performed 3 experiments, each experiment was
separated by 1 week, for a total of 45 experimental data. The
SEED dataset had 3 categories of emotions: positive, negative,
and neutral. In this paper, the goal of the SEED dataset is
1 triple classification problem.

2) DEAP Dataset: The DEAP dataset collected experimen-
tal data from 32 subjects (16 males and 16 females). During
the experiment, each subject watched 40 music videos. During
a music video, each clip was preceded by a 2s cue, a 5s
baseline recording, 63s music video playback time, and 15s
self-assessment.

The DEAP dataset has three sentiment evaluations, namely:
valence, arousal, and dominance, which are represented by
integers from 1-9 as state levels. In this paper, the sentiment
evaluation of the DEAP dataset is processed in three ways.
First, the emotion expressions in two dimensions of valence
and arousal into eight emotion categories according to Rus-
sell’s model. Second, the state levels of valence into binary,
with 5 as the threshold, and those above 5 as high valence
and those below 5 as low valence. Third, the state levels of
arousal into binary, with the same principle as valence. In this
paper, the experimental objectives of the DEAP dataset are
two binary classification problems and one 8 classification
problem.

TABLE IlI
DATA FORMAT DESCRIPTION TABLE
Dataset Data Format
SEED preprocessed data (62 channels*50 sampling
points) *1
SEED DE feature data (62 channels*5 bands) *1
DEAP DE feature data (32 channels*4 bands) *1
Active(High)
Y Angry Excited\‘
| Afraid Happy Valence
Negative(Low) ‘. o Positive(High)
sad
N Depressed Calm
Passive(Low)

Arousal

Fig. 2. Russell’s emotion model.

B. Data Processing

The model in this paper uses one-dimensional convolution,
so eventually all the data have to be processed into M*1
format. For the SEED raw data, the normalization process
is done in the time dimension, after the raw data of each
subject is cut into 3100*1 signal. Since the feature data is
provided in the SEED dataset, there is no need to perform
feature extraction separately. On the feature data provided in
the dataset, the normalization process is done in the feature
dimension, and then the feature data of each subject is cut
into 310*1 signal. For the DEAP dataset, first the DE features
are extracted, after the normalization process is done in the
feature dimension, and finally the feature data of each subject
is cut into 128*1 signal. The data formats of the three kinds
of data are shown in Table III.

1) Emotion Model: The psychologist Russell categorized
emotions by introducing ‘“dimensions”. He proposed a
two-dimensional circular model, in which emotions can be
classified into two latitudes: pleasantness and intensity. In this
paper, the valence and arousal of the DEAP are transformed
into eight emotions for classification according to Russell’s
model. The emotion model is shown in Fig 2.

2) DE Characteristic: DE features are more suitable for
emotion recognition than other features, and the more
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TABLE IV
F1 SCORES FOR SIGNAL TRANSFORMATION OF SEED PREPROCESSED DATA

fl_score

Signal Transformation

Subjects  Original Adding  Scale  Horizontal  Vertical Time Dis- Time
signal Noise change Flip Flip location Warp

1 0.95 0.99 0.95 0.99 1.00 0.97 1.00

2 0.48 0.95 0.49 0.80 0.99 0.92 1.00

3 0.65 0.97 0.55 0.92 1.00 0.90 1.00

4 0.62 0.78 0.50 0.94 0.98 0.92 1.00

5 0.61 0.85 0.70 0.87 0.92 0.88 0.99

6 0.21 0.93 0.60 0.72 1.00 0.98 1.00

7 0.46 0.98 0.69 0.94 1.00 0.90 1.00

8 0.50 0.98 0.74 0.88 1.00 0.85 0.96

9 0.50 0.99 0.74 0.96 0.99 0.78 1.00

10 0.65 0.72 0.76 0.91 0.99 0.88 1.00

11 0.60 0.93 0.56 0.94 0.99 0.84 1.00

12 0.42 0.98 0.73 0.97 1.00 0.91 1.00

13 0.59 0.95 0.70 0.79 0.97 0.92 0.84

14 0.65 0.99 0.66 0.93 1.00 0.91 1.00

15 0.75 0.72 0.71 0.92 0.62 0.90 0.67
Average 0.5760  0.9140  0.6720 0.8987 0.9633 0.8973 0.9640
Std 0.1597 0.0945 0.1144 0.0725 0.0939 0.0475 0.0882

information based on context (the longer the duration), the
more obvious the extracted DE features are. In this paper,
when extracting DE features for the DEAP dataset, the signal
is divided into multiple 3s segments according to the duration
of the signal. In each segmentation, four frequency bands of
the data are extracted (0 :4-8Hz, « :8-14Hz, B :14-31Hz,
y :31-45Hz) to calculate the DE features corresponding to
each band.

V. EXPERIMENTAL RESULTS

A. Self-Supervised Comparison Experiments of SEED
Data Features

In order to visualize the effect of data features on the self-
supervised, both SEED preprocessed data and DE feature data
are selected from 15 subjects for one experiment to train the
signal transformation recognition network. In the process of
training the signal recognition network, both 80% of the data
are selected for the training set and 20% of the data are used
for the test set. In this paper, F1 score is used as the evaluation
index of the signal transformation recognition network, and the
final classification results are shown in Table IV and Table V.

Table IV and Table V show the F1 scores of 15 subjects
on the signal transformation recognition network. The results
show that when detecting the original and scale-transformed
signals on the preprocessed data, the average F1 scores are
57.60% and 67.20%, which are relatively low Vertical flip
and time warping achieve very high scores on the F1 score,
with multiple subjects reaching 1. On the DE feature data, all

signal transformations achieve very high scores. In addition,
the classification time used to train the signal transformation
recognition network using the SEED feature data was reduced
by 75% compared to the original SEED data, and the feature
extraction effectively remove the redundant information from
the data.

The average F1_score of the preprocessed data on the
seven pretext tasks is 0.5760, 0.9140, 0.6720, 0.8987, 0.9633,
0.8973, 0.9640, respectively, and the average F1_score of the
feature data on the seven pretext tasks all reach about 0.99.
Due to the redundant information of the preprocessed data,
it is obvious that the extracted features are better for signal
transformation recognition than the preprocessed data, and the
indicators on the signal transformation recognition network not
only achieve good results but also achieve very low standard
deviations.

B. SEED Emotion Classification Experiments

The self-supervised learning effect is reflected by the perfor-
mance of the downstream tasks. During the training process of
the emotion recognition network, the same training set and test
set as the signal recognition network are selected for training
and testing. In this paper, the accuracy, precision, recall, and
F1_score are used as the evaluation index of the emotion
recognition network, and the final classification results are
shown in Figure 3.

Fig 3 respectively shows the contrast accuracy, precision,
recall, and F1_score of 15 subjects on the emotion recognition
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TABLE V
F1 SCORES FOR SIGNAL TRANSFORMATION OF SEED DE FEATURE DATA

fl_score

Signal Transformation

Subjects  Original Adding  Scale  Horizontal  Vertical Time Dis- Time
signal Noise change Flip Flip location Warp
1 0.99 1.00 1.00 1.00 1.00 0.99 1.00
2 0.99 1.00 1.00 1.00 1.00 0.99 1.00
3 1.00 1.00 1.00 1.00 1.00 1.00 1.00
4 1.00 1.00 1.00 1.00 1.00 1.00 1.00
5 0.99 1.00 0.99 1.00 1.00 1.00 1.00
6 1.00 1.00 1.00 1.00 1.00 0.99 1.00
7 1.00 1.00 1.00 1.00 1.00 1.00 1.00
8 1.00 1.00 1.00 1.00 1.00 1.00 1.00
9 0.99 1.00 1.00 1.00 1.00 0.99 1.00
10 1.00 1.00 1.00 1.00 1.00 1.00 1.00
11 1.00 1.00 1.00 1.00 1.00 1.00 1.00
12 1.00 1.00 1.00 1.00 1.00 1.00 1.00
13 1.00 1.00 1.00 1.00 1.00 1.00 1.00
14 1.00 1.00 1.00 1.00 1.00 1.00 1.00
15 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Average 0.9973 1.00 0.9993 1.00 1.00 0.9973 1.00
Std 0.0044 0 0.0024 0 0 0.0044 0
network. The average accuracy, precision, recall, and F1_score TABLE VI
of the preprocessed data are 0.8454, 0.8451, 0.8444, and THE STANDARD DEVIATION OF EACH INDICATOR
0.8447, respectively. The average accuracy, precision, recall, accuracy precision  recall  fl score
and F1_score of the. feature data are 0.9865, 0.9867, 0.98§5, Preprocessed 45932 45899 45808 45889
and 0.9866, respectively. Table VI shows the standard devia- Data : : : :
tion of each indicator for the 15 subjects. Due to the individual Feature
variability among different subjects, the emotion classification data 0.8239 0.8185 0.7993  0.8092

effect of the preprocessed data is not only lower in each index,
but also the standard deviation among each subject is relatively
large, and the data after secondary feature extraction improves
the generalization ability of the model.

C. DEAP Multi-Task Migration Experiment

To further verify the superiority of the self-supervised
method, the DEAP dataset is also experimented with the
emotion classification task. For emotion classification on the
DEAP dataset, the trained signal transformation recognition
network is migrated to three classification tasks simultaneously
in this paper, namely, valence binary classification, arousal
binary classification, and 8-emotion classification.

An experiment of 32 subjects from the DEAP dataset is
selected and the DE feature is extracted to train the signal
transform recognition network. In the eight-emotion classi-
fication experiments, because of the uneven distribution of
the samples of emotion labels transformed using the Russell
model, the training set and test set were divided according
to the proportion of labels in each category. After data
processing, there are 25,600 samples in the DEAP dataset.

In this paper, 10%, 20%, 30%, 40%, 50%, 60%, 70%, and
80% of DEAP data are respectively selected as the training
set, and all the remaining data are used as the test set to
investigate the effect of data volume dimension on the emotion
classification results and the effect of self-supervised learning
on the migration of different classification tasks.

Table VII shows the F1 scores achieved by the signal
transformation recognition network when different amounts of
data are used as network inputs. The results show that when
the data volume is 20% (5120 samples), all tasks of signal
transformation recognition network can get high F1 score, and
the larger the data volume, the higher the F1 scores obtained.

Fig 4 respectively shows the contrast accuracy, precision,
recall and F1_score on the emotion recognition network with
different data volumes. The results show that when the data
volume reaches 20%, the valence and arousal classification
metrics reach about 96%, and the accuracy increases gradually
with the increase of data volume; when the data volume
reaches 40%, the valence and arousal classification metrics
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Fig. 3. The figure shows the contrast accuracy, precision, recall, and F1_score of 15 subjects between the processed data and the extracting DE

feature data on the emotion recognition network.

TABLE VI
F1 ScorEs oF DEAP FEATURE DATA SIGNAL TRANSFORMATION
fl score
Data Signal Transformation
volume Original ~ Adding Scale Horizontal ~ Vertical Time Dis- Time
signal Noise change Flip Flip location Warp
10% 0.85 0.86 0.97 0.98 0.98 0.97 1.00
20% 0.93 0.93 0.99 0.99 1.00 0.98 1.00
30% 0.96 0.97 1.00 1.00 1.00 0.98 1.00
40% 0.94 0.95 0.98 0.99 1.00 0.98 0.99
50% 0.95 0.96 0.99 1.00 1.00 0.98 1.00
60% 0.96 0.98 1.00 1.00 1.00 0.98 1.00
70% 0.96 0.98 1.00 1.00 1.00 0.98 1.00
80% 0.96 0.98 1.00 1.00 1.00 0.98 1.00
Average 0.9388  0.9513  0.9913 0.9950 0.9975 0.9788 0.9988

reach about 99%. For the 8 emotion recognition, when the data
volume reaches 60%, the indicators of the categories reach
about 96%, and later with the increase of the data volume, the
indicators basically stabilize at about 98%.

D. Baseline Experiment

Due to the lack of research on self- supervised in EEG emo-
tion recognition. Therefore, I chose the emotion classification

accuracy of some classical supervised algorithms to compare
with the self-supervised algorithms. In the literature [32], the
author extracted features from original EEG data and used
a linear dynamic system approach to smooth these features.
An average test accuracy of 87.53% was obtained by using
all of the features together with a support vector machine
in the SEED dataset; in the literature [15], the authors use
a Discriminative Graph regularized Extreme learning machine
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Fig. 4. The figure shows the contrast accuracy, precision, recall, and F1_score on the emotion recognition network with different data volumes.

with DE features achieves the accuracy of 91.07% for emotion
classification on the SEED dataset; in the literature [33], the
authors used a key channel and band detection method based
on Deep Belief Network using differential entropy signals,
and the final model had 86.08% classification accuracy in the
SEED dataset; in the literature [34], the authors use support
vector machines to classify the DEAP dataset with a final
arousal classification accuracy of 64.90% and valence classi-
fication accuracy of 65.00%; in the literature [35], the authors
propose a Temporal Convolutional Network and Broad Learn-
ing System, the DEAP dataset was used for the experiments,
and the model achieved an average classification accuracy of
99.5755% and 99.5785% for valence and arousal, respectively.
The results show that the effect of self-supervised algorithm is
due to the effect of classical supervised algorithm. The contrast
results are shown in TableVIIL

VI. DISCUSSION

In this study, we employed a self-supervised learning
approach to train the classification model for emotion recog-
nition based on EEG signals. The effects of data volume
and data features on the self-supervised performance was
investigated in terms of data scaling. We tested the efficacy

TABLE VI
PERFORMANCE COMPARISON BETWEEN SELF-SUPERVISED
ANDSUPERVISED ALGORITHM

DEAP
Model SEED Arousal Valence
SVM 87.53%[32]  64.90%[34]  65.00%[34]
CNN 90.41%[22] 85.53%[23]  85.88%[23]
ELM 91.07%[15] * *
TCNBLS * 99.57% [35]  99.57% [35]
DBN 86.08%[33] * *
Ours 98.65% 99.89% 99.73%

of our model based on two publicly available dataset, which
were DEEP and SEED datasets. Our results demonstrated
that the self-supervised approach can significantly improve the
classification performance compared to the fully supervised
scheme. To our knowledge, this is the first time. application
of multi-task convolutional neural networks trained using a
self-supervised approach to EEG emotion recognition.

A. Data and Multitask Learning Relationships

We first investigated the relationship between data features
and multi-task learning. Table IV shows that the preprocessed
data achieved F1 scores of 57.6% and 67.2% on the two tasks
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of original signal and scale transformation, respectively, and
scores of the remaining tasks are around 90%, indicating that
the task complexity for the identification of these two signal
transformations for the preprocessed data is high. Table V
shows that the DE feature data achieves high scores on all
tasks, and the feature data achieves relatively stable scores
on each subject with low standard deviations. Table VII also
verifies that the feature data are better for multi-task learning.
In Table VII, it can be seen that the data after extracting DE
features, regardless of the amount of data, can achieve good
scores on the signal transformation recognition network. It is
confirmed that the data with extracted features are better for
multi-task learning and the signal transformation recognition
network is able to learn a wider range of features.

In the experiments with SEED preprocessed data, the down-
stream task and the signal transformation recognition network
does not yield good results. In future studies, we may try
to reduce the complexity of the pretext task or increase the
length of the model to investigate whether it will improve the
performance of the downstream task.

B. Multitask Learning With Downstream Tasks

The effect of multi-task learning is strongly related to the
effect of downstream task learning. In the SEED preprocess-
ing data, the F1 scores of individual pretext tasks are very
low, which play an influence on the downstream tasks when
migrating later, and the metrics of emotion recognition are
not very high. In the SEED DE feature data, F1 scores of all
pretext tasks are high and the metrics of emotion recognition
are also high, indicating that the learning of the pretext tasks
influences the effect of the downstream tasks.

In the DEAP dataset, Table VII shows that the signal trans-
formation recognition network F1 scores are high when the
amount of data is 20%, all of which reaches around 90%, and
all of the metrics are around 77% when migrating the 8 clas-
sification task and 89% when migrating the 2 classification
task. This indicates that the learning effect of the downstream
task is not only related to the learning of the pretext task, but
also to the learning difficulty of the downstream task itself.

C. Self-Supervised Learning With Downstream Tasks

In this paper, a multi-task migration study is conducted on
the DEAP dataset, and the signal transformation recognition
network is trained based on the DEAP dataset and is migrated
to three different classification tasks at the same time. Figure 4
shows that for the binary classification experiments, when the
training set sample is 20% of the dataset, all the metrics of
the binary classification experiments reach about 98%, and
the improvement of the metrics is smaller with the increase
of the sample size. For the 8 classification experiments, when
the training set sample is 70% of the dataset, all the metrics
achieve 98%. This suggests that the 8-classification experiment
is more difficult than the binary classification experiment,
so more data volume is needed to learn a wider range of
data features. When the data samples were sufficient, the
same signal recognition network is migrated to three different
classification tasks, and good results are achieved for all three

tasks. It is proved that the self-supervised learning method is
able to migrate the model to multiple tasks with good results,
saving a lot of time and resources.

VIl. CONCLUSION

In this paper, a self-supervised learning approach is intro-
duced into an emotion recognition scheme for EEG signals.
Two international public datasets, DEEP and SEED datasets,
are utilized for emotion recognition. The impact of data
volume as well as data features on the self-supervised perfor-
mance is explored in terms of data scaling. The final results
demonstrate that the self-supervised approach can significantly
improve the classification performance compared to the fully
supervised scheme. The network for the learning assistance
task is able to learn the intrinsic features of the affective
EEG data well. In practice, the self-supervised model can be
migrated to multiple classified tasks within the same domain,
which saves computing resources and time.
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