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Abstract— Accurately decoding motor imagery (MI)
brain-computer interface (BCI) tasks has remained a
challenge for both neuroscience research and clinical diag-
nosis. Unfortunately, less subject information and low
signal-to-noise ratio of MI electroencephalography (EEG)
signals make it difficult to decode the movement intentions
of users. In this study, we proposed an end-to-end deep
learning model, a multi-branch spectral-temporal convo-
lutional neural network with channel attention and Light-
GBM model (MBSTCNN-ECA-LightGBM), to decode MI-EEG
tasks. We first constructed a multi branch CNN module
to learn spectral-temporal domain features. Subsequently,
we added an efficient channel attention mechanism module
to obtain more discriminative features. Finally, LightGBM
was applied to decode the MI multi-classification tasks. The
within-subject cross-session training strategy was used
to validate classification results. The experimental results
showed that the model achieved an average accuracy of
86% on the two-class MI-BCI data and an average accu-
racy of 74% on the four-class MI-BCI data, which out-
performed current state-of-the-art methods. The proposed
MBSTCNN-ECA-LightGBM can efficiently decode the spec-
tral and temporal domain information of EEG, improving the
performance of MI-based BCIs.

Index Terms— Motor imagery, deep learning, spectral-
temporal, attention mechanism, LightGBM.
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I. INTRODUCTION

BRAIN-COMPUTER interface (BCI) system can directly
convert individual brain cognitive activity (i.e., motor

intentions) into actual instructions to help people to commu-
nicate with external devices [1], [2]. For this to happen, sev-
eral BCIs-based electroencephalography (EEG) signals were
widely used, for instance, steady-state visual evoked poten-
tials (SSVEP), P300 evoked potentials, and motor imagery
(MI) BCIs [3]. Among these BCI systems, only the MI-
BCI system depended on the individual’s spontaneous brain
potential without external stimulation. It is increased the
flexibility of participants and enriched the application sce-
narios of MI-BCI. However, it also brings new challenges to
decode EEG signals to understand the movement intentions of
users.

MI usually refers to the mental activity of imagining
movement in the brain without producing any actual motor
action [4]. For different MI tasks, such as left hand, right
hand, and both feet, the oscillatory activities of movement-
related brain regions and the brain network patterns among
regions were different [5]. For example, in the early EEG
study, Pfurtscheller et al. [6], [7] found that the event-related
synchronization (ERS) and event-related desynchronization
(ERD) phenomenon during the subject performed the MI
task. ERD occurs in the motor area of the right cortex (left
cortex) several hundred milliseconds before the start of the
left-hand (right hand) MI task, the amplitude and energy of
alpha (8-13 Hz) and beta (13-30 Hz) bands in the related
areas decreased; ERS occurs with a rapid increase in the
energy of beta band within 1-2s after the end of MI [8]. The
MI-BCI system can effectively identify MI-EEG signals based
on the differences in ERD and ERS generated by imagining
the movement so as to know the movement intention of the
subjects [9]. Although the MI task activities are different,
decoding of MI based on the EEG signals is still difficult,
and there are greater individual differences in MI ability [10].
Thus, accurately recognizing these MI activities is one of the
main goals of MI-BCI studies.
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In the MI-BCI system, feature learning and classification are
two important parts of MI task recognition. For the feature
learning stage, a lot of researches have focused on feature
extraction methods. Common spatial patterns (CSP) [11], for
example, have been widely used in MI classification studies.
Ang et al. [12] proposed the filter band common spatial
pattern (FBCSP) algorithm to extract multi band CSP features,
a feature selection algorithm was used to select discriminative
band pairs and corresponding CSP features automatically.
Yang et al. [13] used pairwise projection matrices to gener-
ate augmented common spatial pattern (ACSP) features, and
then proposed a frequency band feature selection strategy to
screen features for classification. In addition, other well-known
feature extraction methods are also used in MI recognition
studies, such as Wavelet Transform, Wavelet Packet Decom-
position, and Short-time Fourier Transform [14], [15], [16].
However, these feature learning methods still rely on hand-
designed features based on human experience, which may limit
the improvement of classification accuracy and cost a lot of
time [17].

In recent years, with the successful application of deep
learning in the field of computer vision (CV) [18] and natural
language processing (NLP) [19], many researchers [20], [21]
have applied this technology to the field of BCI because of its
powerful automatic feature learning capability during network
training. Among these deep learning models, the convolutional
neural network (CNN) has become one of the most popular
models used in EEG classification. Compared to other deep
learning models, CNN could capture the intrinsic features
in EEG signals with fewer parameters based on the weight
sharing technique [22]. Tabar and Halici [5] used CNN to
extract a new form of features with time-frequency-location
information, and a stacked autoencoder (SAE) was used for
MI-EEG two classification. Sakhavi et al. [23] proposed a
new temporal representation of EEG data and utilized CNN
to learn MI task features. The recently proposed EEGNet [24]
takes a different approach, exploiting an end-to-end approach
to extract spectral and temporal features, and achieves good
results on several BCI paradigms. To obtain the contribution
of EEG channels to MI classification, Zhang et al. [25] used a
squeeze-and-excitation attention module to automatically learn
channel weights based on the contribution of EEG channels to
MI classification, a CNN model was used to further learn the
time-frequency features. Overall, in the feature learning model
building stage, machine learning utilized a set of predefined
and interpretable algorithmic steps applied to input data,
while deep learning models automatically learn parameters
directly from the input data. In our study, a CNN network
with attention module was constructed to adaptively acquire
feature information representing motor intentions for each
EEG sample.

In addition, the methods mentioned above are all single
branch CNN results, while multi-branch CNN results have
been widely used in MI classification tasks. For example,
Dai et al. [17] performed the MI-EEG classification tasks
by feeding EEG signals of three different frequency bands
into three different CNN branches. In order to preserve more

temporal features and spatial features, Zhao et al. [26] pro-
posed a multi branch 3D-CNN model to decode MI signals,
which achieved better robustness without changing the spatial
distribution of electrodes. Jia et al. [27] proposed to capture
MI-EEG features through five parallel CNNs with different
convolution scales, and reduce the temporal variance to a
certain extent. Although these multi branch methods achieved
a good performance compared with single-branch CNN, addi-
tional preprocessing and model parameters further increase the
computational cost.

For the classification part, traditional algorithms such as
support vector machine (SVM) [28], random forests [29], and
Bayesian classifiers [30] were used in MI studies. However,
most of the current MI-EEG classification studies focus on
two classification tasks or convert multi classification tasks
into two classification tasks, which increases the computational
cost. In 2017, a boosting algorithm based on the Gradient
Boosting Decision Tree (GBDT) model, Light Gradient Boost-
ing Machine (LightGBM), was proposed by Microsoft [31].
With fast training speed, lower memory consumption, and fast
processing of massive data [22], it has been well applied in
biomedical [32] and financial forecasting [33]. More impor-
tantly, LightGBM can directly implement multi classification
tasks. The superiority of LightGBM has also been gradually
applied to EEG classification. Zeng et al. [34] used the CSP
algorithm to learn EEG features and used an improved Light-
GBM classifier to classify mental states in fatigued driving and
achieved better performance than traditional classifiers such
as SVM, CNN, and gated recurrent unit (GRU). Aggarwal
et al. [35] applied LightGBM and XGBoost algorithms to
emotion recognition, which obtained higher accuracy and
faster training speed. However, the application of LightGBM
on MI classification is still few.

To address these issues, in our study, a model that combin-
ing multi branch spectral-temporal CNN, attention mechanism,
and LightGBM classifier is used for feature learning and clas-
sification tasks of MI-BCI. The proposed method is evaluated
on BCI Competition Dataset IV-2a achieve good performance
in two-class and four-class MI classification tasks. The main
contributions of this paper are summarized as follows:

(1) We propose a novel MBSTCNN model for MI-EEG
decoding, which integrates both spectral and temporal feature
extraction into the deep learning model. Particularly, the pro-
posed MBSTCNN captures MI-EEG features more accurately
than widely used single branch CNN.

(2) We introduce an efficient channel attention module,
which extracts more discriminative features from spectral-
temporal features in an adaptive way.

(3) An efficient classifier LightGBM, which can directly
classify high-dimensional features, is used to complete the
final MI-BCI multi classification tasks.

II. METHODS

A. Dataset
The public MI-BCI competition EEG data set (BCI

Competition Dataset IV-2a) is used to train and test
our model in the current study, which can be download
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Fig. 1. The overall process of MBSTCNN-ECA-LightGBM construction. The main parameters L1, L2, L3, and F1, F2 in the MBSTCNN module
represent the convolution kernel size and the number of filters respectively. Parameter C represents the concatenate layer. The “Channel Attention”
represents the efficient channel attention mechanism module we introduced.

at https://www.bbci.de/competition/iv/#dataset2a [36]. These
MI-EEG signals were recorded by twenty-two Ag/AgCl elec-
trodes (10-20 international standard lead system) and were
sampled with 250 Hz and bandpass filter between 0.5 Hz
and 100 Hz (with the 50Hz notch filter enabled). The dataset
is provided by the Institute for Knowledge Discovery (Lab-
oratory of Brain-Computer Interfaces), Graz University of
Technology [36]. Nine healthy subjects were recruited in this
dataset. This work involves human subjects in its research.
We confirm all human subject research procedures and proto-
cols are exempt from review board approval.

B. MI-BCI Experiment

The cue-based MI-BCI paradigm contains four experiment
tasks, including imagining the movement of the left hand
(class 1), right hand (class 2), both feet (class 3), and tongue
(class 4). Two sessions are called “T” session and “E” session
were performed for each subject on different days. Each
session consists of 6 runs separated by short breaks. One
run contains 48 trials (each class for 12 trials), resulting in
288 trials for each session. In our study, the EEG data from
“T” session is used to train our proposed model, and the “E”
session is used to test our model (within-subject cross-session
validation). During the experiment, a cue in the form of an
arrow appeared and stayed on the screen at 2s, and all subjects
started imagining the movement from 3 seconds to the end of
6 seconds according to the prompting on the screen, then there
was a 1.2s rest before the next trial began. For more detailed
information, please reference [36].

C. EEG Data Preprocessing and Segment

Pre-processing is used in MI-EEG to remove noise and
artifacts generated in the experiments. In order to learn the raw
EEG signals with our proposed deep learning model, we did
not perform any EEG artifact removal and bandpass filtering.
Therefore, the raw MI signal time frame X i ∈ RCE EG×T

(i = 1, 2, . . . , N ) from the trial is extracted, where N
represents the number of trials, CE EG represents the number
of EEG channels, and T represents the time points.

After that, channel-wise normalization along the channel
level is used for X i , calculated as

X i =
X i − mean(X i )

std(X i )
(1)

where mean represents the channel-wise average value and std
represents the channel-wise standard deviation value. In our
work, the time segments we extracted consisted of 4.5s (from
0.5s before the start of the cue to the end of MI).

D. MBSTCNN-ECA Framework
In order to efficiently extract spectral and temporal domain

features from raw EEG signals, we propose an end-to-end
multi branch spectral-temporal convolutional neural network
with efficient channel attention and LightGBM (MBSTCNN-
ECA-LightGBM) framework. This framework has three main
modules for decoding MI-EEG classification, including the
multi branch spectral-temporal convolutional neural network
(MBSTCNN) module, the efficient channel attention (ECA)
module, and the classification module. In the multi branch
spectral-temporal CNN module, the raw EEG signals are
directly input into the MBSTCNN module. Then the differ-
ent spectral and temporal information are extracted through
2D-CNN. In the ECA module, we use a neural network to
assign attention weights to the extracted spectral-temporal
features, and optimize the network parameters adaptively
according to the importance of the features. The extracted new
features are input into the flatten layer, which is used to flatten
2D features into 1D. In the classification module, the extracted
multi branch features are connected by the concatenation layer
after passing through the flatten layer. For the MBSTCNN-
ECA-LightGBM module, the features are directly input into
the LightGBM classifier to get the classification results. The
activation function softmax is used to classify the MI tasks,
which is defined as:

S (x)i =
exi∑N

j=1 ex j
(2)

where x is the input vector to the softmax function S, it con-
tains elements for n outcomes, xi is the i th element in the
input vector x, and N is the number of classes. The overall
framework of our proposed model is shown in Fig. 1.



1314 IEEE TRANSACTIONS ON NEURAL SYSTEMS AND REHABILITATION ENGINEERING, VOL. 31, 2023

E. MBSTCNN Module Spectral-Temporal Wise
Feature Learning

The basic idea of CNN is to extract different features
through convolution operations. Previous studies have shown
that for different MI tasks, the optimal number of con-
volution kernels varies for different subjects and the same
subject at different times [17]. Motivated by the EEG fea-
ture extraction method EEGNet [24] and HS-CNN [17], the
raw MI-EEG samples are directly input into the MBSTCNN
module. To capture more frequency and temporal features,
we construct a multi branch CNN module by adjusting the
network convolution size.

Different convolution kernel sizes can extract features from
various fields of view. Therefore, we capture information
in different frequency domains of EEG signals by setting
multiple different convolution kernels. For example, in the first
branch, the convolution kernel size is (1, 32), and for EEG
signals with a sampling rate of 250Hz, 2D convolution can
capture information above about 8Hz as demonstrated in [24].
To speed up model convergence, we apply batch normalization
along the feature map dimension. Then, an exponential linear
unit (ELU) activation function (3) is used.

f (x) =

{
x x > 0
α(exp(x)− 1) x ≤ 0

(3)

Subsequently, depthwise convolution is used to learn spatial
filters for specific frequency bands [37]. An averaging pooling
layer was used to reduce the sampling rate to 64Hz as depicted
in EEGNet (the original sample rate is 250Hz). To help
regularize our model, we use the Dropout technique [38] and
set the dropout rate to 0.5 in our work. Further, we use
a separable convolution to learn the temporal summation
of each frequency feature map separately, and then mix
these feature maps. Finally, we obtain the spectral-temporal
features extracted by all branches, respectively. To define
the optimal number of branches, we performed comparative
experiments with different branch parameters (For more details
see the supplementary materials section B and section C
STABLE I). According to the classification accuracy (see
section RESULTS B), a three-branch module was used in our
study.

F. ECA Module
Inspired by the successful use of the attention mechanism in

a recent study [25] for channel selection in the MI-BCI, the
attention mechanism is introduced to recalibrate spatial and
spectral features. In our proposed model, a novel attention
mechanism by avoiding dimensionality reduction and cross-
channel interaction is used to rescale spectral-temporal fea-
tures [39]. The architecture of the ECA module in each branch
are shown in the Fig. 2. The main parameters are shown in
STABLE II of supplementary materials section C , respectively.
The specific steps of spectral-temporal features re-calibration
are divided into the following steps.

(a) The spectral-temporal features extracted by each branch
in the MBSTCNN module are integrated into 1D feature
vectors by using global average pooling (GAP) [40] without

Fig. 2. The architecture of ECA module for recalibrate spectral-
temporal features. The parameter C, W, and H represent the feature
maps dimension. The GAP represents the global average pooling layer,
k represents the 1D convolution size.

dimensionality reduction. Suppose the input dimension of each
branch in the module is (N , 1, 35,C f eatures)(C f eatures =

8, 16, 32) where C f eatures represents the feature maps dimen-
sion extracted by the MBSTCNN module. The idea of GAP
is to use global average pooling to replace the fully connected
layer, and more importantly, it retains the efficient information
extracted by the previous MBSTCNN module. After the GAP
layer, the feature maps become (N ,C f eatures).

(b) After the GAP layer, new feature maps are learned by
using an adaptive 1D convolution. In fact, the kernel size of
the 1D convolution can affect the number of feature channels
in the attention mechanism when calculating the weights,
i.e., the coverage of cross-channel interaction [39]. Therefore,
local cross-channel exchange information is performed by
considering each channel and its k neighbors (i.e., the coverage
of the local cross-channel interaction with kernel size k in
1D-convolution). An adaptive method is proposed to deter-
mine the value of k, where k is proportional to the feature
channel dimension. The mathematical expression is shown in
Equation (4). In order to extract nonlinear features, nonlinear
function (3) is used.

(c) After step b computes the coverage of cross-channel
interactions by using 1D convolution, a sigmoid activation
function (2) is used to map the attention weights between 0-1.

(d) Inspired by the ResNet proposed by He et al. [41],
we innovatively fuse the features extracted by the MBSTCNN
module with the new features reconstructed by the ECA mod-
ule to avoid overfitting. Flatten layers are used in subsequent
steps.

f (x) =
1

1 + e−x (4)

2φ(k) = 2γ ∗k−b (5)

k = ψ(C) =

∣∣∣∣ log2(C)
γ

+
b
γ

∣∣∣∣
odd

(6)

G. Classification Module
LightGBM was an improved gradient boosting decision

tree (GBDT) machine learning algorithm proposed by Ke
and colleagues in 2017 [31]. Its distributed and efficient
characteristics could handle large data volume tasks. Recently,
it has been widely used in machine learning tasks such as multi
classification [42] and regression [43]. LightGBM algorithm
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mainly contains two key techniques, including the Gradient-
based One-side Sampling (GOSS) algorithm and the Exclusive
Feature Bundling (EFB) algorithm. The detailed procedure of
LightGBM is listed as follows.

First, we defined a supervised training set {x1, x2, . . . , xn},
LightGBM aimed to find an approximation f ∧ (x) of the
function f (x) to minimize the expected value of a specific
loss function L(y, f (x)) as follows:

f ∧ (x) = argminEy,X L(y, f (x)). (7)

Specifically, LightGBM minimized the objective function by
fitting the gradient of the loss function in the decision tree
growth stage so that a better decision tree was obtained. The
objective function of decision tree growth was as follows:

obj =

n∑
i=1

[
gi f (xi )+

1
2

hi f 2 (xi )

]
+�( f ) (8)

where gi and hi were the first and second derivatives of the
loss function, respectively, �( f ) was the regularization terms
for all samples.

Subsequently, the GOSS algorithm was proposed in Light-
GBM to achieve a balance between the number of samples
and the accuracy of the decision tree. As LightGBM have
demonstrated that if a sample is associated with a small
gradient, the training error for this sample is small and it is
already well-trained. Therefore, GOSS saved large gradient
samples and randomly discarded small gradient samples. The
principal of GOSS is shown as follows:

G =

∑
xi ∈A

gi +
1 − a

b

∑
xi ∈B

gi (9)

where A was the large gradient sample and B was the small
gradient sample. For example, first, GOSS sorted the absolute
value of the sample gradients and selected the top a × 100%
samples. Then, b samples were randomly selected from the
remaining samples. Finally, we multiplied the b samples by
the coefficient 1−a

b , to focus on the under-trained samples
(large gradient sample) without changing the original data
distribution. Furthermore, LightGBM used the EFB algorithm
to bound mutually exclusive features into a single feature in
a high-dimensional sparse feature space. It made the number
of features for training is reduced.

The original code for LightGBM was in https://github.com/
microsoft/LightGBM. In our model, the new features obtained
from the ECA module in each branch are concatenated through
a flattening layer to obtain a 1D feature vector with a dimen-
sion (N ,Cnew), where Cnew represents the final feature maps
dimension. Final feature maps are input into the LightGBM
classifier. The main parameters of LightGBM we use as shown
in STABLE III of the supplementary materials section C .

H. Model Training
For the model training, we selected “T” session as the

training set, and the “E” session as the testing set for each sub-
ject, we called it “within-subject cross-session”. We randomly
select 20% of samples in the training set as the validation set,
and the remaining datasets as the training set. The parameter

update of the CNN feature learning network is based on the
results of the validation set. Finally, the testing set is used to
test our proposed model. During the feature learning network
training phase, the Adam optimizer [44] is used, the learning
rate is set to 0.001, and the total number of training epochs is
1000. In addition, an early stopping mechanism is used in the
model training process, and the training process stops when
the accuracy of the validation set does not increase within
200 epochs.

For the MI classification part, the LightGBM classifier
was used to classify the feature learned by MBSTCNN-
ECA module on the public dataset to complete the MI-EEG
tasks of four-classification and two-classification. Finally, the
testing set results are calculated by our proposed model.
Different from previous methods [25], [45], in our work,
in order to compare the results of the classification process of
deep learning with the deep learning feature learning network
plus LightGBM classifier, we used MBSTCNN-ECA-Net and
MBSTCNN-ECA-LightGBM, respectively.

I. Model Evaluation

To evaluate the performance of the MI-BCI classifica-
tion model, two commonly used measurements are selected,
including accuracy and kappa [5], [46]. They are defined as,

accuracy =
T P + T N

T P + F N + F P + T N
(10)

K appa =
P0 − Pe

1 − Pe
(11)

P0 =

∑n
i=1 ai i

N
(12)

Pe =

∑n
i=1 ai+ ∗ a+i

N 2 . (13)

where TP (true positive) is the number of samples in which the
original data is positive and still positive after classification;
TN (true negative) is the number of samples in which original
data is negative and still negative after classification; FN (false
negative) is the number of samples in which original data is
positive but negative after classification; FP (false positive) is
the number of samples in which original data is negative but
positive after classification; for kappa value, in the confusion
matrix, ai+ =

∑
j ai j , a+ j =

∑
j ai j , and n is the number of

categories, N is the total number of samples.

III. RESULTS

This project uses the programming language is Python3.7.
The MNE library was used for EEG signals preprocessing. The
python library LightGBM was used for classifier construction.
The Scikit-learn library was used for splitting data and model
evaluation. The feature learning network was designed by
Tensorflow 2.5, which is a concise, efficient and fast computing
deep learning framework [47]. Our frame runs in Windows10
on a Core i9 PC with 32GB RAM, and the model is trained
on an NVIDIA GTX3070Ti GPU.
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TABLE I
TWO-CLASS CLASSIFICATION RESULTS OF MBSTCNN-ECA-LIGHTGBM MODEL

TABLE II
FOUR-CLASS CLASSIFICATION RESULTS OF MBSTCNN-ECA-NET AND MBSTCNN-ECA-LIGHTGBM MODEL

A. Two-Class and Four-Class MI-BCI
Tasks Classification

To explore possible effects between different MI tasks
(i.e., left hand vs. right hand, left hand vs. tongue, left
hand vs. both feet, right hand vs. tongue, right hand vs.
both feet, tongue vs. both feet) and test the performance of
the MBSTCNN-ECA-LightGBM model for two-classification,
we conduct comparative experiments by “within-subject cross-
session”. As listed in TABLE I, the accuracy and kappa values
of various pairs of MI tasks are achieved by our proposed
model for all subjects on BCI Competition Dataset IV-2a.
The highest two-classification decoding accuracy is achieved
in Subject 1 “L vs. F” task. Subject 8 achieves the highest
accuracy in multiple two-classification tasks. The overall two-
classification and four-classification accuracy of subject 2 is
lower compared with other subjects. This finding is in line with
previous reports [17], [48]. The highest 98% and average 86%
accuracy are obtained by our model.

For the four-classification, the same “within-subject cross-
session” strategy is used to calculate the classification accuracy
and kappa. Finally, we obtain the testing set accuracy and
kappa values as our results. Furthermore, a fully connected
layer and a softmax activation layer are used instead of
LightGBM to be used as the baseline model for this part which
is called MBSTCNN-ECA-Net. TABLE II shows the classifi-
cation results of MBSTCNN-ECA-Net and MBSTCNN-ECA-
LightGBM. The highest 89% and average 74% accuracy are
obtained by our model. Furthermore, we also display the con-
fusion matrix to illustrate the classification results for each of
the four categories for each subject (please see SFig. 1 and 2
in the supplementary materials section A). In the confusion
matrix, the diagonal elements represent the decoding accuracy
of each class.

For the overall results, the t-SNE algorithm [49] is used
to visualize the results of our proposed model MBSTCNN-
ECA-LightGBM in four-class and various two-class pairs.
The t-SNE results for the highest subject accuracy in each
classification task are shown in Fig. 3.

B. Different Numbers of Branches Results
and Comparison

The same “within-subject cross-session” training method
is used to compare the effect of different branch numbers
on the model results. We selected one-branch, two-branch,
three-branch and four-branch model to determine the optimal
number of branches. As shown in Fig. 4, the four-classification
accuracy of three-branch model exhibits the best results for
our proposed model. The results of the four-branch model are
presented in the supplementary materials section B. However,
as the number of branches increases to 4, the performance
of the model does not improve more than three-branch while
increasing the amount of network parameters (SFig. 3 in the
supplementary materials section B). Therefore, after many
experiments in our study, three branches deep neural network
frameworks are used in our model. The parameters of one-
branch and two-branch are the same as those in STABLE I
in the supplementary materials section C . The accuracy of
each subject under different numbers of branches is shown
in Fig. 4 (a).

To compare the difference in results without the ECA or
without the LightGBM module, we use ablation experiments
in the proposed MBSTCNN model. In this part, our proposed
MBSTCNN-ECA-LightGBM is used as the baseline model.
Two compared methods are used in the ablation study. The
first model is the MBSTCNN-ECA-Net model without using
LightGBM, while the second model is not using the ECA
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Fig. 3. Results of the t-SNE for the subjects with the highest accuracy in each classification task based on MBSTCNN-ECA-LightGBM.
(a) Four-class result of subject 3, (b) L vs. R result of subject 8, (c) L vs. F result of subject 1, (d) L vs. T result of subject 8, (e) R vs. F result of
subject 3, (f) R vs. T result of subject 1, (g) T vs. F result of subject 8.

Fig. 4. Comparison of different numbers of branches on the two proposed methods. (a) The MBSTCNN-ECA-LightGBM results under the
different number of branches. (b) Paired t-tests are used to test the differences of models with three branches compared to one and two
branches, respectively. ∗p < 0.05, ∗∗p < 0.01, n.s means no significant difference. The hollow points in Fig. 4 (b) indicate that the accuracy of the
corresponding subjects (subject 2 and subject 6) is significantly improved under our proposed three-branch model (MBSTCNN-ECA-LightGBM).

module (MBSTCNN-LightGBM). The comparison of the
effect of different numbers of branches on model performance
is also used in ablation experiments. Paired t-tests are used to
statistically test the differences between the baseline model
and the two ablation models, respectively. The experimental
results are shown in Fig. 4 (b). The results showed that
for the MBSTCNN-ECA-Net model, three branches could
significantly improve the model accuracy compared to one
branch (p = 0.0040), and there is no significant difference
between the two branches and three branches (p = 0.1052).
For the MBSTCNN-LightGBM model, three branches can
significantly improve the model accuracy compared to one
branch (p = 0.0129) and two branches (p = 0.0155). For
the MBSTCNN-ECA-LightGBM model, three branches
can significantly improve the model accuracy compared to
one branch (p = 0.0007) and two branches (p = 0.0367).
Further, we compare the differences of our model under
the three branches with the other two models, respectively.
The results of the comparison show that there are significant
differences between the MBSTCNN-ECA-LightGBM model
and the MBSTCNN-ECA-Net model (p = 0.0067) as well
as the MBSTCNN-LightGBM model (p = 0.0008).
Most importantly, our three-branch model achieves

improvements on subjects 2 and 6, compared to the
literature [12], [23].

C. Overall Classification Results and Comparison
The MI multi classification results validated the efficiency

of our proposed MBSTCNN-ECA-LightGBM on the MI-EEG
dataset. Subsequently, we compared our method with sev-
eral state-of-the-art methods for MI four-class classification.
As shown in the TABLE III, the classification accuracies
reveal that our method outperformed the previous studies
by the FBCSP [12], SVM+FBCSP [23], ShallowNet [45],
EEGNet [24], TSFCNN [50] and SPCNN [51]. The exper-
iments show that the performance of MBSTCNN-ECA-
LightGBM is improved by 9% (average accuracy) compared
with the winning algorithm FBCSP on BCI competition
dataset IV-2a. Moreover, for 6 of 9 subjects, the MBSTCNN-
ECA-LightGBM achieves the highest accuracy.

IV. DISCUSSION

In this work, we propose an end-to-end deep learning model,
MBSTCNN-ECA-LightGBM, for decoding multi classifica-
tion MI-BCI tasks using raw EEG signals. The MBSTCNN-
ECA-LightGBM mainly consists of three modules: (1) A multi
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TABLE III
FOUR-CLASSIFICATION COMPARISON RESULTS OF OUR PROPOSED MODEL AND STATE-OF-THE-ART MODELS

branch spectral-temporal CNN module to learn frequency and
temporal domain features; (2) An efficient channel atten-
tion module to recalibrate the spectral-temporal features;
(3) A GBDT-based classifier to classify the recalibrated
spectral-temporal features. Our results show that the
MBSTCNN-ECA-LightGBM method can successfully handle
cross-session MI-EEG signals and achieve relatively high
results on both two and four-classification tasks.

In general, the non-stationary and individual variability
of EEG signals makes the model difficult to decode the
cross-session MI tasks [10], [52]. Our current work uses the
MBSTCNN-ECA-LightGBM method does overcome the low
accuracy problem on the cross-session MI-EEG classification
tasks. As listed in TABLE I and TABLE II, the highest
accuracy 98% and average accuracy 86% are obtained on
the two-classification tasks by our model, while for the four-
class task, the highest 89% accuracy and average accuracy
74% are obtained. In a recent MI-EEG classification study,
Dai et al. [17] found that the performance of the model is
related to the convolution scale in CNN. In our experiments,
similar results are obtained with a multi branch CNN network
model inspired by a single EEGNet, which obtains more
spectral-temporal information by setting different convolution
kernels. As shown in TABLE III, compared with the results of
single-branch EEGNet, our multi branch CNNs can improve
MI decoding performance by capturing different spectral-
temporal information. Furthermore, decoding MI-EEG signals
with traditional CNN models usually needs to use some data
augmentation methods [17], [53], while the multi branch
CNNs model can directly learn features from a small number
of samples. The t-SNE results (Fig. 3) also indicate that
the proposed model is able to learn different MI states
from complex EEG signals on the MI-EEG dataset. Thus,
our proposed MBSTCNN module can effectively capture the
spectral-temporal information in MI-EEG signals and has the
potential to solve the problem of less EEG data. To further
improve the ability of the model to decode MI tasks, the
attention mechanism method is used to adaptively assign
higher weights on the spectral-temporal features. Essentially,
the attention mechanism enables the model to focus on the
key information, providing an important way to capture more
reliable features [54]. Recently, as the attention mechanism
has been widely used in the MI-EEG classification tasks

[25], [55], for example, Liu et al. [55] used an attention
mechanism on the extracted CSP-wise features and class-wise
features to further improve the MI classification accuracy.
In our work, the function of the ECA module is to recalibrate
features by explicitly modeling the interdependencies between
feature channels, and it can be easily applied in the existed
CNN model [39], [55]. Therefore, ECA assign higher weights
adaptively on the spectral-temporal features to obtain more
discriminative features. That is, the useful spectral-temporal in
each branch can be enhanced and redundant features can be
weakened. Furthermore, the architecture of the ECA module
(i.e., the adaptive selection of the 1D convolution kernels)
enables the model parameters and time consumption to be
reduced compared to the attention mechanism used in [56].
Finally, our ablation experiments (Fig. 4 (b)) show a 9%
improvement in average classification accuracy (with ECA vs.
without ECA).

In terms of classifiers, different from other studies [12], [24],
we combine the powerful adaptive learning feature capability
of deep learning with the excellent classification effect of
LightGBM. The recalibrated spectral-temporal features after
MBSTCNN-ECA module as the input of the LightGBM
classifier. MI-BCI classification tasks often employ a One-
VS-Rest (OVR) strategy, in which one category is regarded
as one class, and all the remaining categories are regarded as
the other class [12], [57]. Unlike previous studies [12], [58],
the LightGBM classifier could directly complete multi clas-
sification based on the decision tree model of GBDT. It is
worth mentioning that our model achieves better performance
on both two and four-classification. In the current study,
we trained the model by using a within-subject cross-session
strategy. Good results were obtained for each subject in the
experiment, which indicated that our model could solve the
problem of individual differences to a certain extent. More-
over, our results further illustrate the LightGBM classifier
can improve MI classification accuracy (compared to a fully
connected layer). Subsequently, as shown in Fig. 4 (b), the
result proves that as the model complexity increases, the
impact of LightGBM on the decoding accuracy decreases.

Furthermore, different numbers of branches are used in
the three models (i.e., MBSTCNN-ECA-Net, MBSTCNN-
LightGBM, and MBSTCNN-ECA-LightGBM) to investigate
the effect of the number of branches on the MI-EEG
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classification accuracy. As described earlier, the purpose of
the convolution layers in our MBSTCNN module is mainly
to extract spectral and time-domain features under specific
frequency bands. Fig. 4 (a) indicates that our three-branch
network structure can more effectively learn important fre-
quency band information for MI-EEG [21], [24]. In addition,
the ablation experiment results show that the three-branch
model achieves the highest accuracy compared to one and
two branches (Fig. 4 (b)). As shown in Fig. 4 (b), subject
2 and subject 6 achieve the highest accuracy under the three-
branch model. This shows that the multi branch spectral and
temporal features have a better effect on the subjects with low
classification accuracy in [12] and [23]. Therefore, a certain
number of branches have a positive effect on the results of the
MI-EEG classification tasks.

In addition, the use of activation functions is also critical
for the training of deep neural networks. In order to verify
the influence of different activation functions on our proposed
MBSTCNN-ECA-Net model, we selected multiple activation
functions to perform comparative experiments. The results
show that the ELU activation function has achieved the best
accuracy in 7 of the 9 subjects. (For details, please see
supplementary materials section E). Similarly, in order to
verify the influence of the selection of different channels on the
model, we selected multiple channel combinations for ablation
experiments. The results show that for the BCI competition
dataset, the best accuracy can be obtained using all channels.
This may be the loss of important information caused by
random deletion of inappropriate channels, which is consistent
with [59]. (Please see supplementary materials section F for
details)

Overall, our proposed MBSTCNN-ECA-LightGBM model
achieved an improvement in performance compared with some
state-of-the-art methods. As shown in TABLE III, traditional
machine learning and deep learning are separately used for
our model comparison. The four-classification accuracy results
show a 9% improvement over FBCSP and a 15% improvement
over EEGNet. In addition, our proposed MBSTCNN model
does not require much preprocessing and manual feature
extraction, which can greatly save time cost. We use abla-
tion experiments to verify whether data preprocessing has
an impact on classification performance (More details see
supplementary materials section D). The results show that data
preprocessing have a negative effect on deep neural networks,
which is also consistent with the results in [60] and [61].

However, the learning ability of deep learning relies on large
amounts of data, such as in CV [62] and NLP [63]. In fact,
our work built a multi branch CNN feature learning network
architecture for a relatively small sample size. In future work,
the data augmentation work deserves to be added to solve the
small sample problem. In addition, although our work achieved
good performance, the interpretability of deep learning is
poor, and the abstract features learned by CNN are difficult
to interpret physiological meanings. In future work, we will
further explore the interpretability research of deep learning
in MI-BCI. Moreover, only the within-subject cross-session
strategy is used in our experiments. For the cross-subject task

on the BCI Dataset, the accuracy obtained by our model is
limited. The stability and robustness of cross-subject tasks
should be enriched in follow-up studies.

V. CONCLUSION

In our study, we propose an end-to-end MBSTCNN-ECA-
LightGBM framework based on a multi branch spectral-
temporal CNN module, an attention mechanism module, and
the LightGBM to decode MI-BCIs. By the multi branch CNN,
we could extract spectral-temporal features of EEG. We added
the ECA module to assign weight values for the features,
improving the discrimination of features. Finally, we used the
LightGBM classifier to classify the MI tasks. The experiment
results demonstrated that our proposed model could effectively
capture the spectral-temporal information from the original
EEG signal, achieving a better classification performance.
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