1208

IEEE TRANSACTIONS ON NEURAL SYSTEMS AND REHABILITATION ENGINEERING, VOL. 31, 2023 EMB

Motor Imagery EEG

_(0—

Decoding Based on

Multi-Scale Hybrid Networks and
Feature Enhancement

Xianlun Tang™, Member, IEEE, Caiquan Yang, Xia Sun™, Mi Zou, Member, IEEE,
and Huiming Wang™, Member, IEEE

Abstract— Motor Imagery (MI) based on Electroen-
cephalography (EEG), a typical Brain-Computer Interface
(BCI) paradigm, can communicate with external devices
according to the brain’s intentions. Convolutional Neural
Networks (CNN) are gradually used for EEG classification
tasks and have achieved satisfactory performance. How-
ever, most CNN-based methods employ a single convo-
lution mode and a convolution kernel size, which cannot
extract multi-scale advanced temporal and spatial features
efficiently. What’s more, they hinder the further improve-
ment of the classification accuracy of MI-EEG signals. This
paper proposes a hovel Multi-Scale Hybrid Convolutional
Neural Network (MSHCNN) for MI-EEG signal decoding to
improve classification performance. The two-dimensional
convolution is used to extract temporal and spatial fea-
tures of EEG signals and the one-dimensional convolu-
tion is used to extract advanced temporal features of
EEG signals. In addition, a channel coding method is
proposed to improve the expression capacity of the spa-
tiotemporal characteristics of EEG signals. We evaluate
the performance of the proposed method on the dataset
collected in the laboratory and BCI competition IV 2b,
2a, and the average accuracy is at 96.87%, 85.25%, and
84.86%, respectively. Compared with other advanced meth-
ods, our proposed method achieves higher classification
accuracy. Then we use the proposed method for an online
experiment and design an intelligent artificial limb control
system. The proposed method effectively extracts EEG sig-
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nals’ advanced temporal and spatial features. Additionally,
we design an online recognition system, which contributes
to the further development of the BCI system.

Index Terms— Brain—computer interface, EEG decoding,
feature enhancement, multi-scale hybrid network, artificial

limb control.

RAIN-COMPUTER Interface (BCI), a technology for
B information interaction between the nervous system and
external devices, establishes a direct connection between the
brain and external devices [1]. BCI technology collects brain
nerve activity signals through sensors, e.g., electrodes placed
on the scalp or in the skull. Through signal processing, feature
extraction, and pattern recognition, the BCI system can predict
human control intention, cognitive or mental states, and neu-
rological disease states. Besides, it offers new communication
channels or rehabilitation methods for patients with difficulty
in body or language [2], [3] and provides more information
output channels for healthy people. At present, there is a large
body of research in many fields on BCI systems, e.g., sports
rehabilitation [4], smart home [5], and entertainment [6].

Commonly used BCI paradigms are Steady-State Visual
Evoked Potentials (SSVEP), P300, and Motor Imagery BCI
(MI-BCI) [7]. MI-BCI is one of the most valuable paradigms.
When the subject imagines the movement of the left or
the right hand (there is no movement of the left and right
hands), the cerebral cortex will produce two salient rhythm
signals. The EEG rhythm energy drops significantly in the
motor-sensory area on the contralateral side of the cerebral
cortex. In contrast, the EEG rhythm energy of the ipsilateral
motor-sensory area increases. This phenomenon is called
Event-Related Desynchronization (ERD) and Event-Related
Synchronization (ERS) [8]. EEG signals are classified by
extracting the features of this phenomenon, enabling direct
communication and control between the human brain and
external devices. In most research [9], [10], feature extraction
is designed based on people’s knowledge and experience,
which usually demands sophisticated experiments and close
observation. Designing an effective feature extractor consumes
a lot of human resources and the generalization of feature
extractors designed through experience is poor. The convo-
lutional neural network shows great promise in Computer
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Vision (CV) and Natural Language Processing (NLP). Many
researchers have begun to apply CNN to nonlinear EEG signal
classification to improve decoding ability and implement a
BCI system with more robust generalization performance
[11], [12], [13].

At present, many CNN-based classification methods apply
the one-dimensional (1D) convolution or the two-dimensional
(2D) convolution and use a single-scale convolution kernel,
which limits the CNN network’s adaptability to the extraction
of different temporal and spatial features. For example, some
classical networks DeepNet [11] and EEGNet [12] used for
EEG signal decoding use 2D convolution with a single-scale
convolution kernel, which cannot effectively extract deep
temporal features and do not take into account inter-individual
differences, since the optimal kernel size of each individual
varies from person to person. In recent years, MSCNN [14]
incorporates a 1D convolution and a multi-scale strategy which
can effectively extract the temporal features of EEG signals
and balance the differences between individuals to some
extent, but cannot extract spatial features well. In addition, [15]
proposed an interesting serial multiscale network, but the mul-
tiscale features were not characterized from the original data
because it is a deeper serial network. To take into account the
differences between different individuals and the extraction of
spatio-temporal features, we propose a novel parallel end-to-
end network model-Multi-Scale Hybrid Convolutional Neural
Network (MSHCNN), which decodes dichotomous MI-EEG
signals to improve classification performance. In addition, con-
sidering that 1D convolutional networks can only effectively
extract temporal features, a coding method of EEG signals is
proposed to enhance the expression of temporal and spatial
features.

We highlight the contributions of this paper as follows:

1) A method for enhancing EEG signal features is pro-
posed, which is more suitable for encoding between
EEG signal channels in motor imagery.

2) An end-to-end network called MSHCNN is built, which
can achieve good classification performance on EEG
signals with less preprocessing.

3) An intelligent artificial limb control system is designed
based on our proposed method. Experiments in
section IV show that the BCI system is feasible.

The rest of this paper is organized as follows: The sec-
ond section reviews the work related to the classification
of MI-EEG signals. The third section describes the pro-
posed MSHCNN and feature enhancement method. The fourth
section presents the experimental results and the related anal-
ysis. The fifth section summarizes our work.

[I. RELATED WORK

The BCI system mainly comprises signal acquisition, signal
processing and conversion, control object, and feedback. The
most crucial part is signal processing and transformation,
which involves feature extraction and classification. We focus
on time-frequency features and spatial features for EEG fea-
ture extraction. The classification of EEG signals is primarily
studied within the framework of traditional and deep learning
methods.

A. EEG Feature Extraction

Common Spatial Pattern (CSP) and improved methods
based on CSP are mainly used for spatial feature extraction
of EEG signals. CSP uses the diagonalization of the matrix
to find a set of optimal spatial filters for projection, which
maximizes the variance of the two types of signals but does not
consider the local temporal information. Wang et al. propose
a new optimal spatiotemporal filter-Local Temporal Common
Space Patterns (LTCSP) for robust single-experiment EEG
classification. This method takes local temporal information
into account [16]. Ang et al. apply an FBCSP method to
classify MI-EEG signals and optimize the subject-specific
frequency band of CSP [17]. According to the literature,
Fourier Transform and Wavelet Transform are mainly adopted
for time-frequency feature extraction of EEG signals. For
example, Lu et al. use Fast Fourier Transform (FFT) and
Wavelet Packet Decomposition (WPD) to obtain frequency
domain features to classify MI-EEG signals [18]. Ji et al. apply
a feature extraction method based on Discrete Wavelet Trans-
form (DWT), Empirical Mode Decomposition (EMD), and
approximate entropy for MI-EEG signal classification [19].
In addition, some researchers use Power Spectral Density
(PSD) to extract frequency domain features for EEG signal
classification [20], [21].

B. EEG Pattern Classification

Traditional EEG signal classification methods mainly
include K-Nearest Neighbor (KNN), Linear Discriminant
Analysis (LDA), and Support Vector Machine (SVM).
Vidaurre et al. propose an unsupervised adaptive method
based on a LDA classifier, and this unsupervised classifier
is applied to online experiments [22]. Siuly and Li apply
a feature extractor based on cross-correlation, where a least
square support vector machine (LS-SVM) is used to classify
MI-EEG signals [23].

Given the superiority of deep learning in CV and NLP, many
researchers use CNN to decode EEG signals. Schirrmeis-
ter et al. propose three CNN architectures with different
frameworks to decode MI-EEG from the original EEG, such
as ShallowNet, DeepNet, and HybridNet [11]. Lawhern et al.
propose a compact EEG feature extraction model based on
depth separable convolution to classify EEG signals of dif-
ferent paradigms [12]. Tang et al. employ a novel method
based on conditional empirical mode decomposition (CEMD)
and 1D multi-scale convolutional neural network (1IDMSCNN)
to decode MI-EEG signals and for the control of intel-
ligent wheelchairs [14]. Jia et al. apply a novel end-to-
end model, Multi-branch Multi-Scale Convolutional Neural
Network (MMCNN), to determine the optimal convolution
scale [24]. In addition, many researchers have introduced the
attention mechanism into the classification of EEG signals.
Liu et al. propose a convolutional neural network based
on parallel spatial-temporal self-attention, which is used to
classify four types of MI-EEG signals and apply the proposed
method to control drones [25]. In order to apply state-of-the-
art methods in other fields to BCI systems, Song et al. use the
transformer for the extraction of temporal and spatial features
of EEG signals for the first time [26].
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Fig. 1. The structure of MSHCNN. The 1DCNN block is composed of two one-dimensional convolutions, the 2DCNN block is composed of two

two-dimensional convolutions, and the Output block is two fully connected layers. The colors of 1DCNN and 2DCNN in the MSHCNN structure

represent different convolution kernel sizes.

In general, CNN can not only extract and classify the
features of complex EEG signals simultaneously, but also
extract features from multiple dimensions, such as the tem-
poral domain, spatial domain, and frequency domain. Many
researchers have made headway in BCI using CNN-based
methods. However most of the current deep learning methods
use a single 1D convolution or 2D convolution and use a single
convolution kernel scale. Due to the individual differences
of EEG signals, the optimal scale may vary from subject to
the subject [24]. A single convolution kernel and a single
convolution method cannot fully extract the features of EEG
signals [14], [27]. To fully extract EEG signals’ temporal and
spatial features, we have designed a novel hybrid network
combining multi-scale 1D convolution with 2D convolution
to classify EEG signals. In addition, 1D convolution cannot
extract the correlation between channels well, so an encod-
ing method suitable for EEG data feature enhancement is
proposed.

[1l. METHOD

In response to the above problems, this paper proposes a
Multi-Scale Hybrid Convolutional Neural Network, extracting
deep temporal and spatial features on multiple scales to
improve classification performance. The structure of the pro-
posed MSHCNN is shown in Fig. 1. This paper also presents
a data preprocessing method to ameliorate the properties of
the MI-EEG signal to improve classification accuracy. The
following is a detailed description of our proposed method.

A. Proposed MSHCNN Structure

CNN is first applied to the handwriting digit recognition
system in the paper [28]. It is inspired by the human visual
nervous system, which uses a convolution kernel to replace the
field of vision of human eyes. CNN generally consists of three
parts, including a convolutional layer, a pooling layer, and
a fully connected layer. The convolutional layer and pooling
layer are used to extract features, and the fully connected layer
is used for classification, and the convolution formula is shown
in (1). Due to its powerful adaptive feature extraction appli-
cations, it has gained great popularity in machine vision and
is applied to image classification [29], object detection [30],
semantic segmentation [31], and style transfer [32], etc.

d _ d—1 d d
= O x T w69,
iEMj

ey

where x;.i is the j* feature map of the d'” layer convolution,
xid_1 is the i’" feature map of the previous convolutional
layer, M; is the set of input feature maps, wfl/. is the con-
nection weight between the ;' feature map of ‘the d'h layer
convolution and the i"* feature map of the previous layer of
convolution, * represents the convolution operation, b? is the
bias of the j'# feature map of the d'* layer convolution, f (e) is
the activation function, and the commonly used activation
function is Sigmoid(f(x) = H_%), Relu(max (0, x)), etc.

In object detection, YOLO proposes a multi-scale detection

strategy to be compatible with the detection accuracy of large
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Fig. 2. Effects of convolution kernel size on classification performance.
(a) classification accuracy of two different subjects in Dataset A of
different convolution kernel sizes. (b) the average classification accuracy
of 1D convolution and 2D convolution models of different convolution
kernel sizes in Dataset A.

and small objects. It takes an image with a resolution of
416 as input, and generates 3 different scale feature maps
(52 x 52, 26 x 26, 13 x 13), then performs object detection of
different scales [30]. For the classification of MI-EEG signals,
different subjects also have different optimal receptive fields.
In order to explore the effect of the convolution kernel size
on the classification accuracy of MI-EEG signals, we have
designed a two-dimensional CNN similar to ShallowNet [11].
Fig. 2 (a) presents the classification accuracy of two random
subjects on Dataset A with different scale convolution kernels.
It can be concluded that subject 1 achieves better classification
results with convolution kernels of 60 x 1 and 80 x 1, while
subject 2 achieves better classification results with convolution
kernels of 30 x 1, 70 x 1, and 90 x 1. Inspired by the above
discoveries, we note that the size of the receptive field is
closely related to feature extraction, and that 1D convolution
and 2D convolution can effectively extract temporal and spatial
features, respectively. Therefore, an MSHCNN is proposed to
improve the classification of MI-EEG signals.

As shown in Fig. 1, it consists of four parts: data input
block, one-dimensional multi-scale convolutional neural net-
work (M1DCNN) and two-dimensional multi-scale convolu-
tional neural network (M2DCNN) feature extraction block,
feature splicing block, and feature classification. The input
data shape of the MIDCNN block is (B, N, T), and the input
data shape of the M2DCNN block is (B, 1, T, N), where
B represents the batch of the input network, T represents
the length of the EEG signal, and N indicates the number
of channels to select EEG signals. We extract deep temporal
features through multi-scale 1D convolution while extracting
spatio-temporal features in parallel using multi-scale the 2D
convolution, as described below. The M1DCNN block extracts
the shallow and deep temporal features of the EEG signals on
multiple scales, which consists of three IDCNN blocks and
feature splicing layers. The shades of the colors of the IDCNN
block represent different convolution kernel sizes. In the
1DCNN block, the EEG signal first passes through 10 one-
dimensional filters with a kernel size of K to extract shallow
temporal features. Then we use 10 one-dimensional filters with
a kernel size of 3 to extract deep temporal features. M2DCNN
blocks are used for multi-scale extraction of shallow temporal
and spatial features of EEG signals. Similar to MIDCNN,
its color shades represent different convolution kernel scales,

and 10 filters with a kernel size of Kx 1 are used to extract
temporal features. Then, 10 filters with the same kernel size
as the number of EEG signal channels are used to extract
the spatial features. From the analysis above, we can see that
the optimal convolution kernel size for each subject varies
from person to person. Therefore, when choosing the size
of the convolution kernel, we use 1IDCNN and 2DCNN to
implement a series of experiments on Dataset A to explore the
influence of the size of the convolution kernel on the average
accuracy of all subjects. The result is shown in Fig. 2 (b).
The average classification accuracy varies with the size of the
convolution kernel. According to the experimental results, the
IDCNN structure selects three different convolution kernel
sizes (40, 70, 85), and the 2DCNN structure selects three
different convolution kernels of 45 x 1, 60 x 1, and 90 x 1. For
feature splicing, the three splicing blocks all perform feature
fusion in the time dimension, and the process can be described
as:

(b,10,11 (b,10,1% (b,10,13 (b,10,£%)
R77H4RTTH+RTTTY >R ()
(b,10,¢! (b,10,12 (b,10,13 (b,10,1%)
R, "*)+R, )+R, )R, . 3)
b,10,t* b,10,2%
Ri s ,11)+R§ ) N R(b,lO,t). (4)

R1, R, R respectively denote the size of the feature map in the
MI1DCNN block, the size of the feature map in the M2DCNN
block, the size of the feature map after the M1DCNN block
and the M2DCNN block are joined; b represents the batch
size, and ¢ represents the size of the time dimension, where
H+g+6=60+34+86=t;tf+t5=1t

The spliced temporal feature and spatial feature are subject
to average pooling and then mapped to the 1D feature as the
input of the Output block. The Output block is composed
of two fully connected layers, with the hidden layer set to
100 neurons, and the output to 2 neurons, and then are
classified by the Softmax. In the experiment, we use the
Rectified linear unit (Relu) [33] as the activation function,
which alleviates the problem of vanishing gradient and speeds
up the learning of the network. To prevent network overfitting,
we introduce L2 regularization, BatchNorm, and Dropout
methods to reduce the risk of overfitting. Table I shows the
detailed parameters of the basic blocks IDCNN, 2DCNN, and
Output blocks to build the MSHCNN structure. Since the basic
network structure is identical, only the parameters of IDCNN
and 2DCNN with a single kernel size are provided in the table.
It should be noted that each convolutional layer is followed
by a BatchNorm layer, a Dropout layer, and a Relu layer.

B. Feature Enhancement

In the IDCNN block, an one-dimensional convolution can-
not extract the correlation between channels, thus Tang et al.
propose an EEG signal combination method to encode
ERS/ERD information, which improves the classification
accuracy of MI-EEG signals [14]. However, only the dif-
ference between the left channel and the right channel is
considered, and the similarity between the channel has not
been taken into account. Therefore, the following methods are
proposed to enhance the features of EEG signals. Suppose
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TABLE |
DETAILED PARAMETERS OF THE MAIN BLOCKS
OF THE PROPOSED MSHCNN
Block type Filters Feature map Kernel ~ Stride  Parameters
Input layer 1 x 1000 x 3
IDCNN 3 x 1000
Convl layer 10 10 x 321 40 3 1210
Conv2 layer 10 10 x 319 3 1 310
MaxPool layer 10 10 x 53 6 6
2DCNN 1 x 1000 x 3
Convl layer 10 10x319x3 45x1 3x1 460
Conv2 layer 10 10 x 319 x 1 1x3 1x1 310
MaxPool layer 10 10 x 53 6 x1 6 x1
Concat 10 x 309
AvgPool layer 10 10 x 38 8 8
Flatten 380
FC1+Dropout 100 38100
FC2+Softmax 2 202

Generated data New data

Raw data

Fig. 3. EEG signal feature enhancement method. C3, Cz, and C4
represent the original EEG data, and Cd and Cs represent the EEG
data after feature enhancement.

the data of the C3 channel on the left side of the brain is
represented by CI', where T represents the data length of the
EEG signal, and the data of the C4 channel symmetrical to the
C3 channel is represented by C 4T , the difference and similarity
of the symmetric channel data are expressed as follows:

¢, =cl -cl. Q)
Ca=C3 +Cj. (6)

Take the EEG signal channels C3, C4, and Cz in Dataset A
as an example. The EEG signal feature enhancement method
is presented in Fig. 3. The steps of the EEG signal feature
enhancement method are as follows:

1) Determine the symmetrical channel of the EEG signal.

2) Use formulas (5) and (6) to process symmetric channel
data to obtain a new pair of data.

3) Add the obtained new EEG data to the original data in
parallel.

V. EXPERIMENT
A. Dataset and Experimental Method

To evaluate the effectiveness of our proposed method,
we have conducted related experiments on BCI Competi-
tion IV 2b [34] (Dataset A), BCI Competition IV 2a [35]
(Dataset B), and laboratory data [36] (Dataset C). The follow-
ing is the detailed description of each dataset:

Dataset A: It is based on visually evoked left-hand and right-
hand motor imagery and contains data from three channels C3,
C4, and Cz. The dataset collects the EEG signals of 9 normal
subjects. The EEG data of each subject includes 5 sessions.
There are 240 trials in the first 2 sessions, and 120 trials in each
session (60 for the left hand and 60 for the right hand). The

last 3 sessions have 480 trials, and each session has 160 trials
(80 for the left hand and 80 for the right hand). All data
have been processed with a 0.5-100Hz bandpass filter and a
50Hz notch filter, the sampling frequency is 250Hz, and the
amplitude range of the EEG data is =50 V.

Dataset B: It is composed of EEG data from 9 normal sub-
jects, including four different motor imagery tasks, involving
the left hand, the right hand, the feet, and the tongue. Each
subject has two sessions on different days, each session has
6 cycles, and each cycle has 48 trials (There are 12 of each
of the four motor images), and a total of 288 trials have been
conducted for each session. The data collect information on
25 channels, including 22 EEG channels and 3 EOG channels,
with a sampling frequency of 250Hz.

Dataset C: It is an EEG dataset of left-hand and right-hand
motor imagery. The EEG data of 7 subjects are collected by
the Emotiv EEG acquisition instrument developed by Emotiv
System in the United States(in the experiment we use the first
6 subjects). Each subject has performed 240 trials, 120 times
for the left and the right hand respectively. There are a total of
14 electrodes in the EEG acquisition equipment. This dataset
selects 6 channels F3, F4, FC5, FC6, T7, T8 located in the
motion perception area to identify the EEG signals of left and
right motor imagery. The sampling frequency is 128 Hz, in the
dataset, we retain only the 3-4 seconds of each channel.

When subjects imagine the movement of the left or the right
hand, the ERD/ERS phenomenon of u thythm (8-13Hz) and 8
rhythm (13-30Hz) is significant [8]. To simplify preprocessing,
we have performed 6-order Butterworth bandpass filtering
and Z-Score normalization on the original data. To preserve
the complete information of u and B rhythms, the filtered
frequency bands are extended to 0.5-40 Hz. In addition, the
standardized formula we adopt is expressed as below:

Xrwe = M (7)
Sixc
where X7 c is the original data of a sample, T represents
the length of the time dimension of the data, C represents the
number of channels, X «C represents the average in the time
dimension, and §1xc represents the standard deviation in the
time dimension.

In reference to Dataset A, we select the corresponding three
channels of C3, C4, and Cz in Dataset B, and select the
samples of left-hand and right-hand motor imagery to do the
two classifications.

In the experiment, the data are divided into a training set
and a test set at the ratio of 4 to 1. Pytorchl.8.0 is used
to build our proposed MSHCNN network. The loss function
uses cross-entropy. The dropout probability is set at 0.25. L2
regularization parameter is set at 0.1 and the momentum is
set at 0.9. Stochastic Gradient Descent (SGD) method is used
to optimize our network, the learning rate is set to 0.001, the
batch size is set to 20, and 100 epochs are trained.

B. Experiments on Dataset A and B

1) Performance of MSHCNN: A series of experiments are
conducted on Dataset A using a network with a single convo-
lution kernel and MSHCNN to verify the performance of our
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Fig. 4. Training loss and validation accuracy curves for subjects S4, S5,
S6 and S8 in Dataset A.

proposed method in multi-scale and spatial-temporal feature
extraction. The one-dimensional convolutional network with a
single convolution kernel uses the combination of the IDCNN
block and the Output block in Fig. 1 (denoted as 1DCNN).
A two-dimensional convolutional network with a single con-
volution kernel uses a combination of a 2DCNN block and
an Output block (denoted as 2DCNN). From the analysis in
Fig. 2 (b), the convolution kernel size of the IDCNN block
in MSHCNN is set at 40, 70, and 85, and the convolution
kernel size of the 2DCNN block is set at 45, 60, and 90.
The average accuracy of the MSHCNN network on Dataset A
is 84.86%. The results obtained by the proposed method are
compared with the results of the separate 1D convolution and
2D convolution models in Fig. 2 (b), it is concluded that the
multi-scale hybrid network, which combines the advantages of
one- and two dimensional convolution in both temporal and
spatial feature extraction, outperforms the single convolutional
kernel network. At the same time, we find that in Dataset A
the one-dimensional convolution is generally slightly better
than the two-dimensional convolution. To demonstrate the
reliability of our proposed network, Fig. 4 shows the training
loss and validation accuracy curves for subjects S4, S5, S6,
and S8 in Dataset A. From the accuracy curves, we can see
that the model achieves decent classification performance in
about 10-25 epochs.

2) Comparing With Baselines: We choose the widely used
network EEGNet [12] and DeepNet [11] as the baseline.
In addition, we choose the combination of blocks in our
proposed network for ablation experiments. The networks
include M1DCNN, M2DCNN, DM1DCNN, and DM2DCNN.
Among them, MIDCNN is a combination of MIDCNN block
and Output block, M2DCNN integrates M2DCNN block with
Output block, DMIDCNN combines 2 parallel MIDCNN
blocks and Output block, and DM2DCNN is an integration
of 2 parallel M2DCNN blocks and Output block. We conduct
experiments on Dataset A. In the experiment, the size of
the convolution kernel of other networks is consistent with
the size of the convolution kernel in MSHCNN, and the
hyperparameters are the same as those given in the experi-
mental method. The comparative results are shown in Fig. 5.

100 - .
: 84.86
86. 89 84.19 82.54 83.76 83.69

v LT L

80

60

Accuracy (%)

40

20

0 T
EEGNet

T T T T T T T T T
MIDCNN  M2DCNN DMIDCNN DM2DCNN MSHCNN

Method

T
DeepNet

Fig. 5. Experimental results of ablation experiment on Dataset A.

MSHCNN achieved the best classification results, with an
average classification accuracy rate of 84.86%. Statistically,
our proposed method is significantly different from EEGNet
(0.018, 0.825) and M2DCNN (0.036, 0.211); it is not sig-
nificantly different from DeepNet (0.441, 0.102), MIDCNN
(0.498, 0.073), DMIDCNN (0.484, 0.114) and DM2DCNN
(0.233, 0.117), but the average classification results it achieves
are better. The first number in the brackets is the p-value,
which helps determine statistical significance. Generally,
A p-value less than 0.05 is statistically significant. The second
is the Cohen’s d-value, which characterizes the effect size by
relating the mean difference to variability, and a value less than
0.2 means that the difference is very small; a value between
[0.2, 0.5) indicates a small difference; a value between [0.5,
0.8) indicates a medium difference; a value greater than
0.8 indicates a very large difference.

3) Performance of Feature Enhancement Method: We use
EEGNet and MSHCNN to evaluate our proposed feature
enhancement method on Dataset A. Fig. 6 shows the exper-
imental results. EEGNet and MSHCNN represent the results
of filtering and standardization of the original data. S_ EEGNet
and S_MSHCNN are the results obtained using the subtractive
encoding method. A_EEGNet and A_MSHCNN are the results
obtained by using the additive encoding method. SA_EEGNet
and SA_MSHCNN use the encoding methods proposed in this
paper. The analysis of the experimental results shows that the
classification accuracy of the three encoding methods has been
improved in the EEGNet network. Compared with unencoded
data, the classification accuracy of a single encoding method
has decreased by about 0.1% in the MSHCNN network,
whereas there is an improvement in the encoding method
we proposed. Therefore, our proposed encoding method is
more adaptive. Statistically, SA_EEGNet is significantly dif-
ferent from A_EEGNet (0.022, 0.653) and not significantly
different from S_EEGNet (0.139, 0.201). SA_.MSHCNN is
not significantly different from S_ MSHCNN (0.441, 0.064) or
A_MSHCNN (0.285, 0.067), but our proposed method is more
stable. In addition, we have verified the feature enhancement
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TABLE I
COMPARISON OF THE AVERAGE PERCENTAGE CLASSIFICATION ACCURACY OF DIFFERENT MODELS ON DATASET A
Subject FBCSP MSNN DeepNet S3T MANN MSCNN MMCNN  Proposed
2012 [17] 2021 [15] 2017 [11] 2021 [26] 2021 [37] 2020 [14] 2021 [24]
S1 70.00 84.72 86.11 81.67 82.81 80.56 84.90 86.80
S2 60.36 69.11 72.79 68.33 60.36 65.44 70.40 77.94
S3 60.94 62.50 68.05 66.67 59.06 65.97 75.50 65.97
S4 97.50 97.97 96.62 98.33 97.50 99.32 96.30 97.97
S5 93.12 91.21 92.56 88.33 91.88 89.19 92.40 93.24
S6 80.63 86.11 85.41 90.00 86.38 86.11 86.30 88.88
S7 78.13 79.16 83.33 85.00 84.06 81.25 87.60 86.80
S8 92.50 87.50 83.35 93.33 93.44 88.82 84.20 82.89
S9 86.88 88.88 86.80 86.67 86.88 86.81 81.80 86.80
Avg 80.00* 83.01 83.89* 84.26 82.54 82.61 84.37 85.25
Std 13.85 11.10 8.85 10.64 13.73 11.00 791 9.19
p-value 0.08 0.18 0.09 0.59 0.11 0.21 0.26 -
100
83.39 84.70 84.64 85.25 e MSCNN [14]: It uses an improved empirical mode
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Fig. 6. Experimental results of feature enhancement on Dataset A.

method on Dataset B. The average accuracy rate can reach
84.87%, with the data processed by our feature enhancement
method.

4) Comparison With Other Methods: We compare our pro-
posed method with open-source methods. The following is a
brief introduction to these methods:

o« FBCSP [17]: It is a feature extraction method based on
CSP, which is achieved through frequency band grouping
and feature selection algorithms.

« MSNN [15]: It is a novel and serial deep CNN that
classifies multi-paradigm EEG by representing multi-
scale spatio-temporal features.

o DeepNet [11]: It consists of 5 parts. The first block has
two convolutional layers to extract spatial and temporal
features. Then there are three standard convolutional lay-
ers and finally a fully connected layer for classification.

e S3T [26]: It is a Transformer-based network structure that
includes a spatial transformer and a temporal transformer
using the attention mechanism.

« MAAN [37]: It is a new multi-attention adaptive network
that integrates attention with transfer learning for the
classification of EEG signals.

decomposition data preprocessing method and a multi-
scale one-dimensional convolution network to classify
EEG signals.

« MMCNN [24]: Tt is a novel end-to-end EEG signal
classification model. Without filtering, it can effectively
decode the original EEG signal with a multi-scale and
attention mechanism.

Table I compares the average accuracy of our proposed
method with several state-of-the-art methods on Dataset A.
From the table, we can draw the conclusion that the average
accuracy of our proposed method is the highest. Compared
with the traditional FBCSP method, our proposed method
improves the average classification accuracy improved by
5.25%, and only the accuracy achieved by subjects 8 and 9 is
lower than that achieved in the traditional method. Compared
with the highly cited convolutional neural network EEGNet,
our proposed method improves the average accuracy by 9.04%.
Relative to the new methods proposed in recent years, the
classification results of our proposed method are also very
competitive. We use the Wilcoxon signed-rank test to perform
statistical analysis on the classification results. In the table
for the average results, * indicates that there is a significant
difference at 10%, and ** indicates that there is a significant
difference at %5. The annotation applies to subsequent tables.

5) Visualization Analysis: To demonstrate the learning pat-
terns of our proposed network, we use EEG activation patterns
and t-sne to visualize and analyze the learning patterns of
the network. The t-sne is an embedding model that can map
data in a high-dimensional space to a low-dimensional space
and preserve the local characteristics of the data set. It is
mainly used for dimensionality reduction and visualization
of high-dimensional data [38]. The visualization patterns are
generated based on information from the fourth subject in
Dataset A.

As Fig. 7 indicates, we map the learning weights of the
spatial convolution in the MSHCNN and visualize them as
a topological map based on the activation pattern. We use
a 22-channel EEG mapping to facilitate the observation of
activation patterns. We normalize the learning weights for
channels C3, Cz and C4, then fill the remaining 19 channels
with zeros. In this investigation, we have found that the
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Fig. 7. Topological visualization of activation pattern maps for MSHCNN
spatial convolution. The visualization depicts the fourth subject of
Dataset A. The first row is the learning weight activation map of left-hand
motor imagery and the second row is the learning weight activation
map of right-hand motor imagery, where conv1 denotes the first branch,
conv2 denotes the second branch and conv3 denotes the third branch.
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weights of spatial convolution represent the different degrees
of activation in the left and right sides of the brain on left-
and right-hand motor imagery. Thus, our proposed network
is capable of spatial feature extraction of EEG signals from
multiple temporal scales.

In addition, we visualize the feature map after the first layer
of multi-scale temporal convolution and concatenation, and
the visualization results are shown in Fig. 8. We visualize
the original input features, the three feature maps from the
1D multiscale convolution and the three feature maps from
the 2D multiscale convolution, where the convolution kernel
size increases sequentially. Finally, the features are visualized
with all branches converged into one. We found that in the
one-dimensional convolution, the features of the second and
third branches are more distinct from those of the first branch.
In two-dimensional convolution, the features of the second
branch are more prominent than those of the first and third
branches. After feature concatenation, the features are more
clearly differentiated, especially in the middle part, where only
a few samples are not differentiated. We conclude that our
proposed network is better at extracting temporal features on
different scales relative to other methods.

C. Experiment on Dataset C

We do relevant experiments on the data collected in the
laboratory to verify the adaptability of our proposed method
to other datasets. Since the length of the input data is different
from Dataset A, and the input data shape of Dataset C is
128 x 6, we have modified some parameters in the network.
We use 8 filters for the first layer of convolution, with the
stride size set at 1, and the number of filters for the second
layer of convolution is set at 16. When choosing the size
of the convolution kernel, we repeat the experiment, and the
result is shown in Fig. 9. We conclude that as the convolution
kernel increases, the average classification accuracy witnesses
a downward trend. In the end, we choose 4, 12, and 18 as

Orlglal 1dco¥&71

Fig. 8. The t-sne algorithm is used to visualize the features
of the MSHCNN at different convolutional layers.The visualization
uses the fourth subject of Dataset A. Original represents the visualiza-
tion of the original data. 1dconv1-3 are the features of the first layer of
convolution of the three branches of the 1D convolution and 2dconv1-3
are the features of the first layer of convolution of the three branches of
the 2D convolution. Concat is a concatenation of six branch features.
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Fig. 9. The average accuracy of different convolution kernel sizes on
subjects in Dataset C.

the convolution kernels of 1DCNN, 6, 16, and 24 as the
convolution kernels of 2DCNN, and the remaining hyperpa-
rameters remain unchanged. On Dataset C, we found that
two-dimensional convolutions generally obtain better results
than one-dimensional, which might is impacted by the sam-
pling frequency, duration, and number of channels.

1) Method Validation: We evaluate the performances of
EEGNet, DeepNet, MIDCNN, M2DCNN, DMIDCNN,
DM2DCNN, and MSHCNN on Dataset C. The experimental
results are shown in Fig. 10. It can be clearly seen that
the method we proposed reports a higher average accuracy.
In addition, the multi-scale convolutional networks M1DCNN
and M2DCNN obtain better classification results than the
single convolution kernel EEGNet and DeepNet networks, and
we also find that two parallel network structures (DM1DCNN
and DM2DCNN) can improve the classification accuracy.
As Fig. 11 indicates, the training loss and accuracy curves
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TABLE Il

COMPARISON OF THE AVERAGE PERCENTAGE CLASSIFICATION

ACCURACY OF DIFFERENT MODELS ON DATASET C

Subject MKELM LST™M k-SAE  DeepNet MSNN  Proposed
S1 92.72 89.50 94.17 89.58 93.75 97.91
S2 92.83 94.83 99.83 100.00 100.00 100.00
S3 88.33 85.00 89.67 66.66 81.25 95.83
S4 98.74 96.50 100.00 91.66 100.00 97.91
S5 92.53 87.00 98.83 100.00 97.91 97.91
S6 82.03 91.50 89.47 91.66 83.33 91.66
Avg 91.20%*  90.72*%*  95.33 89.92 92.70 96.87
Std 5.09 4.06 451 11.18 8.41 2.62

p-value 0.04 0.02 0.24 0.13 0.14 -

88.19 89.92 92.70

92.35 93.05 05 09

100
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for subjects S1, S2, S4, and S5 in Dataset C on the vali-
dation set are shown. It can be seen that the convergence
speed of subjects S2 and S4 is fast, and the convergence
speed of subjects S1 and S5 is slightly slower, probably due
to the mental state or environmental factors, which cause
the data distribution of the collected EEG signals to be
more complex, making subjects S1 and S5 converge more
slowly. We use MSHCNN to evaluate the effectiveness of
feature enhancement. The average results of the experiments
are S_MSHCNN (96.5243.88), A_MSHCNN (95.48+5.80),
SA_MSHCNN (96.87+2.87). We found that using one encod-
ing method may be ineffective or even counterproductive,
while using our proposed encoding method has boosting
effects to some extent. It can be concluded that our proposed
data encoding method is more robust.

2) Comparison With Other Methods: We compare our pro-
posed method with other methods. Table III provides the
comparative results, among which the experimental results of
MKELM [39], LSTM [40] and, k-SAE [36] are all from [36],
the experimental results of DeepNet and MSNN are from our
implementation. According to the analysis in Table III, our
proposed method has achieved the best results, and the mini-
mum standard deviation is 2.62, indicating that our proposed
method is the most robust.

D. Cross-Subject Experiments

We use our proposed network structure to conduct
cross-subject experiments on three datasets to explore the
adaptability of MSHCNN to different subjects. There are
9 subjects in Dataset A and B respectively. We use the data
of the first subject for testing, and the data of the remaining
8 subjects for training. Then we select the second subject as
the test set until the ninth subject is selected as the test set.
There are 6 subjects in Dataset C. In the same way, we select
one of the subjects as the test set, and the rest as the train set.
The experimental results are shown in Table IV, where we per-
form cross-subject experiments using four models, MSHCNN,
EEGNet, DeepNet, and MSNN, where A, B, and C denote
the datasets. The MSHCNN has achieved competitive results
on three datasets. The average classification accuracy rate of
9 subjects on Dataset A is 76.03%, the average classification
accuracy rate on Dataset B reaches 72.60%, and the average
accuracy rate of 6 subjects on Dataset C is 72.28%. Although
we found that the MSNN outperforms our method on Dataset
C, it did not perform well on the other two datasets. In general,

20

T
EEGNet

T
DeepNet

MIDCNN M2DCNN DMIDCNN DM2DCNN MSHCNN

Method

Fig. 10. Experimental results of ablation experiment on Dataset C.
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Training loss and validation accuracy curves for subjects S1,
S2, S4 and S5 in dataset C.

our proposed method fares better in cross-subject experiments

compared to the other three networks.

E. Online Experiments

We apply the proposed algorithm to the actual control
system and design a BCI-based online control system for
intelligent artificial limb. The intelligent artificial limb system
mainly includes EEG signal acquisition equipment, signal
processing equipment, microprocessor, and artificial limb.
As shown in Fig. 12. It is the intelligent artificial limb control
system. The real-time EEG data is obtained through the
TCP/IP protocol, then preprocessed before sent to the model
to get the classification results. The results are fed back to
the subject, and the results are converted into control instruc-
tions. The instructions are sent to the STM32 microprocessor
through Bluetooth to control the grip of the artificial limb.

Different from dataset C, we use new equipment pro-
duced by Brain Products in Germany to collect EEG signals
and have conducted an online experiment on three subjects
aged 23 to 27. The device consists of an actiCHamp amplifier,
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TABLE IV
THE AVERAGE PERCENTAGE CLASSIFICATION ACCURACY OF CROSS-SUBJECT EXPERIMENTS ON THREE DATASETS
Method S1 S2 S3 S4 S5 S6 S7 S8 S9 Avg Std
MSHCNN A 76.80 6632 5736 91.75 7959 8263 74.16 80.13 7555 76.03 9.79
MSHCNN B  69.44 59.37 88.88 7534 6458 69.09 59.02 8022 87.50 7260 11.17
MSHCNN C 7458 77.50 6291 7833 8791 52.50 - - - 72.80 12.58
EEGNet A 78.61 6647 55.13 91.08 78.64 7125 69.72 6026 58.05 6991 11.54
EEGNet B 61.11 5486 76.04 6736 7152 63.19 60.06 7048 83.68 67.59 8.90
EEGNet C 63.33 5625 5833 62.08 51.66 53.75 - - - 57.56 4.59
DeepNet_ A 7541 6382 57.50 9243 7837 81.52 7583 80.00 75.83 75.63 10.07
DeepNet_B 71.18 5625 86.11 7135 73.61 6145 66.66 7569 6458  69.65 8.73
DeepNet_C 67.08 7875 62.08 8291 86.25 5291 - - - 71.66  13.06
MSNN_A 74.72 6529 57.63 9121 7472 8555 7291 7657 76.66  75.02 9.87
MSNN_B 58.68 52777 68.05 61.80 5520 54.16 5451 5798 50.00 57.01 5.40
MSNN_C 65.83 7791 6375 8791 8833 51.25 - - - 7249 14.76
i' ____________ 1
|
BP MI-EEG Read data via | . ! TABLE V
acquisition > P —{| Dawapreprocessing |1 PERCENTAGE CLASSIFICATION ACCURACY OF ONLINE EXPERIMENTS
N | |
| + | Subject SA EEGNet SA MSHCNN
I : validation  online  validation online
! |
|
« Result feedback <—|I Pattern recognition i g; g; ;i gi g;
| ! S3 91 79 93 85
: + | Avg 85.67 75.33 88.33 81.67
Intelligent | ! Sud 472 321 451 3.05
artificial limb « STM32 controller : Generate command :
| Ji
* v each subject performed 100 motor imagery tasks, alternating
the left and the right hand. The accuracy of the validation set
Bluetooth receiver |« Bluetooth transmitter . . .
and online experimental results are shown in Table V.
From the experimental results in Table V, it can be con-

Fig. 12. The structure of the intelligent manipulator system.

electrode cap, signal recording software, and analysis software.
The data collection paradigm consists of three parts. The first
part is the preparation phase of 2s, where a white plus sign is
displayed on the screen; the second part is the motor imagery
phase of 4s, where the left and right white arrows alternately
appear on the screen; the third part is the rest phase of 4s, and
the screen is black. We use a combination of EMG and EEG
control, using the clenching of teeth as the start signal of the
experiment. After detecting the clenching signal, the subjects
start motor imagery for four seconds and use the left-hand and
right-hand motor imagery to control the grasping and releasing
of the manipulator. After many experimental observations,
we select the FT9 channel as the EMG signal detection of teeth
clenching and use the variance within 0.2s to detect whether
the teeth are clenched, and the success rate is 100%. C3,
Cz, and C4 are selected as MI-EEG data channels. To better
understand our experimental procedure, we provide a video of
a successful live demonstration in our supplementary material.
In addition, the EEG signal is classified by the method we
proposed, and the EEGNet method is utilized for comparative
experiments.

For each subject, we collect 600 samples, 300 left-hand and
right-hand motor imagery, respectively. Each session collects
100 samples and rests 5-10 minutes in between. It is divided
into training set and validation set at a ratio of 5:1. A few days
later, we conducted an online control experiment, in which

cluded that the proposed method obtains a higher aver-
age accuracy than the EEGNet model. The EEGNet model
achieves an average online control accuracy rate of 75.33%,
while our proposed method achieves 81.67%. In addition,
results of the EEGNet model differ from the average accuracy
of the online experiments by 10.34% on the validation set. The
experimental results of our proposed method differ by 6.66%,
indicating that our proposed method is more adaptable.

V. CONCLUSION

Based on the theory of deep learning, this paper proposes
a multi-scale hybrid convolutional neural network, which
extracts the depth temporal and spatial features of EEG signals
from multiple scales. In addition, a more robust coding method
for EEG signals is proposed. We use BCI Competition IV 2b,
BCI Competition IV 2a, and Laboratory data datasets to verify
the effectiveness of our proposed method. Compared with
traditional methods and deep learning methods, our proposed
network achieves higher average accuracy rates of 85.25%,
84.86%, and 96.87%, respectively. Competitive results are also
obtained in cross-subject experiments. Experiments show that
our method can effectively extract the temporal and spatial
features of EEG signals, and can be used in brain-computer
interface systems. In addition, we apply our method to the
online artificial limb control system, and the classification
accuracy in real-time control reaches 81.67%.

For future avenues for research on brain-computer inter-
face in the field of athletic rehabilitation, we believe it is
worthwhile to: (1) Increase the categories of motor imagery
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classification to provide more control commands; (2) Build
3D EEG data, introduce 3D convolutional neural networks,
and extract EEG signals features in three-dimensional space;
(3) Introduce other bioelectrical signals (Electrooculogram
signals, electromyographic signals), and combine them with
MI-EEG signals to study a hybrid brain-computer interface
system.
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