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Abstract— The steady-state visual evoked potential
(SSVEP) has been widely used in building multi-target
brain-computer interfaces (BCIs) based on electroen-
cephalogram (EEG). However, methods for high-accuracy
SSVEP systems require training data for each target, which
needs significant calibration time. This study aimed to
use the data of only part of the targets for training while
achieving high classification accuracy on all targets. In this
work, we proposed a generalized zero-shot learning (GZSL)
scheme for SSVEP classification. We divided the target
classes into seen and unseen classes and trained the
classifier only using the seen classes. During the test
time, the search space contained both seen classes and
unseen classes. In the proposed scheme, the EEG data
and the sine waves are embedded into the same latent
space using convolutional neural networks (CNN). We use
the correlation coefficient of the two outputs in the latent
space for classification. Our method was tested on two
public datasets and reached 89.9% of the classification
accuracy of the state-of-the-art (SOTA) data-driven method,
which needs the training data of all targets. Compared
to the SOTA training-free method, our method achieved a
multifold improvement. This work shows that it is promising
to build an SSVEP classification system that does not need
the training data of all targets.

Index Terms— Brain-computer interface, steady-state
visual evoked potential, generalized zero-shot learning.

I. INTRODUCTION

DUE to the high signal-to-noise ratio, steady-state visual
evoked potential (SSVEP) is one of the promising
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paradigms for building user-friendly and multi-command
brain-computer interfaces (BCIs) [1]. A typical SSVEP-based
BCI system needs the user to stare at a flickering target.
SSVEP signals can then be recorded using electroencephalog-
raphy (EEG) electrodes. An algorithm is applied to search for
the stared target based on the EEG data [2], [3].

The past few years have witnessed a dramatic improvement
in the accuracy and information transfer rate (ITR) in SSVEP-
based BCI systems. SSVEP is considered a periodic signal
related to the stimulus frequency and can be classified using
a training-free method. Canonical correlation analysis (CCA)
is one of the first SSVEP classification algorithms [4] which
needs little computational cost [5]. Since CCA can not make
good use of the harmonic components in SSVEP, Chen et al.
developed the filter bank CCA (FBCCA) [6]. By decomposing
the EEG data into several subbands and proceeding separately,
FBCCA has a better performance than CCA and becomes
the state-of-the-art (SOTA) training-free method. Subsequent
studies have focused more on algorithms with training data [7].
These algorithms can optimize the classification model for
each subject and improve performance. The task-related com-
ponent analysis (TRCA) is the most typical one [8]. For
each stimulus target, TRCA finds the best weights for EEG
electrodes and generates the template. TRCA classifies by
finding the maximum correlation coefficient between the test
data and the individual templates. The later study proposed the
convolutional correlation analysis (ConvCA) method, which
exceeds TRCA [9]. ConvCA applies two convolutional neural
networks (CNN) to EEG data and templates separately. Then
it uses a self-defined correlation layer and a fully-connected
layer for classification. Recently, a study claimed to have the
SOTA accuracy among data-driven methods [10]. It combined
filter bank analysis with the deep neural network (DNN) in
SSVEP classification.

In SSVEP classification, the training-based method gener-
ally has higher accuracy than the training-free method [11].
The existing training-based SSVEP classification method relies
on correlation between training and testing data. Therefore, the
training-based method can not identify classes that have not
appeared in the training set (i.e., unseen classes). However,
obtaining training data for all classes can cause fatigue,
especially when there are a large number of classes in the
system. Recent studies proposed SSVEP systems with more
targets, such as 80-target [12] and 160-target [13]. Therefore,
how to accurately classify unseen classes while using only
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certain classes (i.e., seen classes) as training samples becomes
a problem.

The existing methods, such as DNN-SSVEP, classify in
the data space. They require training data for all classes.
We used convolutional neural networks to map the EEG and
the stimulus of SSVEP to a latent space. Due to the nonlinear
mapping of the network, the latent space is able to obtain the
characteristics of the SSVEP signal only by the frequency and
phase of the stimulus. Thus, we can obtain a representation
of all classes in the latent space and classify them correctly.
Since our task shares similarities with the generalized zero-
shot learning (GZSL) in computer vision (CV) [1], [14],
[15], we borrowed the data division approaches and variable
descriptions from it to better describe our work.

In this study, we proposed a novel GZSL model for SSVEP
classification. We used 8 unseen classes and 32 seen classes in
the 40-target SSVEP system to demonstrate the performance,
which is the common ratio (1 : 4) in GZSL missions (e.g.,
the Animals with attributes (AwA) dataset [14], the Oxford
Flowers (FLO) dataset [16] and the ImageNet dataset [17]).
In our GZSL model, the SSVEP signal serves as the feature,
and the sine wave corresponding to a particular stimulus serves
as the semantic. Our model contains three branches. The
Electrodes-Combination-Net generates the latent space from
averaged training data in the training stage. The Extraction-
Net extracts the SSVEP components from the EEG data
and projects them into the latent space. The Generation-
Net uses the sine wave to generate templates in the latent
space. We hypothesize that the SSVEP response of one
subject is stable between neighboring stimulus frequencies.
Thus, the Generation-Net can obtain enough information
during the training stage though several classes are unseen.
During the test time, we used the correlation coefficients
of the outputs of the Extraction-Net and Generation-Net for
classification.

We used two public SSVEP datasets [18], [19] to evaluate
our model and compared the performance with the SOTA
training-based and training-free methods. We also verified the
impact of using different distributions and portions of unseen
classes on performance. Since our method did not force the
training data and test data to have the same data length, we also
experimented with using different data lengths during training
and testing. Our study illustrated that the proposed SSVEP
classification algorithm can achieve high accuracy even when
the training data of several classes are not provided. This result
will contribute to the implementation of SSVEP systems with
a large number of targets. The previous methods either had
complete training for each target or were limited to training-
free methods. However, our method can be implemented with
only some training data available.

The rest of this paper is organized as follows. Section II
introduces several relevant background studies. We present
the application of CNN in SSVEP and the related studies of
GZSL. In Section III, we described the datasets and our model.
We also explained the training process. Section IV presents the
experiment results. Section V and VI report the discussion and
conclusion.

II. RELATED WORK

In this section, we begin with a brief introduction to classi-
fication methods using convolutional neural networks (CNN)
in SSVEP. We then present several existing GZSL methods
and point out their applications to EEG.

A. Convolutional Neural Network in SSVEP
Classification

Deep learning (DL) methods require less prior knowledge
of the domain and can optimize parameters automatically, thus
achieving good results on challenging tasks [20], [21]. CNN
is the most commonly used DL method in EEG classification
tasks [22]. One of the representative works is EEGNet [23].
However, restricted by the small amount of data and large
background noise, not until recently did CNN-based methods
have not outperformed spatial filter methods (e.g., TRCA).
ConvCA [9], which combines CNN with a correlation layer,
performs better than the previous methods on the Benchmark
dataset. While a recent study proposed Deep Neural Network
for SSVEP (DNN-SSVEP) that claimed to have the SOTA
accuracy on the same dataset [10]. However, both methods
require training data for each target, which can cause severe
fatigue for the user. Several review studies have pointed out
that BCI systems should minimize training time to meet
practical application requirements [11], [24]

B. Zero-Shot Learning
Lampert et al. pioneered zero-shot learning (ZSL) and

proposed the direct attribute prediction (DAP) model for clas-
sifying images that did not appear in the training [14]. In ZSL,
the dataset is divided into seen and unseen classes, and only
seen classes are used for training. The conventional ZSL model
uses the search space only containing unseen classes [25].
In contrast, generalized zero-shot learning (GZSL) uses the
search space containing all classes for testing, which is more
practical [26].

Most of the GZSL tasks use embedding-based models
[27], [28], [29] or generative-based models [30], [31], [32].
Both models use semantic information to help transfer knowl-
edge from seen classes to unseen classes. In an embedding-
based model, there are three commonly used embedding
spaces, including the semantic vector space, the feature vector
space, and the latent space [33]. In our work, we used the
scheme of latent space embedding since the feature vector
having much noise, and the actual signal is hard to characterize
in our semantic space. We projected the SSVEP feature and
sine wave semantic into the same latent space using two
separate network branches. Classification is carried out in the
latent space.

The generative-based model learns to generate features
using semantics from seen classes. Typically, these models
use generative adversarial networks (GAN) [34], [35], [36] or
automatic variational encoder (VAE) [37]. In the generative-
based model, the generator uses semantic vectors to generate
features close to those extracted by the feature extraction
network. The classifier is then trained with generated and
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Fig. 1. Stimulus interface layout. (a) The stimulus layout for the Bench-
mark dataset. (b) The stimulus layout for the BETA dataset. The different
colours divide the adjacent frequencies into eight groups. The number
in the top left corner indicates the order of the different targets in the
dataset.

real features to distinguish between category and authenticity.
Although generative methods were used in our network, the
classifier was not trained with the generated data.

C. Generalized Zero-Shot Learning in EEG
Although GZSL has already made a splash in the field

of image classification, its implementation in EEG has only
recently begun. Hwang et al. proposed EZSL-GAN, which
uses word2vec as semantic to classify the EEG signals evoked
by different pictures [38]. Duan et al. proposed a method
for Motor Imagery classification using GZSL [39]. The EEG
features are extracted in their proposed network. Then the
projection network uses the average feature vectors of each
category as targets and the original features as the input to
train. The classification in the test stage uses an outlier detector
to distinguish between unseen classes and seen classes in the
projected space. This approach can handle the single unseen
class conditions, whereas our model needs to distinguish
between multiple unseen classes.

III. METHODS AND MATERIALS

A. Dataset
1) Benchmark Dataset: The Benchmark dataset is proposed

by Wang et al. [18]. This dataset includes EEG data recorded
from 35 subjects during the SSVEP experiment. The stimulus
interface is a matrix of 5 × 8 targets, which is shown
schematically in Fig. 1 (a). A total of six blocks of data were
recorded. In each block, each target was presented once in
random order. The subjects are required to pay attention to
the target. In the experiment, there was a 0.5 s cue time
before stimulus onset to instruct subjects to observe a specified

target. Each target then flash for 5 s at specific frequencies f
and phases p using

s(m, ( f, p)k) =
1
2
[1 + sin(2π f (m/Fr ) + p)], k ∈ CA. (1)

In the formula, m denotes the display frame and Fr = 60 Hz
is the refresh rate of the display monitor. k is the order of
stimulus, CA is the stimulus set of all classes. The rest-state
continues to be recorded for 0.5 s after the stimulus ended.
A total 6 s length of data is recorded under a 1000 Hz sampling
rate using a 64-electrode 10-20 EEG system, then filtered with
a 50 Hz notch filter to remove powerline noise. Finally, the
EEG data is downsampled to 250 Hz for storage

2) BETA Dataset: The BETA [19] and Benchmark dataset
use the same settings for stimulus frequencies and phases
while differing in other respects. Firstly, the BETA dataset
uses a different arrangement of stimuli, as shown in Fig. 1 (b).
In addition, the BETA dataset recorded data from 70 subjects,
4 blocks each. For the first 15 subjects, the stimulation time
is 2 s, while for the rest subjects, the stimulation time is 3 s.
The data also contains the 0.5 s rest-state before and after the
stimulus. Moreover, the BETA dataset was acquired outside
of the laboratory environment and has a lower signal-to-noise
ratio (SNR).

B. Preprocessing
We used the data from 0.5 s to 5.5 s for SSVEP classifi-

cation. A 10-order Butterworth filter with cutoff frequencies
from 6 Hz to 90 Hz is applied to filter the data, followed by
normalization. We applied a sliding window with a 75% over-
lapping to obtain more data segments following the approach
mentioned in [9].

There are three inputs during the training stage. The Train-
ing EEG Data, the Averaged Template, and the Sine Template.
The Training EEG Data is a single segment produced in the
above procedure. The multi-channel Averaged Template is the
averaged data segment of the same sliding window position
and the same target. It is obtained using channel-by-channel
averaging of EEG data from different trials of that class. Both
the Training EEG Data and the Averaged Template correspond
to the same target in a single input.

The Sine Template is the sine and cosine wave corre-
sponding to the stimulus modulation function. In the training-
free methods, the frequency and phase of the stimuli are
treated as known conditions. And in training-based methods,
such as extended-CCA [40], this condition is also used. This
assumption of treating frequency and phase information as
known semantic information is also reasonable in our study.
All settings used to control target flicker are determined by
the system at design time, and there is no signal outside these
ranges. Thus, for those unseen classes, although we do not
know the waveform of their EEG signals in training, we still
know the set of their frequencies and phases.

We use the harmonic frequencies in generating the Sine
Template and maintain the phase information using

Sineh(t, ( f, p)k) = sin(2πh fk(t +
pk

2π fk
))

= sin(2πh fk t + pk × h),
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Cosineh(t, ( f, p)k) = cos(2πh fk(t +
pk

2π fk
))

= cos(2πh fk t + pk × h). (2)

In this formula, h = 1, 2, · · · , Nh is the order of harmonics.
Nh denotes the number of harmonics. All harmonics have
the same delay as the fundamental frequency. Both Sine and
Cosine waveforms are used in constructing the Sine Template.
We also applied the sliding window to the Sine Template. In a
single input, we let the Sine Template align with the Training
EEG Data and the Averaged Template using the same sliding
window.

During the testing stage, only two inputs, the Testing EEG
Data and the Sine Template are offered to the model. The
construction of the Testing EEG Data is as same as the
Training EEG Data whereas the Testing EEG Data have not
appeared during the training time. The Testing EEG Data and
the Sine Template are also aligned using the same sliding
window in the testing stage.

C. The Proposed GZSL Architecture
We assumed that the SSVEP responses can be projected to

a common latent space. The collected EEG data is a sample in
this latent space after adding perturbations. Different Sine Tem-
plates can be projected to this latent space by one projection
function. In this latent space, sample points corresponding to
the same stimulus are clustered together. Therefore, once the
projection function of Sine Template is learned, it is possible to
classify sample points of arbitrary stimuli in the latent space.
Thus, our model contains three parts. Two of them mapping
the EEG Data and Averaged Template back to latent space (i.e.,
the Electrodes-Combination-Net and the Extraction-Net), and
another one mapping Sine Template into latent space (i.e., the
Generation-Net). This network performs classification task in
latent space using correlation analysis between the generated
and acquired sample. The structure of our proposed GZSL
model is demonstrated in Fig. 2 (a). Three branches serve dif-
ferent functions. The Electrodes-Combination-Net (denoted as
C(·)) uses the Averaged Template to generate the latent vector
space. The Extraction-Net (denoted as E(·)) and Generation-
Net (denoted as G(·)) project the EEG data and Sine Template
into the latent vector space respectively. The input EEG data
(denoted as Zi ∈ R1×NC ×NS ) and Averaged Template (denoted
as Zi ∈ R1×NC ×NS ) have the same dimension of 1× NC × NS .
i ∈ CS is the class label of stimulus for training, CS ⊆ CA
is the stimulus set of seen classes. NC is the number of the
recorded electrodes and NS is the number of sampling points.
Sine Template (denoted as Y ∈ R(2×Nh)×N f ×NS ) is composed
of multiple sine and cosine templates defined by

Yk = Y( f,p)k =


Sine1(t, ( f, p)k)

Cosine1(t, ( f, p)k)
...

SineNh (t, ( f, p)k)

CosineNh (t, ( f, p)k)

 , Yk ∈ R(2×Nh)×NS .

(3)

N f is the number of all targets in the dataset. Here we
used three harmonics in our model. Y is sorted according

to its fundamental frequency (i.e., f1 < f2 < · · · <

fk < · · · < fN f ). To prevent confusion, we use k as the
subscript for sorted Y . We use i as the subscript for unsorted
Y , i corresponds to the class label. The output of Electrodes-
Combination-Net and Extraction-Net are X ∈ R1×1×NS and
T ∈ R1×1×NS , while the output of the Generation-Net is
S ∈ R1×N f ×NS .

S = G(Y )

=


G1([Y1, · · · , YN f /n]

T )

G2([YN f /n+1, · · · , Y2×N f /n]
T )

...

Gn([Y(n−1)×N f /n+1, · · · , YN f ]
T )


= [G(Y1), G(Y2), · · · , G(Yk), · · · , G(YN f )]

T . (4)

n is the number of frequency groups of the Generation-Net.
In the testing stage, the network calculates the cosine simi-

larity between the outputs of Extraction-Net and Generation-
Net, and the class corresponding to the maximum correlation
is the classification result.

1) Extraction-Net: We used the same network structure for
the EEG data as for one of the branches in the [9]. The detailed
structure of Extraction-Net is illustrated in Fig. 2 (b). The first
convolution layer serves as the bandpass filter dividing the
signal into 16 subbands. The second and third convolution
layers perform subband merging and electrode merging. The
output of the Extraction-Net is denoted as X ∈ R1×1×NS .

2) Electrodes-Combination-Net: The structure of the
Electrodes-Combination-Net is shown in Fig. 2 (c). As the
Averaged Template is obtained by averaging, it contains little
noise, and its processing should be as simple as possible
so that the details of the signal are preserved. We used an
1 × 3 convolution kernel to filter the signals acquired from
each electrode separately. Then, the sampled signals from the
electrodes are combined to further improve the signal quality.
The output is denoted as T ∈ R1×1×NS .

3) Generation-Net: This network generates the tensor S ∈

R1×N f ×NS in the latent space using the input Sine Template.
We assumed that the response for stimuli of neighboring
frequencies is similar and can be generated using the same
network. Therefore, we divided the neighboring frequencies
into groups and used different colors to indicate their position
in the stimulus interface (see Fig. 1). For the 40-target dataset
we used, we divided the frequencies evenly into 8 groups (i.e.,
n = 8). In addition, previous work has shown that there is a
visual latency of approximately 100 ms to 200 ms between
stimulus onset and response signal. References [19], [41], [42],
[43]. This latency is related to the stimulus frequency. The
higher the stimulus frequency the more the latency. Since
the response is time-locked to a specific stimulus, we can
use a specific network to learn the amount of latency and
to ensure signal causality. Thus, we need the network to learn
the amount of latency.

The temporal convolution network (TCN) [44], which uses
causal convolution layers, meets our needs. The output at each
moment in the TCN network is only related to the input at
the previous moments, thus allowing for latency. Each group
of Sine Template passes through a separate TCN network.
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Fig. 2. Structure of the proposed GZSL model. (a) The overall structure of the model. We plot the waveform of the SSVEP response at 8 Hz
stimulus in the upper right corner. The response is taken from subject 22 in the Benchmark dataset. We have labeled the starting point of the
stimulus and response for showing the latency between the two signals. (b) The structure of the Extraction-Net. (c) The structure of the Electrodes-
Combination-Net. (d) The structure of the Generation-Net. n = 8 is the number of frequency groups. The numbers below the cube represent the
shape of tensors. No fully connected layers are used in the network, and only the last layer uses batch normalization. Except for the TCN* part in
Generation-Net, each convolution layer shown in the figure uses the linear activation function. Each layer uses zero padding to keep the width of
the input and output the same as NS.

We have made some modifications to the TCN block proposed
in [44] (Fig. (3)). Firstly, the TCN proposed in [44] is suitable

for the case of one-dimensional tensors, whereas we have
modified it to fit the structure of a two-dimensional tensor.
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Fig. 3. Structure of one TCN block with dilation = 1. NCh is the number
of channels in the TCN block. The shape of the convolution kernel is
marked in the figure. The first two layers are the causal convolution
layers. The output at one moment depends only on the input at the
moment before it. The last convolution layer is a 1 × 1 convolution kernel
for channel merging. We kept the input and output width at NS by zero
padding.

Secondly, we did not directly sum the inputs and outputs by
the residuals connection. We connected the input and output
on the channel dimension and then passed the output through
an additional convolution layer with a 1 × 1 kernel.

We used a total of six TCN blocks in our TCN structure.
Each block uses 24 channels (i.e., NCh = 24). We used the
same dilation and kernel setting as [44]. For the six TCN
blocks, the dilation factor d = 1, 2, 4, 8, 16, 32 and the kernel
size is 3. Each layer uses ReLU as the activation function and
uses a dropout rate of 0.2 for the first two causal convolution
layers, the same as in [44].

D. Training Details
We used a total of 30 epochs for training. The first stage

takes 20 training epochs, and the second stage takes 10 training
epochs.

In the first stage, we trained all three branches. We per-
formed backpropagation to train the Extraction-Net by mini-
mizing the cosine embedding loss

LXT = 1 −
E(Zi )

T C(Zi )

∥E(Zi )∥ ∥C(Zi )∥

= 1 −
X T T

∥X∥ ∥T ∥
. (5)

In this equation, both X and T removes the second dimen-
sion of length 1. Since Zi has higher SNR than Zi , this

TABLE I
MEAN RUNNING TIME PER TRAINING EPOCH AND THE MEAN TESTING

TIME PER TESTING SAMPLE ON THE BENCHMARK DATASET

approach makes it easier for the Extraction Net to learn
how to reduce noise on EEG data. Also, this prevents the
Electrodes-Combination-Net from overfitting. In the training
stage, Ŝ ∈ R1×1×NS in S represents the row tensor generated
by the Generation-Net corresponding to X . The equation for
calculating Ŝ is Ŝ = G(Yi ).

We trained both the Electrodes-Combination-Net and the
Generation-Net by minimizing loss function

LST = 1 −
G(Yi )

T C(Zi )

∥G(Yi )∥ ∥C(Zi )∥

= 1 −
ŜT T

∥Ŝ∥ ∥T ∥
. (6)

In this equation, Ŝ and T removes the second dimension of
length 1. This process allows the Generation-Net to map Sine
Template into latent space. Note that in this process, although
the latent space corresponding to the unseen classes is also
generated by the Generation-Net, it does not participate in the
backpropagation learning process. Moreover, the latent space
generation process of any class in S does not interfere with the
generation of latent space of other classes. This is determined
by the shape of the convolutional kernel in the Generation-Net.

Since the first stage separates the training process for the
Extraction-Net and the Generation-Net, it does not maxi-
mize the correlation between Ŝ and X . In the second stage,
we trained the Generation-Net only by minimizing the cosine
embedding loss of Ŝ and X

LX S = 1 −
E(Zi )

T G(Yi )

∥E(Zi )∥ ∥G(Yi )∥

= 1 −
X T Ŝ

∥X∥ ∥Ŝ∥
. (7)

We used the AdamW optimizer with the initial learning rate
set to 1e−2. The learning rate decays to 1e−3 and 1e−4 after
the 15th and 20th epochs. β1 and β2 are set to 0.9 and 0.999,
ϵ = 1e−8, λ = 1e−3. The batch size is set to 32.

IV. RESULT

We evaluated our proposed method on the Benchmark
dataset [18] and the BETA dataset [19] using nine electrodes
(Pz, PO5, PO3, POz, PO4, PO6, O1, Oz, and O2). The training
process takes 30 epoches using an NVIDIA GPU (GeForce
RTX 3080 with a memory of 10 GB). The time for training
and testing is reported in Table I.

In the Benchmark dataset, we set eight classes (target 2,
7, 12, 17, 22, 27, 32, and 37) as unseen classes (Fig. 7 (a)).
In the BETA dataset, we used the classes of the same stim-
ulus pattern as unseen classes (target 1, 4, 7, 15, 18, 26,
29, and 32). Other classes are seen classes in the training
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Fig. 4. Classification results. The asterisks are generated by paired
t-test (∗ : p < 0.05, ∗∗ : p < 0.01, ∗ ∗ ∗ : p < 0.001). (a) Average
classification accuracy of the 35 subjects on the Benchmark dataset.
(b) Average classification accuracy of the 70 subjects on the BETA
dataset. The error bars indicate the standard errors. (c) The confusion
matrix for subject 22 of the Benchmark data set at 0.6 s of stimulation.
(d) The confusion matrix for subject 33 of the Benchmark data set at
0.6 s of stimulation.

stage. The network structure was optimized on the Bench-
mark dataset and maintains the same when testing on the
BETA dataset. We observed the classification accuracy for
unseen and all classes separately. Unlike the conventional
ZSL method, we performed the 40-target classification when
verifying the classification accuracy of the unseen classes.
With this approach, we can observe the effect of unseen
classes on the overall classification accuracy. Since the data
is divided into 6 and 4 blocks for the Benchmark dataset
and the BETA dataset, we used the leave-one-block-out cross-
validation (LOOCV).

The performance of the SOTA training-based and training-
free methods serves as the baselines. The Deep Neural Net-
work for SSVEP (DNN-SSVEP) is the SOTA training-based
method proposed recently [10]. It combines filterbank analysis
with four convolution layers and one fully connected layer.
We used the same dataset and the same electrode setting
as [10] for performance validation. We chose two other
training-based methods for comparison. Extended canonical
correlation analysis (eCCA) [40] is closely related to our meth-
ods because we both use the sine-cosine wave as the template
for correlation coefficient classification. The difference is that
eCCA requires all the training data, while we did not. TRCA is
another baseline method in training-based SSVEP [8]. Unlike
eCCA, TRCA uses user data rather than sine-cosine waves to
obtain templates.

FBCCA is one of the SOTA methods used in the training-
free scheme [6]. For the FBCCA, we used data after 0.7 s
instead of 0.5 s for classification. This allows the FBCCA to
avoid interference from visual latency and achieve the highest
accuracy. We also set the number of subbands to five. Other

settings remain the same as given in the original study [6].
We also included the commonly used training-free method
standard CCA (sCCA) [4] for comparison.

The classification accuracy is illustrated in Fig. 4 (a, b).
The error bars indicate the standard errors of the classification
accuracy for different test blocks. For each stimulus duration,
we used paired t-test to analyze the performance differences
between our method and other comparison methods. In the
Benchmark dataset, the accuracy observed by our GZSL
method is 62.19% (T = 0.4), 72.97% (T = 0.6), 80.05%
(T = 0.8) and 85.49% (T = 1.0). The least significant
difference between our GZSL method and other compared
method is observed with (1) sCCA (p = 2.84 × 10−8) for
T = 0.8, (2) FBCCA (p = 3.17 × 10−7) for T = 0.8,
(3) eCCA (p = 2.17 × 10−3) for T = 1.0, (4) TRCA
(p = 3.38 × 10−2) for T = 0.8, (5) DNN-SSVEP
(p = 1.45 × 10−6) for T = 0.4. In the BETA dataset, the
accuracy observed by our GZSL method is 47.78% (T = 0.4),
59.64% (T = 0.6), 67.31% (T = 0.8) and 72.91% (T = 1.0).
The least significant difference and corresponding accuracy
between our GZSL method and other compared method is
observed with (1) sCCA (p = 1.48 × 10−5) for T = 1.0,
(2) FBCCA (p = 1.99 × 10−4) for T = 0.4, (3) eCCA
(p = 2.85 × 10−5) for T = 0.6, (4) TRCA (p = 2.49 × 10−4)
for T = 0.6, (5) DNN-SSVEP (p = 9.10×10−5) for T = 0.4.

Although the training-based methods such as DNN-SSVEP
and TRCA could outperform our method in accuracy, they
are not available for the classification of unseen classes. It is
not appropriate to use these methods when there are unseen
classes in the test set. In the validation using the BETA dataset,
we did not make any modifications to our model structure,
keeping the same as the one used in the Benchmark dataset
(unlike the DNN-SSVEP method). It is worth mentioning that
the BETA dataset and its data are collected in a non-laboratory
environment with lower SNR. It is more difficult to classify
accurately on this dataset. We outperformed TRCA and eCCA
on the BETA dataset greatly, which shows the high robustness
of our method in the face of lower-quality data in a real-world
application setting. It is also clear that our method significantly
outperforms eCCA on both datasets, which demonstrates the
advantage of our method.

On the Benchmark dataset, we selected two subjects with
the highest (i.e., subject 22) and lowest (i.e., subject 33)
classification accuracies for further evaluation. We trained
the network with the last 5 blocks of data and validate the
classification results on the remaining one block. The heat
map of classification results for each target is illustrated in
Fig. 4 (c, d). As can be seen from the figure, the distribution
of errors is uniform and the classifier can classify each class
equally well.

Since we used the correlation coefficient of the waveform
for classification, it is important to generate a signal that is
close to the real one in the latent space. Previous methods
use the linear combination of sine waves to construct template
signals, [4], [6], which assumes that the SSVEP signal contains
only periodic waveforms and ignores other signal components.
Such an operation is ideal for low complexity applications.
Furthermore, the overall visual latency does not have to be
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Fig. 5. Comparison of waveforms. Results for subject 22 in the Benchmark dataset. The arrangement of the subplots of the signal is consistent
with the arrangement of the stimulus target. The dashed line is T and the solid line is Ŝ generated by Sine Template corresponding to T. Plot boxes
of unseen classes are indicated using thick lines.

considered due to the auxiliary angle formula

a sin α + b cos α =

√
a2 + b2 sin(α + arctan

b
a

). (8)

The arbitrary phases can be expressed by different combination
of parameter a and b. In the formula, a and b are the
weights of the sine and cosine waves, and α = 2πh f t .
Whereas our model used the deep neural network with a non-
linear projection. This model allows for the inclusion of other
components that are not part of the stimulus. However, this
approach requires that the visual latency is known. Therefore
we used the TCN network as the backbone for learning visual
latency. We compared the output of the Generation-Net and
Electrodes-Combination-Net using data from subject 22 of the
Benchmark dataset as an example. The results are plotted in
Fig. 5. As can be seen from the figure, the generated signal Ŝ
contains detailed information about the signal. In addition, the
waveforms of Ŝ and T are well-matched in the time domain,
indicating that the Generation-Net can learn from the visual
latency.

V. DISCUSSION AND FUTURE WORK

A. Classification Outputs
The purpose of this study was to show the feasibility of

GZSL in SSVEP classification. Therefore, we did not specifi-
cally design the classifier and used the correlation coefficient.
To verify the feasibility of subsequent improvements in the
classifier, we plot the value of the correlation coefficient using
t-Distributed Stochastic Neighbor Embedding (t-SNE) [45].
We used the data of subject 22 of the Benchmark data set

Fig. 6. Dimensionality reduction of the correlation coefficients. Different
classes are represented by different colors, where the unseen class is
plotted with × and the seen class is plotted with ·.

for testing. The data from 2.3 s to 2.9 s in all data blocks
were selected as input Test EEG Data. These data totaled
240 items. We recorded the 40-dimensional tensor of output
correlation coefficients corresponding to each input. Then we
use the t-SNE toolbox in MATLAB to perform dimensionality
reduction to the 240 × 40-dimensional matrix. The result is
plotted in Fig. 6.
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Fig. 7. Distribution of unseen classes. The background color of the unseen classes are marked with a dark color. (a-c) The different distributions
when using the 8 unseen classes. In order, they are the Even Distribution, the Grid Distribution, and the Block Distribution. (d-f) Three different sets
of random distribution of the unseen classes. (g-i) The distribution diagram with 20, 26, and 32 unseen classes respectively.

As seen in the figure, points that fall into the same category
can be well clustered together. This result shows the feasibility
of further utilizing different classifiers. Most algorithms use a
fully connected (FC) layer as the final classification output,
which is also applicable to our work [9], [10]. However,
if the FC layer is used directly as the output layer, care
needs to be taken to avoid common problems in GZSL. For
instance, the network tends to discriminate unseen classes as
seen classes. Several studies have been conducted to avoid
such aspects [32], [46].

In addition, the Discriminator of generative adversarial
networks (GAN) is also suitable for application in the classifier
part of our network. There has been a lot of previous work
applying GAN to GZSL [38], [47], [48]. The Discriminator
can guide the training process of the Generation-Net in a better
way. In our work, we used the cosine similarity loss to guide
the training process of the Generation-Net. However, GAN
uses a nonlinear mapping to guide the generation process,
which was considered to be more effective in previous stud-
ies [35], [36]. In addition, since the Discriminator of GAN
itself has the function of classification [36], [49], this can also
facilitate the implementation of classification.

B. Distribution of Unseen Classes
The distribution of unseen classes is critical to the per-

formance of our model, especially to the Generation-Net.

Firstly, the different distributions determine the amount of
data that each subnet of the Generation-Net can use for
training. We divided the data for each subnet according to the
neighboring frequencies. When the unseen classes are centrally
distributed, the amount of training data for certain subnets
could greatly reduced. In addition, if the knowledge learned
by a subnet from the seen classes can not represent the unseen
classes, this will also affect the performance. One situation is
that it is hard to characterize other classes in the set with data
far from the center.

We used the 0.6 s data segment of all 35 subjects from the
Benchmark dataset for validation. Each time we used 8 unseen
classes. The distribution is shown in Fig. 7 (a-c). The data
distribution in the Fig. 7 (a) is the one we used to test the
system performance in Section III of this paper. We performed
the LOOCV and illustrate the result in Fig. 8.

As seen from the figure, the Grid Distribution has the best
performance in the classification of unseen classes. A possible
explanation is that for one subnet, the frequency of the unseen
class is in the middle of all frequencies, which makes the
data of the unseen class easy to characterize. This is also
consistent with our assumptions. The visual circuits through
which stimuli of neighboring frequencies pass are similar and
can use the same parameters to express. On the contrary, the
classification accuracy is significantly lower in the case of
Block Distribution. The two subnets involving unseen classes



872 IEEE TRANSACTIONS ON NEURAL SYSTEMS AND REHABILITATION ENGINEERING, VOL. 31, 2023

Fig. 8. Classification accuracy using different distributions. We used
a data length of 0.6 s. Error bars indicate the standard errors of the
standard errors. The asterisks are generated by paired t-test (∗ : p <
0.05, ∗∗ : p < 0.01, ∗ ∗ ∗ : p < 0.001).

obtained insufficient training data to fit. Moreover, the training
data obtained by these two subnets deviate significantly from
those of the unseen class.

To further test the performance, we also experimented
when unseen classes were randomly distributed using 0.6 s
segment. We performed a total of three sets of experiments,
and the distribution of unseen classes are shown in Fig. 7 (d-f).
The accuracies of these three sets were (d) 73.18 ± 1.10%,
(e) 73.31 ± 1.16%, and (f) 73.17 ± 1.05% in all classes,
respectively. For the unseen classes, their accuracy were
(d) 70.38 ± 0.23%, (e) 70.36 ± 0.24%, and (f) 70.45 ± 0.25%.
The one-way ANOVA analysis indicated no significant differ-
ence (p = 0.29 and p = 0.24). We compared the performance
on the three random distributions by paired t-test. The accuracy
of unseen classes and all classes are all significantly lower than
the grid distribution (p < 0.05). They are also significantly
higher than the block distribution (p < 0.001).

This result can guide the selection of unseen classes in the
GZSL for SSVEP. First, the frequencies of the unseen class
should be surrounded by the frequencies of the seen class.
We cannot have all classes corresponding to a certain subnet
as unseen classes. Otherwise, this would make the subnet
impossible to train. Even if we only have a small number
of seen classes, they should be enough to characterize the
unseen classes. Second, the number of frequency groups is also
important. Dividing more groups will lead to more accurate
classification while limiting the amount of data obtained by
each subnet. Whereas dividing fewer groups helps each subnet
to get more training data. We made more discussion on the
number of subnetworks in the following.

C. Different Number of Unseen Classes
We tested the performance of the proposed model in the

case of more unseen classes. In designing the experiments,
we considered the previous discoveries and used them to
arrange the distribution of unseen classes. The selection of
unseen classes is shown in Fig. 7 (g-i). We tested the clas-
sification accuracy of the system for all classes using 20,

TABLE II
USING DIFFERENT PORTION OF UNSEEN CLASSES. P-VALUE IS

OBTAINED BY PAIRED T-TEST BETWEEN DIFFERENT

NUMBER OF SUBNETS

Fig. 9. Mean classification accuracy using different number of unseen
classes. We used the dataset to illustrate the test results. We used 8-
subnet for 8 and 20 unseen classes, and 4-subnet for 26 and 32 unseen
classes.

26, and 32 unseen classes using 0.6 s data segment. The
classification accuracy of all classes are presented in Table II.
In the table, the highest accuracy for each portion is shown in
bold font. We also recorded the standard error of the accuracy
of different subjects.

When the number of unseen classes increases, the overall
accuracy decreases. However, even with only 8 seen classes,
our model still outperformed FBCCA. In addition, this
result also shows the importance of the division of subnets.
When using the 8-subnet in the 32 unseen classes condition,
the amount of data obtained by each subnet is small, thus
significantly lowering the classification accuracy.

We then divided the stimulus frequencies into 4-subnet,
each group being 8.0 to 9.8 Hz, 10.0 to 11.8 Hz, 12.0 to
13.8 Hz, and 14.0 to 15.8 Hz. As can be seen from the table,
4-subnet has less performance degradation then 8-subnet when
using less seen classes. However, when there are enough seen
classes, using more subnets results in higher accuracy. This
result leads to the trade-offs in our GZSL design. We used
this setting to calculate the accuracy corresponding to each
stimulus time in these cases and plotted in Fig. 9. Here,
we used 8-subnet for 8 and 20 unseen classes, and 4-subnet
for 26 and 32 unseen classes.

D. Different Data Lengths in Training and Testing
Since our model uses the correlation coefficients for classifi-

cation, it does not require the training and test data to have the
same length. In the training data pre-processing, a shorter data
segment length can lead to more data segments [9]. Usually,
more training data will result in better performance [50], [51],
[52], [53]. Therefore, we tried to use shorter data segments
for training and longer data segments for testing. The result
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TABLE III
ACCURACY (%) USING DIFFERENT LENGTHS OF TRAINING DATA AND

TEST DATA ON THE BENCHMARK DATASET

is plotted in Table III. In Table III, 0.6/0.8 means the model
was trained with the 0.6 s data segment and tested with the
0.8 s data segment. P-value is obtained by paired t-test.

As illustrated in the table, using different data segment
lengths during training and testing has no significant impact
on the results. Thus, the performance gains cannot be obtained
by relying on reducing data length to increase training data
volume. The reason for this situation we believe is caused by
the use of overlapping cuts to acquire data. In this way, the
total amount of information provided to the network does not
change. However, there was a significant accuracy difference
(p = 1.26 × 10−20) between the two groups of 0.6/0.8 and
0.6/1.0 which both used a time segment of 0.6 s for training.
This is consistent with previous findings that higher accuracy
can be achieved by longer stimuli [4], [6], [8], [9], [10], [40].

E. Future Work
This study developde a method of SSVEP-based BCI that

only requires data from some classes for training. To enable
further practical application of SSVEP-based BCI, this system
can be further investigated in an integrated system. The
existing methods requires the provider of the SSVEP system
must be fully aware of the stimulation method of the future

application before the training data is collected. This makes it
challenge to design SSVEP systems that can integrate multiple
applications. A disabled person who needs to use the SSVEP
system may not only need to control a wheelchair [5], [54], but
may also need to type [18] or even operate a robotic arm [55].
Without an integrated system, the user must provide training
data for each system separately. This increases the training
burden on the user. Our method can be further investigated in
such kind of system and evaluated the perforance.

VI. CONCLUSION

We proposed a novel GZSL scheme for SSVEP classifi-
cation and achieved a high classification accuracy for both
unseen and seen classes in this work. Our method accom-
plished 89.9% of the accuracy of the SOTA training-based
method. The three branches in our network served as signal
extraction, latent space construction, and SSVEP signal gen-
eration. We tested the accuracy when using different distribu-
tions of unseen classes and gave suggestions for building the
SSVEP classifier with the GZSL scheme in the future. We also
applied this model to a less seen class situation. Even with
only eight seen classes, we still exceed the SOTA training-free
method in the 40-target classification. Thus, our work provided
a new scheme for implementing a user-friendly multi-target
SSVEP classifier in the future.
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