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Guest Editorial
Special Issue on Development and Learning
and on Epigenetic Robotics

I. SCOPE OF THIS SPECIAL ISSUE

EEE ICDL (the Joint IEEE International Conference
Ion Development and Learning—formerly named ICDL-
EpiRob) is a unique conference gathering researchers from
computer science, robotics, psychology, and developmental
studies to share knowledge and research on how humans
and animals develop sensing, reasoning, and actions. This
includes taking advantage of interaction with social and
physical environments and how cognitive and developmen-
tal capabilities can be transferred to computing systems and
robotics. This approach goes hand in hand with the goals
of both understanding human and animal development and
applying this knowledge to improve future intelligent tech-
nology, including robots that will be in close interaction with
humans.

In 2019, the conference was held in Oslo, Norway—
presenting 51 papers covering a wide range of topics related
to learning and development in robotic and biological systems,
including language acquisition, sensorimotor development,
action selection and planning, social learning, and cogni-
tive vision. The authors of selected papers were invited
to submit extended versions for this TCDS special issue.
In addition, there was an open call for new submissions.
The submitted papers have undergone peer review including
one or more revised versions being checked by the initial
reviewers. This resulting special issue presents nine of the
best new submissions and submissions building on ICDL-
EpiRob 2019 papers, including the winner of the best paper
award.

II. CONTRIBUTIONS TO THE SPECIAL ISSUE

Mirroring the multidisciplinary nature of the ICDL-
conference, this special issue contains nine papers
with a wide variety of topics related to the develop-
ment and learning in humans, animals, and robots. We
think they provide an important overview of state-of-
the-art research. The accepted papers are grouped into
three distinct categories: the first covers the studies of
human development and learning; the second contains the
papers on computational models mimicking human/animal
development and learning; and the third contains the
work on AI methods inspired by human perception and
cognition.
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III. CATEGORY: STUDIES OF HUMAN
DEVELOPMENT AND LEARNING

The first paper by Elmlinger et al. [A1] of the special issue
gives new insights into early language development. It is well
known that early language development in infants is affected
by the infant-directed speech of their caregivers. However,
the role of the infants themselves play in eliciting such care-
giver speech has not been widely investigated. This paper
sheds light on that topic by giving new insights into how
caregivers simplify their speech in response to infants’ vocal-
izations. Previous work has indicated that caregivers indeed
simplify their speech, but it has been unclear if the effect
is stable also for larger samples of talk. Through the use of
a new sampling technique, the study confirms the effect and
even suggests that it increases at larger word counts: speech
responding to infants’ vocalizations remains simplified, while
noncontingent speech increases in complexity. The paper con-
cludes by proposing two testable hypotheses to guide future
work into the question of why caregivers simplify their speech
when responding to infants’ vocalizations—showing a way
toward further understanding of this important part of early
language development.

The second paper by Sciutti and Sandini [A2] offers new
insights into the development of strategies for object explo-
ration in children. The paper asks the question of how the
exploration and recognition of an object are affected by the
ability to freely move the object around—and how such
exploration strategies vary across age, the complexity of the
exploration task, and available senses (with or without a blind-
fold). An iCube, a cube with sensors measuring orientation
and contact, was the target for exploration—the use of this
smart device enabled efficient data gathering on exploratory
strategies. The data gathered demonstrates differences between
the visuo-haptic and haptic exploration strategies employed by
children and adults, shedding new light on this aspect of sen-
sorimotor development. The authors also suggest that more
widespread use of tools like the iCube could in the future make
assessment of exploratory strategies more efficient—reducing
the need for time-consuming video annotation.

IV. CATEGORY: COMPUTATIONAL MODELS MIMICKING
HUMAN/ANIMAL DEVELOPMENT AND LEARNING

The third paper by Philippsen and Nagai [A3] uses a com-
putational model to suggest a new hypothesis for differences in
social-cognitive processing between humans and chimpanzees.
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Several studies have shown that humans and chimpanzees have
very different abilities related to the social understanding of
intentions. This paper hypothesizes that these differences may
be explained through the theory of predictive coding: dif-
ferences in how humans and chimpanzees utilize predictions
when processing new information may cause the differences
in behavior. As a specific task to test this hypothesis, the
authors considered the problem of filling in incomplete draw-
ings. Earlier studies have shown that human children master
this at an early age, but chimpanzees instead tend to scrib-
ble randomly or follow existing lines in drawings. Recurrent
neural networks were trained to fill in drawings, but with dif-
ferent parameters corresponding to how strongly the networks
rely on their predictions during development. This computa-
tional model qualitatively replicates findings from the drawing
study on humans and chimpanzees—suggesting that the abil-
ity to utilize predictions during information processing may
be a key cause of differences in social-cognitive processing
between humans and chimpanzees.

V. CATEGORY: IMPROVED Al METHODS THROUGH
INSPIRATION FROM HUMAN COGNITION

The fourth paper by Alamri and Pugeault [A4] takes inspi-
ration from how humans interpret visual scenes to improve
the performance of state-of-the-art object detection algorithms.
When recognizing objects, we can greatly benefit from taking
the objects’ context into consideration (rather than studying the
object in isolation). For instance, a colored cylinder may on
its own be hard to recognize, but if we observe it on a break-
fast table next to a plate, we may quickly recognize it as
a cup. This paper builds on previous work on utilizing con-
text to improve deep-learning-based object detection methods,
proposing a new machine learning approach that can be inte-
grated into most object detection methods as a post-processing
step. The new method utilizes a larger number of contextual
relationships than previous techniques and is demonstrated to
enhance the performance of two state-of-the-art object detec-
tion algorithms. The paper shows that semantic, spatial, and
scale relationships enhance object detection performance and
that iterating the application of the contextual models can
further enhance performance.

The fifth paper by Kerzel et al. [A5] develops and tests
a shared architecture for multiple tasks related to observing
and grasping objects. Learning complex visuomotor abilities
for robots is challenging, as state-of-the-art machine learn-
ing methods typically require very many trials—which may
be costly or infeasible in robot studies. This paper, therefore,
extends a recent architecture inspired by biology and devel-
opmental psychology that integrates the learning of multiple
tasks into one architecture with shared components—allowing
more efficient learning. The previous work on this architecture
revealed shortcomings which are here improved by adding
training on auxiliary tasks: learning to identify and locate
objects helps the robot also learn the primary task of grasping
better.

The sixth paper by Tekiilve and Schoner [A6] proposes
a new model for the autonomous learning of beliefs. An
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intriguing difference between most modern learning systems in
Al and human learning is that humans and other animals may
perform single-shot learning, while machine learning systems
depend on large amounts of data. An example is learning
beliefs about the world, where animals have been demonstrated
to learn and generalize from single instances of an experi-
ence. Building on the authors’ previous work on modeling
intentionality with dynamic field theory, this paper extends the
model with the autonomous acquisition of beliefs. The model
is demonstrated to be able to learn beliefs from single experi-
ences, as well as to use beliefs and deactivate them when they
no longer match the agent’s experience.

The seventh paper by Jegorova et al. [A7] contains work
with a robot learning a diverse set of successful behaviors for
a given task, from which it can select the most suitable pol-
icy when faced with a new environment. Rather than learning
a single policy, or a small fixed repertoire, their generative
model for policies compactly encodes an unbounded number
of policies and allows novel controller variants to be sampled.
The method is demonstrated with a Baxter robot application
of robust ball throwing in the presence of obstacles, as well
as joint-damage robust throwing.

The eighth paper by Duran and del Pobil [A8] introduces
a distance estimation approach with input from a monocu-
lar camera. That is, their method estimates a depth image by
considering the optical displacement in the images induced
by the different poses of the camera as a consequence of
eye—head movements inspired by those involved in human
fixation. It combines the images generated by these micro-
movements to compute a depth map. Experiments using the
Baxter robot in the Gazebo/ROS simulator are described to
test and demonstrate the benefits of the approach in two dif-
ferent scenarios. The paper contains the evaluation of the
influence of its parameters and its robustness in the presence of
noise.

The ninth and final paper [A9] is concerned with direct
training on a physical robot. Rayyes et al. proposed a method
that drastically reduces the number of required training
samples. This is achieved through applying a novel intrin-
sic motivation signal which combines knowledge-based and
competency-based elements. Further, a new replay method
is added which permits rapid online model update. The
efficiency, as well as the applicability of their methods,
are demonstrated with a physical 7-DoF Baxter manip-
ulator. They show that their learning schemes are able
to drastically reduce the sample complexity and learn
the data-driven model online, even within a limited time
frame.

The guest editors would like to thank the reviewers for
their efforts in reviewing the papers and the authors of the
selected papers for their positive responses to the reviewer’s
comments and suggestions. Also, special thanks are given
to Editors-in-Chief Prof. Yaochu Jin and Prof. Huajin Tang;
and the journal’s Editorial Office assistants for their support
of this special issue. We hope you will find the selected
papers of interest and that they represent a valuable contribu-
tion to the interdisciplinary development and learning research
domain.
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