1270

IEEE TRANSACTIONS ON COGNITIVE AND DEVELOPMENTAL SYSTEMS, VOL. 14, NO. 3, SEPTEMBER 2022

Deep-Learning-Based Signal Enhancement of
Low-Resolution Accelerometer for Fall
Detection Systems

Kai-Chun Liu", Kuo-Hsuan Hung, Chia-Yeh Hsieh, Hsiang-Yun Huang, Chia-Tai Chan,

and Yu Tsao

Abstract—In the last two decades, fall detection (FD) systems
have been developed as a popular assistive technology. To support
long-term FD services, various power-saving strategies have been
implemented. Among them, a reduced sampling rate is a com-
mon approach for an energy-efficient system in the real world.
However, the performance of FD systems is diminished owing to
low-resolution (LR) accelerometer signals. To improve the detec-
tion accuracy with LR accelerometer signals, several technical
challenges must be considered, including mismatch of effective
features and the degradation effects. In this work, a deep-
learning-based accelerometer signal enhancement (ASE) model is
proposed as a front-end processor to help typical LR-FD systems
achieve better detection performance. The proposed ASE model
based on a deep denoising convolutional autoencoder architecture
reconstructs high-resolution (HR) signals from the LR signals by
learning the relationship between the LR and HR signals. The
results show that the FD system using support vector machine
(SVM) and the proposed ASE model at an extremely low sam-
pling rate (sampling rate < 2 Hz) achieved 97.34% and 90.52%
accuracies in the SisFall and FallAlID data sets, respectively, while
those without ASE models only achieved 95.92% and 87.47%
accuracies in the SisFall and FallAlID data sets, respectively.
The results also demonstrate that the proposed ASE mode can
be suitably combined with deep-learning-based FD systems.

Index Terms—Accelerometer signal enhancement (ASE), deep
learning (DL) approach, low-resolution fall detection (LR-FD),
wearable sensors.
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I. INTRODUCTION

ALLS are a leading cause of major injuries and
deaths among the aging population. The world health
organization [1] reported that more than 30% of the elderly,
aged over 64 years, fall at least once a year. Approximately
half of them were unable to get back up without assistance
due to fall-related injuries or a lack of physical fitness and
strength [2]. A previous study has shown that 50% of the
elderly population died within 6 months of the fall event
because they were lying on the floor for more than an hour [3].
In the past two decades, automatic fall detection (FD)
systems have been developed as an assistive technology [4].
The main goal of FD systems is to automatically detect crit-
ical fall events and immediately alert medical professionals
or caregivers [4]-[6]. Moreover, these systems can relieve the
psychological stress affecting elders and caregivers [7].

Owing to advancements in information communication
technologies and body sensor networks, various sensor tech-
nologies have been used in FD systems including iner-
tial sensors [6], depth cameras [8], microphones [9], pres-
sure sensors [10], and thermal sensors [11]. In particular,
accelerometers are the most common sensors for FD, which
capture body movements and are sensitive to posture changes.
FD systems using accelerometers have advantages, such as
compactness, low cost, effectiveness, unobtrusiveness, and
high mobility [12].

Wearable sensors must be placed on the body and func-
tion as long as possible to enable long-term FD services.
This demand leads to challenges in the design and devel-
opment of systems, including reliability, security, usability,
and sustainability [13]. For instance, the number of batter-
ies would impact the size and comfortability of sensors [14].
Furthermore, recharging or replacing batteries frequently may
decrease its usability [15] and the user’s acceptance of the FD
system [16]. Therefore, several energy-efficient FD systems
that focus on reducing power consumption and extending
battery life have been developed for long-term FD services.

In a typical FD system, measurement devices (e.g., wrist-
band and smartwatches) send the collected data wirelessly to
a processing unit (e.g., smartphones, laptops, and worksta-
tions) for identifying a fall event. Factors, such as sampling
rate, feature extraction and selection, communication proto-
col, detector design, and utilization of low-power electronic
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components [17]-[22], influence the power consumption in
FD systems. Most studies adjust or optimize the sampling
rates for power-efficient FD systems. This is because, at high
sampling rates, up to 90% of the power consumption of
wearable health monitoring systems is owing to data sam-
pling [23], [24]. Moreover, the lesser the data collected, the
lesser the data transfer volume. This could reduce the power
consumption in FD systems.

Various machine learning (ML) techniques [12] have been
applied to improve the detection performance of the typical
FD systems [25] as they mainly rely on human knowledge to
build rule-based FD classifiers, including k-nearest-neighbors
and SVMs. Furthermore, the advanced deep learning (DL)
techniques have shown superiority in the detection ability,
such as convolutional neural networks (CNNs) and long-short-
term memory (LSTM) [26]. However, previous works [19],
[20] have reported the performance of ML-based FD systems
is sensitive to the sampling rates. In particular, the detection
accuracy of the FD system decreases significantly when the
sampling rate is less than 10 Hz. This is because low sam-
pling rates lead to low-resolution (LR) accelerometer signals
for typical FD systems. The negative effects of LR signals
would hinder the reliability of FD systems.

To tackle the technical issue of LR signals,
Wang et al. [17], [18] proposed a power-saving frame-
work that used a trigger module to switch from a low-power
mode with a sampling rate of 6 Hz to the measurement
mode at 50 Hz when the possible fall event is triggered.
Their approaches can provide an estimated battery life of
664.9 days [17] and 1125 days [18] for FD systems using
both accelerometer and barometric pressure and a single
accelerometer, respectively. However, different from the
previous works [17], [18], the present study focused on
directly enhancing the detection performance of LR-FD
systems without an additional trigger module.

Improving the detection accuracy of typical FD systems
using LR accelerometer signals requires a consideration of
two technical challenges. The first challenge is the mis-
match of effective features. LR accelerometer signals lead to
a loss in fine-grained movement information. The feasible
features used in detection systems that are trained using high-
resolution (HR) signals cannot perform well when LR signals
are processed. In other words, additional efforts are required
to explore the effective features of LR-FD systems. The
second one is the degradation effects. The critical fall char-
acteristics, including free-fall, impact, vibration, and recovery,
are degraded in low-quality signals. Such degradation makes
it difficult to tackle classification problems (e.g., interclass
ambiguity and intraclass variability).

In this study, we aim to propose a DL-based accelerometer
signal enhancement (ASE) model to help typical FD systems
tackle the aforementioned challenges and achieve better detec-
tion performance in LR-FD systems. The proposed DL-based
ASE model is applied as a front-end processor to reconstruct
HR signals from LR signals. The reconstructed HR signals are
then fed to the FD system. The classical FD systems can yield
higher detection accuracy with reconstructed HR signals.

The main contributions of this work are as follows.
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1) A DL-based ASE model, based on a deep denoising
convolutional autoencoder architecture, is proposed to
reconstruct HR accelerometer signals from LR ones.

2) We comprehensively analyze the DL-based ASE model
on wearable FD systems and typical FD systems to
measure the detection performance, which varies with
different sampling rates.

3) Two emulated public FD data sets were employed to
validate the effectiveness of the proposed ASE model
for achieving a higher detection accuracy.

The remainder of this article is organized as follows.
Section II introduces the selected open data sets and their
experimental protocols. In Section III, we describe the design
principles and mechanisms of the proposed ASE model
for FD systems. The results of the experiment with the
proposed FD system are presented in Section IV. The com-
prehensive performance analysis of the ASE model for FD
systems, its limitations, and future works are discussed in
Section V. Finally, we conclude this study in Section VI

II. OPEN DATA SETS

Currently, open data sets for wearable FD, including
SisFall [27], FallAlID [26], UMAFall [28], and UPFall [29],
are available. In this study, SisFall and FallAlID data sets are
used to validate the effectiveness of the proposed DL-based
ASE model on the LR-FD. Compared to other data sets, these
two data sets with diverse fall types and activities of daily
living (ADL) are more challenging and closer to the real-
world situation. In addition, these data sets use accelerometers
with a sampling rate of at least 200 Hz. This may contrast
the effects of the proposed model with different resolution
accelerometer signals from HR signals to LR signals.

A. FallAlID Data Set

The FallAllID data set proposed by Saleh et al. [26] was
used in this study. An inertial measurement unit (IMU) was
placed on the neck, chest, and waist, respectively, to mea-
sure the movement during the experiment. Each inertial sensor
unit includes a triaxial accelerometer (sampling rate: 238 Hz,
range: + 8 g), triaxial gyroscope (sampling rate: 238 Hz,
angular rate: £ 2000 dps), triaxial magnetometer (sampling
rate: 80 Hz, range: £+ 4 G), and a barometer (sampling rate:
10 Hz). A previous study [30] showed that the FD system
using a waist-worn accelerometer is better than those in other
positions. Therefore, we focus on the collected accelerometer
data from the waist.

The experimental data were collected from 15 healthy
young subjects (eight males and seven females). Their average
age, height, and weight were 32 years, 171 cm, and 67 kg,
respectively. We only used the data from ten subjects that per-
formed falls and ADL. In total, this data set has 1053 ADL
and 423 fall trials.

B. SisFall Data Set

The SisFall data set [27] involves two age groups:
1) 15 elder healthy subjects and 2) 23 young healthy subjects.
This study employs the raw data collected from 21 young
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subjects (10 males, 11 females, age 25.0 + 8.6 years, height
165.7 £ 9.3 cm, and weight 57.7 £ 15.5 kg) for the exper-
iment. A group of elder people was not considered in this
study because they were not made to fall in these experiments.
In addition, two young adults were excluded owing to their
incomplete ADL trials. Totally, this data set has 1575 fall and
1659 ADL trials. An IMU (Shimmer, Ireland) placed on the
waist captured the motion data at a sampling rate of 200 Hz.
The proposed model only explores the data collected from
accelerometers, while the sensor consists of accelerometers
and gyroscopes.

C. Downsampling

The downsampling approach is employed to obtain LR sig-
nals from HR signals for exploring the effects of different
resolutions on the FD performance. The LR signals SR are
gathered by applying downsampling approaches to the HR sig-

nals S'R = {5;|j = 1,2, ..., nur} by an integer factor n, which
is defined as follows:
SR = s | k=1+2%x n} (1

where it keeps the first sample from every 2% sample,
0<n<([ngr — 11/2%), and nyR is the total number of samples
in SHR. The corresponding sampling rate of the LR signals
is R/2* Hz, where the original sampling rate of the HR
accelerometer signals is R Hz. In this study, an integer factor
ranging from o« = 1,2,...,7 is applied to the SisFall and
FallAlIID data sets.

III. METHODOLOGY

This study develops an FD system with a DL-based ASE
model as a front-end processor for FD using LR accelerom-
eter signals. The overall system consists of the preprocessing
stages, the ASE model, and the FD system. Initially, a series
of signal preprocessing stage is applied to the raw LR
accelerometer signals S™R, involving impact-defined window
and min—-max normalization. The network architecture of the
proposed deep ASE model involves feedforward CNNs and
deep neural networks. The main goal of the ASE model is to
enhance the LR accelerometer signals and generate HR sig-
nals. Finally, the classical ML-based classifier is applied to the
enhanced signals to classify the fall and ADL. The framework
of the proposed DL-based ASE model for the FD system is
introduced in Fig. 1.

A. Preprocessing

1) Impact-Defined Window: The impact-defined window
approach focuses on covering the critical fall patterns (preim-
pact, impact, and postimpact) in a window based on an impact
point that is determined as the moment when the human body
hits the first determines the highest peak as the impact point
within a searching area. Then, the fixed window sizes are
applied to cover the patterns before and after the impact point.

Given that the input accelerometer signals of a trial are
defined as § = {s;|j = 1,2, ..., ng}, where n, is the total num-
ber of samples in a trial. The sample point involves the 3-D
acceleration s; = {axj, Ay, azj}. First, the data sample with the
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Fig. 2. TIllustration of the impact-defined window on a fall trial [31].

maximum Norm,y, is considered as the impact sample point
sy of the trial, where Normy,y, of s; is calculated by

Normyy. (57) = \/ax? + ay,> + a2 )

Next, based on s;, forward and backward subwindows are
determined as Wy = {5711, ...,s1+st,1,s1+ng} and W), =
{s—ws,» SI—wsy+1, - - . » S1—1}, respectively. Here, WSy and WS,
are the window sizes of Wy and W, respectively. The
details of the impact-defined window approach are introduced
in [6], [30], and [31].

WSy and WS, are determined as 2 and 1.44 s, respectively,
for the SisFall data set, and 2 and 1.23 s, respectively, for
the FallAlID data set. A previous study has shown that typi-
cal FD systems with such window sizes can achieve the best
system performance [31]. In this work, the searching area is
determined as the signals of the trial. Therefore, the impact-
defined window approach applied to each trial can obtain an
impact-defined window. Fig. 2 illustrates the impact-defined
window on a trial.
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TABLE I
IMPLEMENTATION DETAIL OF THE PROPOSED ASE MODEL FOR DIFFERENT SAMPLING RATES

Sampling Rate (Hz) Encoder Convolution layer

Encoder Dense layer

Decoder Convolution layer Decoder Dense layer

SisFall  FallAIID Inputsize Layers Filter size Output channel Layers Hidden units  Layers Filter size Output channel Layers Hidden units
[768,768,768,
200 238.00 768 2 3%3 40 5 768.768] 1 3%3 1 1 768
[384,384,384,
100 119.00 384 2 3x3 35 6 384,768,768] 1 3x3 1 1 768
[192,192,192,
50 59.50 192 2 3x3 30 6 384,768,768] 1 3x3 1 1 768
[96,96,96,96,192,
25 29.75 96 2 3x3 25 8 384,768,768] 1 3x3 1 1 768
[48,48,48,96,192,
12.5 14.88 48 2 3x3 20 8 384,768,768] 1 3x3 1 1 768
[24,24,48,96,192,
6.25 7.44 24 2 3x3 15 8 384,768,768] 1 3x3 1 1 768
[12,24,48,96,192,
3.13 3.72 12 2 3x3 10 8 384,768,768] 1 3x3 1 1 768
[12,24,48,96,192,
1.56 1.86 6 2 3x3 5 8 384.768.768] 1 3x3 1 1 768
Deep-Learning-based . .
Acceleromgter Signal Enhancement First, the encoder convolution layer (ECL) -captures
movement features from a triaxial accelerometer signal. Each
Encoder Decoder K K L.
ECL includes two convolution layers, consisting 5 x (8 —
log,(0O/D)) filters with a filter size of 3x3 and the stride of 1,
gl g g where O and D are the sampling rates of the HR and LR sig-
Low-resolution___ % % ] & L % 3 Enhanced nals, respectively. Then, the encoder dense layer reconstructs
Signals gl z =] 4 g Signals the HR signals from the LR signals. The encoder dense layer
OO0 O consists of five to eight layers. Finally, the decoder adjusts the
ght lay Y )
encoder output to be similar to the original data. All decoder
convolution layers in the ASE model have a filter size of 3x3
@ and a stride of 1. All dense layers employ rectified linear
a

Low-resolution Signals Enhanced Signals
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Fig. 3. (a) Architecture of the proposed DL-based ASE model. The example

of the (b) LR signals and (c) enhanced signals.

2) Min—-Max Normalization: After the impact-defined win-
dow, a min—-max normalization is utilized to process the
data. This approach can reduce scaling effects on the deep
ASE model during the training phase. Given a data sequence
S = {sjli = 1,2,...,ng}, s; can be normalized to the range
[0, 1] using min—max normalization, as shown in

§j — Smin
s]I}OIl’l — J (3)
Smax — Smin
where smax and Smin are the maximum and minimum values

of S, respectively.

B. DL-Based ASE

1) Network Architecture of the ASE Model: The architec-
ture of the proposed ASE model for FD systems is shown
in Fig. 3. The over-model is a deep denoising autoencoder
architecture, which consists of an encoder and decoder that
contain convolution layers and dense layers.

units (ReLU) as the activation function for the hidden lay-
ers. The convolution layers do not involve activation functions.
The details of the ASE models at different sampling rates are
shown in Table I.

2) Training Strategy: Given that the preprocessed HR
and LR accelerometer signals are defined as SR =
{sll'm, s'z'lR, . ,SER} and SR = {s%R, s'Z‘R, e, s}%,[R}, respec-
tively, where N > 2% x M, we use LR-HR signal pairs to
train the ASE model. The enhanced accelerometer signals

SE = {sf, sg e sf,} are represented as
E LR

$% = fdecoder (fencoder (S )) 4)

where fencoder and fgecoder denote the encoder and decoder func-

tions, respectively. The mean absolute error (MAE) is used as
the objective function, and the loss function is formulated as

N
1 HR _ oE
loss = 5 El ‘Sj -5 ‘ 5)

Jj=

where SPR and SE denote the HR and the enhanced signals,
respectively, and N denotes the number of training sets. The
ASE model is trained with the training data that is randomly
divided into a training and a validation subdataset at a ratio
9:1. In the encoder, the layer numbers are set according to the
sampling rate. This is because the lower sampling rate offers
less information than higher sampling rate. Therefore, fewer
filter numbers are sufficient for feature extraction through the
ASE model. Note that the pooling layer and dropout are not
used in the model.
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TABLE 11
L1ST OF THE EXTRACTED FEATURES [31]

No. Features
E _E _E E E E
f1'f5 Mean of axj' ayjl aZj' anormj' avertij' ahurtij
ot E E ,E .E E E
fr-fiz Standard Deviation of ay , ay, azjéangrmg Qyertiy Fhorti
; E ,E oE E

f13'f18 Variance of ax]-r aij az]-l anormj' avertij' ahortij

Maximum of af ,af ,a% , af at, .. ,ak
f19'f24 um o xj Yy Pzj Ynormp “vertij “horti;

Minimum of aZ , af ,af ,ak at,...  at
f25'f30 xjr Yy Yzpr Ynormp Pvertiy “hortij

E _E .E ,E E E
f31'f36 Range of axjr ayj' az}u anarmj' averEti,v' ahu;ti,v
; E oE oE .E
far-far  Kurtosis of ay, @y, @z, Anorm ) Avereij) Qhorei;
E ,E oE .E E E
f42 'ﬁ;s Skewness of ale ayj ’ az]-r anormj' avertij ’ ahartij
; : : E E E

fao-fs1 Correlation coefficient between each pair oi ay, ayé, az; i
fsa-fsa  Correlation coefficient between each pair @norm» Avertiy horti;

E ,E ,E ,E E E E f_
Note. ay, ay,, az;, Anorm Qyereij» Aniorei; € S » where j = 1,2,...,N

C. FD System

In this study, feature extraction and ML models are applied
to the enhanced signals for fall event detection. The fea-
sibility of these processes have been validated in previous
works [6], [30]-[32].

1) Feature Extraction: Feature extraction aims to obtain
effective parameters that can be used to classify ADL and fall
events. The FD system utilizes eight 1-D and one 3-D sta-
tistical features to enhance the accelerometer signals, includ-
ing mean, standard deviation, variance, maximum, minimum,
range, kurtosis, skewness, and correlation coefficient. Previous
studies have shown the effectiveness of these features for typi-
cal FD systems [6], [30]-[32]. First, we calculate three impor-
tant values from the enhanced accelerometer signals, including
Euclidean norm acceleration ayorm and Euclidean norm on ver-
tical and horizontal planes ayeri and aori. Then, the feature
extraction is applied to a sequence of the enhanced accelerom-

eter signals S = {s¥, s5,....s§} to obtain a set of features

F = {f1,f2,....fx}, where k is the number of extracted fea-
E : E E E E E E
tures. Any s;’ is denoted as {axj, Ay Az Qo> Ayertiys Yo

involving 3-D accelerometer signals and three important val-
ues, 1 <j <N, and sf e SE. Fifty four features gathered from
SE are applied to ML models. The utilized features are listed
in Table II.

2) ML-Based Classifier: Two classical ML classifier were
utilized to analyze the effects of the DL-based ASE model
on the LR-FD systems: 1) SVM and 2) k-nearest neighbor
(kKNN). Previous studies have shown that the selected ML
classifiers are relatively more reliable, as compared to other
common ML classifier (e.g., naive Bayes and decision tree),
for FD systems [6], [30]-[32]. Brief introductions of these
classification algorithms are as follows.

1) SVM: Generally, the SVM model distinguishes target
classes with maximum margins based on the hyperplane
optimization. The input data are first mapped onto a new
dimensional space. Then, the decision boundary is deter-
mined by finding the largest possible margin between the
points of the different classes. Finally, the SVM model
classifies the testing data according to the decision
boundary. In this study, a radial basis function (RBF)
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kernel is employed for the SVM. The classifier is opti-
mized with a Bayesian optimizer, where both kernel
scale (gamma) and box constraint are set to 1.

2) kNN: Known also as a lazy classifier, is a typical
instance-based classification model. This classification
mainly relies on majority voting among the k-nearest
training samples to the testing sample. The Euclidean
distance is taken into account to compute the weight
of the neighbors. The previous study [31] has shown
that the classical FD system has the best detection accu-
racy with k = 3 with the Euclidean distance. Therefore,
3NN and the Euclidean distance are employed to classify
fall/ADL in this study.

D. Performance Evaluation

The leave-one-subject-out (LOSO) cross-validation
approach is introduced to validate the effectiveness of the
proposed ASE model on FD systems. This approach can
evaluate performance on unseen subjects and lead to more
reliable models. LOSO approach keeps the data from one
of the subjects as the testing data set; the data consisting of
other subjects are considered as the training data set. Then,
repeating k times until k subjects have been used as the
testing data set, where k is the total number of the subjects.
Finally, the average of the k folds performance is outputted
as the system performance.

Four evaluation metrics, accuracy (ACC), sensitivity (SEN),
specificity (SPE), and precision (PRE), were introduced
to measure the detection performance. These metrics are
defined in

TP + TN
ACC = (6)
TP 4+ FP + TN + FN
TP
SEN= — )
TP + FN
TN
SPE= ®)
TN + FP
TP
PRE= — )
TP + FP

where true positive (TP), true negative (TN), false posi-
tive (FP), and false negative (FN) are cases where the labeled
fall signals are recognized as a fall, the labeled ADL signals
are recognized as an ADL, the labeled ADL signals are rec-
ognized as a fall, and the labeled fall signals are recognized
as an ADL, respectively.

The ASE model was implemented through PyTorch 1.3.1,
running on a workstation with 64 bit Ubuntu 18.04.4, Intel
Xeon Gold 6152 CPU @ 2.10 GHz, and trained and tested
using the Nvidia GTX 2080Ti with 11-GB dedicated memory.
The preprocessing and FD processes are realized using the
Statistics and ML Toolbox in the MATLAB 2016 environment.

IV. EXPERIMENTAL RESULTS
A. Performance Analysis on the ASE-Based FD Systems

In this study, typical FD systems without the proposed ASE
model are used as a baseline. During the training phase, the
selected parameters of FD systems are fixed for both baseline



LIU et al.: DEEP-LEARNING-BASED SIGNAL ENHANCEMENT OF LOW-RESOLUTION ACCELEROMETER

WkNN_original ®kNN_enhanced © SVM_original ® SVM_enhanced
96.00
95.00

100.00

99.00
98.00
(%) 20000 10000 50.00 25.00 12.50
Sampling Rate (hz)

97.00
(a)

=kNN_original =kNN_enhanced = SVM_original = SVM_enhanced
96.00
95.00

100.00
94.00 || I|I|I|I| I| iII

99.00
98.00

(%) 20000 10000 50.00 2500 1250 625 3.3 156
Sampling Rate (hz)

97.00
(b)

Fig. 4.

and ASE-based FD systems. The detection performance of the
FD systems using kNN and SVM models with different sam-
pling rates in the SisFall and FallAlID data sets are shown in
Figs. 4 and 5, where “kNN_original” is the typical FD system
using the kNN model without the proposed ASE model,
and “kNN_enhanced” denotes the kNN-based FD systems
with ASE. The “SVM_original” and “SVM_enhanced” denote
the SVM-based FD systems without and with ASE, respec-
tively. Generally, applying the ASE model to FD systems
improves the system performance in most sampling rates
and evaluation metrics, especially accuracy and sensitivity.
Moreover, the proposed ASE model has more positive effects
when the sampling rate is lower. Particularly, the FD systems
using SVM and ASE models outperform systems with other
systems at most sampling rates. However, the performance
of “kNN_enhanced” is lower than that of *“ANN_original”
while the sampling rate is 119 and 59.5 Hz. The results show
that the SVM-based FD systems with ASE models at the
lowest sampling rate achieved 97.34% ACC in SisFall and
90.52% ACC in FallAIID, while that without ASE models
only achieved 95.92% ACC in SisFall and 87.47% ACC in
FallAlID.

The best detection ACC results of the FD systems with and
without ASE are listed in Tables III and IV, respectively. As
evident from the two tables, the best detection performance is
slightly improved using the proposed ASE model, especially
for the SVM models. The best accuracy of the FD systems
using the ASE model achieved 99.41% for SisFall and 95.6%
for FallAlID.
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(a) ACC, (b) SEN, (c) SPE, and (d) PRE of sampling rates versus typical wearable FD systems with ASE and without ASE in SisFall data set.

TABLE III
BEST PERFORMANCE USING TYPICAL WEARABLE FD SYSTEMS WITH
AND WITHOUT THE ASE MODEL IN THE SISFALL DATA SET (%)

kNN _original ANN enhanced SVM original SVM enhanced

Accuracy 98.70 99.07 98.95 99.41

Sensitivity 98.22 99.11 99.24 99.56

Specificity 99.22 99.04 98.79 99.34

Precision 99.17 98.99 98.73 99.30
TABLE IV

BEST PERFORMANCE USING TYPICAL WEARABLE FD SYSTEMS WITH
AND WITHOUT THE ASE MODEL IN THE FALLALLD DATA SET (%)

kNN _original ANN_enhanced SVM _original SVM_enhanced

Accuracy 94.11 93.97 94.58 95.60
Sensitivity 87.00 90.31 88.89 90.31
Specificity 96.96 95.54 96.96 97.72
Precision 92.00 89.02 92.12 94.09

B. Analysis of Power Consumption and Response Time
on the ASE Model

According to [33], calculating floating-point opera-
tions (FLOPs) is a common approach to estimate the
computational complexity of the DL model. We also test
the FLOPs of the proposed the ASE model as indictors of
the required power consumption and response time. The
simulation environment comprises of the STM32L476JGY
MCU with an operating frequency of 80 MHz and a 1000-mA
mercury battery, and its power consumption calculator is
utilized as the simulated environments. The real-world
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TABLE V
ANALYSIS OF POWER CONSUMPTION AND RESPONSE TIME ON ASE
MODEL IN DIFFERENT SAMPLING RATES
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TABLE VI
ACCURACY VERSUS REGULATION METHODS IN SISFALL (%)

- ML-based Front-end Sampling Rate (HZ)
Sampling Rate (Hz) Power  Battery  Response Classifier Processer 200 100 50 25 125 625 3.13 1.56
. MFLOPs Consumption  Life Time Original  98.70 98.67 98.61 98.45 98.30 98.08 97.09 95.42
FallAIID SisFall
(mAh) (hour) (sec) ASE  99.07 98.79 98.92 98.89 98.70 98.52 97.96 96.60
200  238.00 915 1173.5 0.9 80.2 KNN  ASE (L2) 97.65 98.18 97.62 98.30 97.80 98.58 96.35 94.62
100 119.00 456 585.2 1.7 40.0 ASE (L2 &
S0 5050 227 2011 3 199 Dropout)  98-67 98.61 98.70 98.52 98.08 97.90 96.41 95.30
25 29.75 112 144.0 6.9 9.8 Original ~ 98.95 98.92 98.92 98.76 98.70 98.58 97.74 95.92
125 1488 549 70.5 14.2 48 ASE  99.38 99.41 99.41 99.32 99.07 99.04 98.42 97.34
6.25 744 263 337 29.7 23 SVM  ASE(L2) 99.23 99.10 99.13 98.79 98.67 98.08 96.91 95.95
3303720119 153 63.3 1.0 ASE(L2 & 49 51 99 10 98.98 99.10 98.36 98.98 97.19 95.70
1.56 1.86 4.8 6.1 163.1 0.4 Dropout)

performance of FD systems depends on the accelerometer
and wireless transportation modules. The FLOPs, response
time, and time complexity of the proposed ASE for different
sampling rates and data sets are shown in Table V. The
proposed ASE model at the lowest sampling rate can operate
for 163.1 h with a response time of 0.4 s, whereas at the
original sampling rate, it only has a 0.9-h working period and
a response time exceeding 1 min.

C. Comparison With Regularization Approaches of ASE
Model for FD

Two regularization approaches involving L2 with a weight
of 0.0001 and Dropout = 0.2 are applied to test the
performance of the proposed ASE on different FD approaches
(e.g., kNN and SVM). The experimental results with the
SisFall and FallAlID data sets are shown in Tables VI and VIIL.

TABLE VII
ACCURACY VERSUS REGULATION METHODS IN FALLALLD (%)

ML-based Front-end
Classifier Processer
Original
ASE
ASE (L2)
ASE (L2 &
Dropout)
Original
ASE
ASE (L2)
ASE (L2 &
Dropout)

Sampling Rate (HZ)
238 119 59.5 29.75 14.88 7.44 3.72 1.86
94.11 93.77 93.83 93.22 92.82 91.94 88.96 87.06
93.56 93.56 93.22 93.97 93.50 92.01 91.46 89.16
93.36 93.83 93.02 92.41 91.12 89.30 88.75 77.85

94.24 94.72 94.72 93.56 89.91 87.80 87.26 79.61

94.58 94.44 94.51 94.31 93.83 92.62 90.65 87.47
94.65 94.65 94.78 95.60 94.65 93.56 92.55 90.92
94.72 94.78 94.38 93.56 92.62 91.19 90.51 78.12

95.66 96.00 95.80 95.12 90.04 88.62 89.57 81.17

ANN

SVM

From Tables VI and VII, the FD system using the original
ASE achieves the best accuracy for SVM at most sampling
rates in both data sets, whereas that using ASE with regular-
ization (L2&Dropout) yields better performance at sampling
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rates of 238, 119, and 58.5 Hz in the FallAllD data set. The
results indicate that the regularization approaches work well
only for signals of higher sampling rates. Similar trends are
also observed in the detection performance using the ASE and
ASE (L2&Dropout) models for ANN.

D. Comparison With DL-Based FD Systems

We further verify the effectiveness of the ASE system
on several DL-based FD systems, including multilayer
perception (MLP) autoencoder (AE), CNNs AE, long short-
term memory (LSTM) AE, CNN-LSTM, and deep belief
neural network (DBN). The parameters employed are briefly
introduced as follows.

1) MLP-AE [34]: The model is a three-layer stacked AE
model, consisting of 64, 32, and 64 neurons. The first
two layers are trained to perform feature extraction, and
the final layer detects fall events.

CNN-AE [34]: The model is similar to MLP-AE. First,
we train a two-layer 1ID-CNN AE with 64 filters and
a kernel size of 3 to perform feature extraction. Then,
a dense layer (64 units) is adopted to detect fall events.
LSTM-AE [34]: The model adopts a two-layer LSTM
AE with 64 units for feature learning. Then, a dense
layer (64 units) is used to detect fall events.
CNN-LSTM [35]: The model is a combination of CNN
and LTSM models. It consists of two 1D-CNN layers
(filters = 2 and stride = 3) and one LSTM layer. A max-
pooling layer is added after the first two CNN layers
with a size of 2. The LSTM (64 units) and a dense layer
(64 units) are then used to carry out fall event detection.
DBN [36]: Unsupervised pretraining is first applied with
a three-layer restricted Boltzmann machine (RBM). The
hidden units of the RBM are 32, 64, and 64. A combi-
nation of the RBM and a dense layer (64 units) is then
trained for FD.

The detection results using these DL models with and with-
out ASE models are shown in Tables VIII and IX, respectively.
Generally, the proposed ASE model can enhance the detec-
tion performance of models at most sampling rates. However,
the accuracy of several detection models using ASE in the
FallAlID data set is still slightly lower (<0.5%) than the model
without ASE, including MLP-AE at 3.72 and 1.86 Hz, and
CNN-LSTM at 3.72 Hz. The FD system using CNN-LSTM
at 12.5 Hz and CNN-AE at 238 Hz can achieve the best accu-
racy in the SisFall (99.38%) and FallAlID (95.58%) data sets,
respectively.

2)

3)

4)

5)

V. DISCUSSION

The results reveal that the accuracy of the typical FD
systems without the proposed ASE model decreases notably
when the sampling rate is less than 6.25 Hz in SisFall and
14.88 Hz in FallAlID. These results are similar to those of
previous studies [19], [20]. This reduction in accuracy is owed
to the loss of important information and critical movement
patterns in LR signals. As shown in Figs. 6 and 7, the
accelerometer signals degrade significantly when the sampling
rate decreases from the initial sampling rate (Raw-200 Hz)

TABLE VIII
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ACCURACY VERSUS DIFFERENT DL APPROACHES IN SISFALL (%)

ML-based Front-end Sampling Rate (HZ)
Classifier Processer 200 100 50 25 12,5 625 3.13 1.56
ULp.Ap  Original 98.08 9818 97.77 97.90 97.80 9644 96.26 94.93
ASE  99.26 99.23 99.26 99.17 99.10 98.39 98.02 95.76
CNN.Ap  Original 9818 9808 9842 9855 9821 97.87 97.40 9598
ASE  99.10 99.29 99.29 99.32 99.13 98.67 98.18 95.95
LSTnap Original 9351 9363 9583 9521 9592 95.11 9382 93.04
ASE  98.92 99.01 98.86 99.13 98.92 98.86 97.93 96.20
Original 95.61 95.27 96.29 94.56 95.98 96.13 94.47 9338
CNN-LSTM "5k 99.32 99.26 99.10 99.26 99.38 98.45 97.77 95.52
bpn | Original 98.95 98.76 9759 97.06 96.23 97.50 96.04 93.63
ASE  97.56 97.80 97.84 98.48 9836 98.39 97.40 95.05
n  Original 98.70 98.67 98.61 98.45 98.30 98.08 97.09 95.42
ASE  99.07 98.79 98.92 98.89 98.70 98.52 97.96 96.60
suy | Original 9895 9892 9892 9876 98.70 98,58 97.74 9592
ASE  99.38 99.41 99.41 99.32 99.07 99.04 98.42 97.34

TABLE IX
ACCURACY VERSUS DIFFERENT DL APPROACHES IN FALLALLD (%)

ML-based Front-end Sampling Rate (HZ)
Classifier Processer 238 119 59.5 29.75 14.88 7.44 3.72 1.86
MLP-AE Original 93.25 94.02 93.62 92.16 91.88 91.40 90.84 90.25
ASE  94.84 94.67 95.27 93.89 93.58 92.00 90.75 87.91
CNN-AE Original 93.04 93.44 94.07 93.49 93.67 91.61 89.68 88.86
ASE  95.58 94.88 95.30 94.56 94.01 93.43 92.18 90.92
LSTM-AE Original 92.12 92.01 92.54 91.67 92.41 90.17 89.96 86.93
ASE  94.29 94.93 95.10 94.77 93.66 92.04 91.67 89.79
Original 91.95 92.30 93.13 91.29 91.27 91.33 91.24 87.51
CNN-LSTM ASE  93.85 94.63 94.20 94.57 93.68 92.94 90.90 89.84
DBN Original 87.61 88.20 85.85 85.10 83.02 72.65 72.65 72.65
ASE  90.69 92.04 91.20 90.83 91.29 90.30 90.67 89.24
NN Original 94.11 93.77 93.83 93.22 92.82 91.94 88.96 87.06
ASE  93.56 93.56 93.22 93.97 93.50 92.01 91.46 89.16
SVM Original 94.58 94.44 94.51 94.31 93.83 92.62 90.65 87.47
ASE  94.65 94.65 94.78 95.60 94.65 93.56 92.55 90.92

to an extremely low sampling rate (Downsampled-1.56 Hz).
Moreover, it leads to several technical challenges for FD
systems such as mismatch of the effective features and
degradation effects.

To deal with these challenges, an ASE model is proposed
to reconstruct the accelerometer signals from LR to HR. As
presented in Fig. 6, several important movement features of
the fall signals (Enhanced-1.56 Hz) are reconstructed using
the proposed ASE model, such as impact, free fall, and vibra-
tion. The reconstructed signals can help FD systems tackle
degradation effects and the mismatch problems of the effec-
tive features. Moreover, the proposed ASE model has positive
effects on HR-FD systems, as shown in Tables III and IV. It
filters the noise (e.g., muscle vibration) and keep the motion
patterns, which improves the ability of the FD system to
classify falls and ADL.

Fig. 7 demonstrates that the enhanced ADL patterns are
more similar to a fall than an ADL, especially the sampling
rate is lower than 6.25 Hz, where the reconstructed signals
lack periodicity. However, the enhanced signals still enable
the FD system to achieve better detection performance. This
is because the proposed ASE model strengthens the differ-
ences between the ADL and fall patterns compared to the
raw patterns. The FD system has the potential to obtain more
effective features from the enhanced signals to distinguish falls
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model.
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Example signals of the ASE model on A03 “Jogging slowly” in SisFall data set. The first row shows the raw accelerometer signals and the LR

signals with different downsampled sizes. The second row shows the reconstructed signals using the proposed ASE model.

from ADL. Future work is to develop more powerful signal
reconstruction models for long-term telehealthcare monitoring
systems. Additional techniques will be applied to reconstruct
the movement characterizes, e.g., periodicity.

The proposed ASE model can enhance the detection
performance of several well-known DL methods, includ-
ing MLP-AE, CNN-AE, LSTM-AE, CNN-LSTM, and
DBN. However, the best performance of DL methods is
slightly worse than that of typical ML methods (e.g., kNN
and SVM). Therefore, further refinement of the combination
of DL-based FD and ASE model is required in future studies.
Moreover, we plan to design a lightweight model for power
efficiency.

The experimental results show that FD systems using
SVM and ASE models can achieve the best accu-
racy with the SisFall and FallAlID data sets. Similarly,
various fall systems [37], [38] have shown the supe-
riority of SVM for FD systems owing to its good
generalization capacity. However, SVM still has several tech-
nical challenges, including large-scaling problems, online
SVM training, kernel function selection, and parameter
optimization [39]. We plan to design a more advanced

mechanism to support FD systems to tackle these chal-
lenges as these issues are critical during the development of
SVM-based FD systems. Furthermore, cloud-based parame-
ter optimization based on [40] may improve efficiency and
performance.

To the best of our knowledge, this is the first study focus-
ing on improving the performance of LR-FD systems using the
DL-based ASE model. A similar signal enhancement approach
has been successfully implemented in other fields, such as
face recognition [41], speech recognition [42], and enhance-
ment [43], [44]. For a typical FD system, the proposed ASE
model could be a front-end processor to enhance the LR sig-
nals before further processing. The results demonstrate that the
ASE model enables LR-FD systems to achieve better detec-
tion accuracy. Additionally, the extra computational cost of the
ASE model is acceptable and valuable for FD systems as the
power consumption of the data sampling is much greater than
any other process, even using ML or DL models [23], [24].

Previous studies have applied other power-saving tech-
niques to FD systems that achieved over 90% detection
performance [17], [18]. However, it is difficult to directly
compare the design principle as the objective of this study
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is different from early studies. First, they proposed a power-
efficient FD method that can adjust or optimize sampling
rates to balance the detection performance and sampling rate
selection. Different from these previous works, we focus on
directly enhancing the LR-FD system using the DL-based ASE
model. Hence, the proposed ASE model has great potential
to be incorporated into their studies to achieve better system
performance when dealing with LR accelerometer signals. We
plan to fuse the proposed ASE model and [17] and [18] to
develop energy-efficient FD systems in the future. Second, the
energy-efficient mechanisms of [17] and [18] were validated
on private data sets. It is difficult to assess the effects of the
sampling rates and effectiveness of the proposed ASE model
on their data sets. This is because the impact of sampling rates
on different data sets is diverse. For example, in this study, the
sampling rate has a greater impact on the public FallAlID data
set than on the public SisFall data set when more complicated
experiments are employed. Finally, the proposed ASE model
is developed for ML-based FD systems. However, the power-
efficient mechanisms [17], [18] are designed for rule-based
detection FD algorithms instead of ML-based FD algorithms,
making it difficult to apply their approaches to ML-based FD
algorithms directly.

To investigate the potential feasibility of the proposed ASE
model in real-time implementation, we have estimate the
response time and power consumption of the proposed ASE
model based on FLOPs [33]. Considering the feasibility and
usability in the real world, the proposed ASE model at 25 Hz
with a working period of 6.9 h and 9.8 s is more suit-
able for real-world implementation. However, further research
on designing a lightweight ASE model is required for real-
time detection and mobile devices. In several real-world FD
systems [12], the sensor side only captures and transmits
signals to processing units. The proposed ASE model is imple-
mented in the server side for signal enhancement and FD
because of its powerful computational resources.

The main limitation of this study is that the applied open
data sets involve emulated fall events and ADL performed by
healthy young subjects rather than real-world data from elder
people. Their movement characteristics and features may be
different from those of the emulated experiments [45]. This
can lead to the model, trained with the emulated data, per-
forming worse on real-world data [46]. Therefore, a real-world
data set (e.g., FARSEEING [47]) will be included to validate
the effectiveness of the proposed ASE model on FD systems
in the future.

VI. CONCLUSION

To enhance the performance of LR-FD systems, techni-
cal challenges, such as mismatch of effective features and
degradation effects, are required for further investigation. In
this study, we propose a DL-based ASE model that recon-
structs the HR signals from the LR signals by learning
the relationship and correlation between the LR and HR
signals. The predicted fine-grained movement information
from the enhanced accelerometer signals enables LR-FD
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systems to tackle technical challenges and achieve bet-
ter performance. The results show that the ASE model
can efficiently help LR-FD systems achieve better system
performance.

REFERENCES

[1] S. Yoshida, A Global Report on Falls Prevention Epidemiology of Falls,
World Health Org., Geneva, Switzerland, 2007.

[2] F. De Backere et al., “Towards a social and context-aware multi-sensor
fall detection and risk assessment platform,” Comput. Biol. Med., vol. 64,
pp. 307-320, Sep. 2015.

[3] D. Wild, U. S. Nayak, and B. Isaacs, “How dangerous are falls in
old people at home?” Brit. Med. J., vol. 282, no. 6260, pp. 266268,
Jan. 1981.

[4] P. Vallabh and R. Malekian, “Fall detection monitoring systems: A com-
prehensive review,” J. Ambient Intell. Humanized Comput., vol. 9, no. 6,
pp. 1809-1833, Nov. 2018.

[5] D. C. Yacchirema, J. S. de Puga, C. Palau, and M. Esteve, “Fall detec-
tion system for elderly people using IoT and ensemble machine learning
algorithm,” Pers. Ubiquitous Comput., vol. 23, no. 5, pp. 801-817,
Nov. 2019.

[6] C.-Y. Hsieh, K.-C. Liu, C.-N. Huang, W.-C. Chu, and C.-T. Chan, “Novel
hierarchical fall detection algorithm using a multiphase fall model,”
Sensors, vol. 17, no. 2, p. 307, Feb. 2017.

[7]1 L. Yang, Y. Ren, and W. Zhang, “3D depth image analysis for indoor
fall detection of elderly people,” Digit. Commun. Netw., vol. 2, no. 1,
pp. 24-34, Feb. 2016.

[8] F. Harrou, N. Zerrouki, Y. Sun, and A. Houacine, “An integrated
vision-based approach for efficient human fall detection in a home
environment,” I[EEE Access, vol. 7, pp. 114966-114974, 2019.

[9] Y. Zigel, D. Litvak, and I. Gannot, “A method for automatic fall detection
of elderly people using floor vibrations and sound—Proof of concept on
human mimicking doll falls,” IEEE Trans. Biomed. Eng., vol. 56, no. 12,
pp- 2858-2867, Dec. 2009.

[10] G. Feng, J. Mai, Z. Ban, X. Guo, and G. Wang, “Floor pressure imaging
for fall detection with fiber-optic sensors,” IEEE Pervasive Comput.,
vol. 15, no. 2, pp. 4047, Apr.—Jun. 2016.

[11] F. Riquelme, C. Espinoza, T. Rodenas, J. G. Minonzio, and
C. Taramasco, “eHomeSeniors dataset: An infrared thermal sensor
dataset for automatic fall detection research,” Sensors, vol. 19, no. 20,
p. 4565, Oct. 2019.

[12] N. Pannurat, S. Thiemjarus, and E. Nantajeewarawat, “Automatic fall
monitoring: A review,” Sensors, vol. 14, no. 7, pp. 12900-12936,
Jul. 2014.

[13] M. Chan, D. Esteve, J. Y. Fourniols, C. Escriba, and E. Campo, “Smart
wearable systems: Current status and future challenges,” Artif. Intell.
Med., vol. 56, no. 3, pp. 137-56, Nov. 2012.

[14] K. Bodine and F. Gemperle, “Effects of functionality on perceived com-
fort of wearables,” in Proc. 7th IEEE Int. Symp. Wearable Comput.,
Oct. 2003, pp. 57-60.

[15] L. Bloom, R. Eardley, E. Geelhoed, M. Manahan, and P. Ranganathan,
“Investigating the relationship between battery life and user acceptance
of dynamic, energy-aware interfaces on handhelds,” in Mobile Human—
Computer Interaction—MobileHCI, Berlin, Germany: Springer, 2004,
pp. 13-24.

[16] J. H. M. Bergmann and A. H. McGregor, “Body-worn sensor design:
What do patients and clinicians want?” Ann. Biomed. Eng., vol. 39,
no. 9, pp. 2299-2312, Sep. 2011.

[17] C. Wang et al., “Low-power fall detector using triaxial accelerometry
and barometric pressure sensing,” IEEE Trans. Ind. Informat., vol. 12,
no. 6, pp. 2302-2311, Dec. 2016.

[18] C. Wang, W. Lu, S. J. Redmond, M. C. Stevens, S. R. Lord, and
N. H. Lovell, “A low-power fall detector balancing sensitivity and
false alarm rate,” IEEE J. Biomed. Health Informat., vol. 22, no. 6,
pp- 1929-1937, Nov. 2018.

[19] K.-C.Liu, C.-Y. Hsieh, S. J.-P. Hsu, and C.-T. Chan, “Impact of sampling
rate on wearable-based fall detection systems based on machine learning
models,” IEEE Sensors J., vol. 18, no. 23, pp. 9882-9890, Dec. 2018.

[20] J. Silva, D. Gomes, 1. Sousa, and J. S. Cardoso, “Automated devel-
opment of custom fall detectors: position, model and rate impact
in performance,” IEEE Sensors J., vol. 20, no. 10, pp. 5465-5472,
May 2020.



1280

[21]

[22]

(23]

[24]

[25]

[26]

[27]

[28]

[29]

(30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]
[43]

[44]

IEEE TRANSACTIONS ON COGNITIVE AND DEVELOPMENTAL SYSTEMS, VOL. 14, NO. 3, SEPTEMBER 2022

C. Wang, S. J. Redmond, W. Lu, M. C. Stevens, S. R. Lord, and
N. H. Lovell, “Selecting power-efficient signal features for a low-power
fall detector,” IEEE Trans. Biomed. Eng., vol. 64, no. 11, pp. 2729-2736,
Nov. 2017.

J. He, Z. Zhang, X. Wang, and S. Yang, “A low power fall sens-
ing technology based on FD-CNN,” IEEE Sensors J., vol. 19, no. 13,
pp. 5110-5118, Jul. 2019.

X. Fafoutis, L. Marchegiani, A. Elsts, J. Pope, R. Piechocki, and
I. Craddock, “Extending the battery lifetime of wearable sensors with
embedded machine learning,” in Proc. IEEE 4th World Forum Internet
Things (WF-1oT), Feb. 2018, pp. 269-274.

J.-Y. Kim and C.-H. Chu, “Analysis of energy consumption for wearable
ECG devices,” in Proc. IEEE Sensors, Nov. 2014, pp. 962-965.

S. Fang, Y. Liang, and K. Chiu, “Developing a mobile phone-based
fall detection system on Android platform,” in Proc. Comput. Commun.
Appl. Conf., Jan. 2012, pp. 143-146.

M. Saleh, M. Abbas, and R. B. L. Jeannes, “FallAllD: An open dataset of
human falls and activities of daily living for classical and deep learning
applications,” IEEE Sensors J., vol. 21, no. 2, pp. 1849-1858, Jan. 2021.
A. Sucerquia, J. D. Lépez, and J. F. Vargas-Bonilla, “SisFall: A fall and
movement dataset,” Sensors, vol. 17, no. 1, p. 198, Jan. 2017.

E. Casilari, J. A. Santoyo-Ramoén, and J. M. Cano-Garcia, “UMAFall:
A multisensor dataset for the research on automatic fall detection,”
Procedia Comput. Sci., vol. 110, pp. 32-39, Jan. 2017.

L. Martinez-Villasefior, H. Ponce, J. Brieva, E. Moya-Albor, J. Nufiez-
Martinez, and C. Penafort-Asturiano, “UP-fall detection dataset:
A multimodal approach,” Sensors, vol. 19, no. 9, p. 1988, Apr. 2019.
A. T. Ozdemir, “An analysis on sensor locations of the human body
for wearable fall detection devices: Principles and practice,” Sensors,
vol. 16, no. 8, p. 1161, Jul. 2016.

K. Liu, C. Hsieh, H. Huang, S. J. Hsu, and C. Chan, “An analysis of
segmentation approaches and window sizes in wearable-based critical
fall detection systems with machine learning models,” IEEE Sensors J.,
vol. 20, no. 6, pp. 3303-3313, Mar. 2020.

A. T. Ozdemir and B. Barshan, “Detecting falls with wearable sen-
sors using machine learning techniques,” Sensors, vol. 14, no. 6,
pp. 10691-10708, Jun. 2014.

E. Torti et al., “Embedded real-time fall detection with deep learn-
ing on wearable devices,” in Proc. 21st Euromicro Conf. Digit. Syst.
Design (DSD), Aug. 2018, pp. 405-412.

E. Principi, D. Rossetti, S. Squartini, and F. Piazza, “Unsupervised elec-
tric motor fault detection by using deep autoencoders,” IEEE/CAA J.
Automatica Sinica, vol. 6, no. 2, pp. 441451, Feb. 2019.

M. M. Hassan, A. Gumaei, G. Aloi, G. Fortino, and M. Zhou,
“A smartphone-enabled fall detection framework for elderly people in
connected home healthcare,” IEEE Netw., vol. 33, no. 6, pp. 58-63,
Dec. 2019.

H. Zhang, Y. Li, Z. Lv, A. K. Sangaiah, and T. Huang, “A real-time and
ubiquitous network attack detection based on deep belief network and
support vector machine,” IEEE/CAA J. Automatica Sinica, vol. 7, no. 3,
pp- 790-799, May 2020.

O. Aziz et al., “Validation of accuracy of SVM-based fall detection
system using real-world fall and non-fall datasets,” PLoS ONE, vol. 12,
no. 7, Jul. 2017, Art. no. e0180318.

M. Saleh and R. L. B. Jeannes, “Elderly fall detection using wearable
sensors: A low cost highly accurate algorithm,” IEEE Sensors J., vol. 19,
no. 8, pp. 3156-3164, Apr. 2019.

J. Cervantes, F. Garcia-Lamont, L. Rodriguez-Mazahua, and A. Lopez,
“A  comprehensive survey on support vector machine classifica-
tion: Applications, challenges and trends,” Neurocomputing, vol. 408,
pp. 189-215, Sep. 2020.

P. Zhang, S. Shu, and M. Zhou, “An online fault detection
model and strategies based on SVM-grid in clouds,” IEEE/CAA J.
Automatica Sinica, vol. 5, no. 2, pp. 445-456, Mar. 2018.

Z. Wang, Z. Miao, Q. M. J. Wu, Y. Wan, and Z. Tang, “Low-resolution
face recognition: A review,” Vis. Comput., vol. 30, no. 4, pp. 359-386,
Apr. 2014.

X. Li, V. Chebiyyam, and K. Kirchhoff, “Speech audio super-resolution
for speech recognition,” presented at the Proc. Interspeech, 2019.

X. Lu, Y. Tsao, S. Matsuda, and C. Hori, “Speech enhancement based
on deep denoising autoencoder,” presented at the INTERSPEECH, 2013.
S. Fu, T. Wang, Y. Tsao, X. Lu, and H. Kawai, “End-to-end waveform
utterance enhancement for direct evaluation metrics optimization by
fully convolutional neural networks,” IEEE/ACM Trans. Audio, Speech,
Language Process., vol. 26, no. 9, pp. 1570-1584, Sep. 2018.

[45]

[46]

[47]

i/,

tion, speaker recognition, and deep learning.

F. Bagala et al., “Evaluation of accelerometer-based fall detection algo-
rithms on real-world falls,” PLoS ONE, vol. 7, no. 5, May 2012,
Art. no. e37062.

J. Sims, K. Hill, S. Davidson, J. Gunn, and N. Huang, “A snapshot of
the prevalence of physical activity amongst older, community dwelling
people in Victoria, Australia: Patterns across the ‘young-old” and ‘old-
old’,” BMC Geriatrics, vol. 7, p. 4, Feb. 2007.

J. Klenk et al., “The FARSEEING real-world fall repository: A large-
scale collaborative database to collect and share sensor signals from
real-world falls,” Eur. Rev. Aging Phys. Activity, vol. 13, p. 8, Oct. 2016.

Kai-Chun Liu received the M.S. and Ph.D.
degrees in biomedical engineering from National
Yang-Ming University, Taipei, Taiwan, in 2015 and
2019, respectively.

He is currently a Postdoctoral Scholar with
the Research Center for Information Technology
Innovation, Academia Sinica, Taipei. His research
interests include pervasive healthcare, wearable
computing, machine learning, and biosignal
processing.

Kuo-Hsuan Hung received the B.S. degree from
National Chiao Tung University, Hsinchu, Taiwan,
in 2015, and the M.S. degree from National Central
University, Taoyuan City, Taiwan, in 2017. He
is currently pursuing the Ph.D. degree with the
Department of Biomedical Engineering, National
Taiwan University, Taipei, Taiwan.

He is a Research Assistant with the Research
Center for Information Technology Innovation,
Academia Sinica, Taipei. His research interests
include biomedical signal processing, noise reduc-

-—

Chia-Yeh Hsieh received the Ph.D. degree in
biomedical engineering from National Yang-Ming
University, Taipei, Taiwan, in 2019.

From December 2019 to July 2021, she was
a Postdoctoral Research Fellow with the Department
of Biomedical Engineering, National Yang-Ming
University. Since August 2021, she has been an
Assistant Professor with the Bachelor’s Program in
Medical Informatics and Innovative Applications, Fu
Jen Catholic University, New Taipei City, Taiwan.
Her research interests include exercise-cognition

interaction, fall detection, activity recognition, indoor positioning, rehabili-
tation assessment, and health monitoring systems.

Hsiang-Yun Huang received the M.S. degree in
biomedical engineering from National Yang-Ming
University, Taipei, Taiwan, in 2015, and the Ph.D.
degree in biomedical engineering from National
Yang Ming Chiao Tung University, Taipei, Taiwan,
in 2021.

Her research interests include indoor position-
ing, activity recognition, fall detection, rehabilitation
assessment, and health monitoring systems.



LIU et al.: DEEP-LEARNING-BASED SIGNAL ENHANCEMENT OF LOW-RESOLUTION ACCELEROMETER

Chia-Tai Chan received the Ph.D. degree in
computer science and information engineering from
National Chiao Tung University, Hsinchu, Taiwan,
in 1998.
\ From 1999 to 2005, he was a Project
f-- Researcher with Telecommunication Laboratories
&‘ Chunghwa Telecom Company Ltd., Taipei, Taiwan.
S In August 2005, he joined the Faculty of the
‘ Institute of Biomedical Engineering, National Yang-
Ming University, Taipei, as an Associate Professor.
He is currently a Professor with the Department of
Biomedical Engineering, National Yang Ming Chiao Tung University, Taipei.
His research interests include active and assisted living: technologies and
applications, and personalized health information technologies.

1281

Yu Tsao (Senior Member, IEEE) received the
B.S. and M.S. degrees in electrical engineering
from National Taiwan University, Taipei, Taiwan, in
1999 and 2001, respectively, and the Ph.D. degree
in electrical and computer engineering from the
Georgia Institute of Technology, Atlanta, GA, USA,
in 2008.

From 2009 to 2011, he was a Researcher
with the National Institute of Information and
Communications Technology, Tokyo, Japan, where
he engaged in research and product development in
automatic speech recognition for multilingual speech-to-speech translation. He
is currently a Research Fellow (Professor) and the Deputy Director with the
Research Center for Information Technology Innovation, Academia Sinica,
Taipei. He is also a Jointly Appointed Professor with the Department of
Electrical Engineering, Chung Yuan Christian University, Taoyuan City,
Taiwan. His research interests include assistive oral communication technolo-
gies, audio coding, and biosignal processing.

Dr. Tsao received the Academia Sinica Career Development Award in
2017, the National Innovation Awards in 2018, 2019, and 2020, the Future
Tech Breakthrough Award 2019, and the Outstanding Elite Award, Chung
Hwa Rotary Educational Foundation from 2019 to 2020. He is currently an
Associate Editor for the IEEE TRANSACTIONS ON AUDIO, SPEECH, AND
LANGUAGE PROCESSING and IEEE SIGNAL PROCESSING LETTERS.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


