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A Human–Robot-Environment Interactive
Reasoning Mechanism for Object

Sorting Robot
Yunhan Lin, Huasong Min, Haotian Zhou, and Feilong Pei

Abstract—In this paper, we design an object sorting robot
system, which is based on robot operating system distributed
processing framework. This system can communicate with
human beings; can percept the 3-D environment by Kinect
sensor; has the ability of reasoning; can transfer the natu-
ral language intention to machine instruction to control the
movement of manipulator. In particular, in order to improve
the intelligence and usability of our robot, we propose a
human–robot-environment interactive reasoning mechanism. In
our method, a “dialogue and 3-D scene interaction module”
is added into the traditional case-based reasoning–belief-desire-
intention mechanism. Our proposed mechanism not only realizes
the traditional function of map matching but also achieves the
function of desire analysis and guidance. When the user’s desire
is incomplete and/or mismatched with the actual scene, our
robot will take the initiative to guide users through dialogue,
and the user’s input information will be used to replenish the
user’s desire. Experimental results prove the advantages of our
mechanism.

Index Terms—Belief-desire-intention (BDI) mechanism, case-
based reasoning (CBR) mechanism, human–robot-environment
interaction, object sorting robot, reasoning mechanism.

I. INTRODUCTION

MANY new kinds of intelligent service robot systems are
emerging in these days. These systems have a common

characteristic that the robot could collaborate with humans
to accomplish tasks in an unstructured environment with a
flexible manipulator. Such a system needs to be capable of
environmental perception, human–robot interaction (HRI), tar-
get recognition, knowledge reasoning, trajectory planning and
grabbing, etc. Among the requirements, the reasoning mecha-
nism is the core of the entire system, the brain of an intelligent
robot that determines the degree of that intelligence.

The classic reasoning mechanisms include rule-based rea-
soning (RBR), procedural reasoning system, knowledge-based
reasoning, and case-based reasoning (CBR). Among them,

Manuscript received December 24, 2016; revised March 15, 2017 and
May 8, 2017; accepted May 16, 2017. Date of publication May 23, 2017;
date of current version September 7, 2018. This work was supported by
the National Natural Science Foundation of China under Grant 61673304.
(Corresponding author: Huasong Min.)

The authors are with the Institute of Robotics and Intelligent
Systems, Wuhan University of Science and Technology, Wuhan 430081,
China (e-mail: yhlin@ustc.edu; mhuasong@wust.edu.cn; zhtwust@163.com;
576467670@qq.com).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TCDS.2017.2706975

the research on CBR mechanism has become a hot topic in
the field of artificial intelligence because of its advantages
in short reasoning time and easy case learning ability. Some
works applied CBR to HRI [1], [2] and multirobot coordi-
nated navigation [3]. Our previous work [4] and [5], applied
CBR to the real-time autonomous navigation and obstacle
avoidance of a mobile robot. The robot can reuse previous
experience to obtain suitable information to solve the current
problems by using CBR technology, which gives the robot
a certain degree of intelligence. However, it does not have
the capacity of real-time interaction with the external environ-
ment, while this ability is an important indicator of robot’s
intelligence.

In order to improve the intelligence of the CBR mecha-
nism, Olivia et al. [6] proposed CBR-belief-desire-intention
(CBR–BDI) technology, which combined the CBR mechanism
with a belief-desire-intention (BDI) model. The BDI model
is a kind of deliberative agent. Belief means the informa-
tion about the environment and the internal state the agent
may hold. Desire means the original motivation and their
potential preferred behavior to act. Intention means a set of
actual executable action sequence, which is a detailed execut-
ing procedure of the belief. The combination of CBR with BDI
addressed the BDI model’s shortcoming of inability to learn;
adding BDI in CBR also increased the autonomous interactive
ability of the CBR system.

The mechanism of CBR–BDI was used in various intelligent
systems these years. In 2012, Bajo et al. [7] used CBR–BDI as
a decision support tool in a multiagent system, which can con-
tribute to detect potential risky situations and to avoid them by
acting on the tasks that compose each of the activities of the
business. In 2013, Dalal et al. [8] applied CBR–BDI to imitate
the entities of supply chain system, this system helps managers
to analyze the business policies with respect to different sit-
uations arising in the supply chain. In 2014, Fraile et al. [9]
used CBR–BDI in their planning home care system, which is
capable of reacting automatically when faced with dangerous
or emergency situations, replanning any plans in progress and
sending alert messages to the system. The use of CBR–BDI
in these systems enables the reuse of previous experience
to obtain suitable information to solve current problems and
also enables the reply to events, interactions with the environ-
ment, taking the initiative according to goals. However, those
systems were based on the hypothesis that the user’s utterance
is complete and fluent; otherwise, human’s commands will not
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be recognized or only partly recognized. It will lead to wrong
instruction recognition and execution failed.

To address these shortcomings, many studies have been
carried out to solve the incomplete issue. Ros et al. [10]
proposed a set of strategies that allow a robot to identify
the referent when human refers to an object giving incom-
plete information. This system uses an ontology to store
and reason on the robot’s knowledge to ease clarification.
Wang and Zhang [11] proposed a multicriteria decision-
making method to handle multicriteria fuzzy decision-making
problems in which the information about criteria’s weights is
incomplete. Banerjee and Dubois [12] proposed a logic for
reasoning about incomplete knowledge. However, all the rea-
soning mechanisms of these systems are based on RBR. RBR
has some obvious disadvantages [13]:

1) the rules which acquiring from expert interviews is
cumbersome and time-consuming;

2) the maintenance of rule bases becomes a difficult process
as the size of the rule base increases;

3) a rule-based system is not self updatable, in the sense
that there is no inherent mechanism to incorporate
experience acquired from dealing with past problems.

Considering that the system we designed is an object
sorting system for nonprofessional users. There are two prob-
lems in the process of human–robot-environment interactive
reasoning:

1) there is a situation that the user’s utterance is incom-
plete or not fluent. if the user’s utterance is not fluent
(pause time is too long), only part of the utterance can
be recognized;

2) the utterance styles of the nonprofessional users are not
unified, there is a situation that the presence of the same
expression can be similarly expressed by different users,
and there is uncertainty in this similar expression.

If RBR is used, there will be problems, such as reasoning
rules are difficult to obtain, solutions are not easy to generate
and the system is difficult to maintain. However, CBR can
effectively achieve the correct reasoning of different similar
cases, which uses past similar experience in the case database
to solve current problem. Unlike RBR, CBR only need to
design some basic cases in the casebase.

In order to solve the two problems that may arise in the
process of human–robot-environment interaction and reason-
ing, and to further improve the level of robot’s intelligence,
we proposed a human–robot-environment interactive reason-
ing mechanism. In our mechanism, a “dialogue and 3-D scene
interaction module” is added into the traditional CBR–BDI
reasoning mechanism to implement the correct interaction and
reasoning of the situations when the user’s desire is incom-
plete and/or mismatched with the actual scene. Our mechanism
is based on CBR–BDI mechanism, which can reuse previous
experiences to solve current similar problems, can reply to
events, interact with the environment and take the initiative
according to goals.

The rest of this paper is organized as follows. In Section II,
we introduce the hardware and software structure of our
designed object sorting system. Section III introduces the
traditional CBR–BDI reasoning mechanism and Section IV

Fig. 1. Hardware structure of our designed object sorting robot system.

explains our human–robot-environment interactive reasoning
mechanism in detail. Experiment and analysis are discussed
in Section V. Finally, in Section VI, we state the conclusion
and future work.

II. HARDWARE AND SOFTWARE STRUCTURE

OF OBJECT SORTING ROBOT SYSTEM

A. Hardware Design for Object Sorting Robot System

The hardware structure of our designed object sorting robot
system is shown in Fig. 1. Our system uses three embed-
ded computers to serve as the core of the system. One of
the computers is connected to a Kinect sensor for 3-D envi-
ronment recognition, which processes the RGB-D point data
from Kinect to generate a scene semantic map file. Another
one is connected to the microphone and speaker to implement
natural language interaction and reasoning, which act as the
brains of our system. The third embedded computer is con-
nected to the modular manipulator and end-effector, which is
responsible for control tasks.

The system’s robot body is a six degree of freedom serial
modular manipulator having six modular joints. Each modular
joint includes reducer, motor, encoder, control circuit board,
and servo board separately. Communication between the con-
trol system and modular joints is achieved through a controller
area network (CAN) bus.

B. Software Design for Object Sorting Robot System

This system is based on a robot operating system (ROS) dis-
tributed processing framework. The human–robot-environment
interactive reasoning mechanism is at the core. The object sort-
ing robot system’s software is shown in Fig. 2. The system
is divided into many executable nodes, which include point
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Fig. 2. Software structure of our designed object sorting robot system.

cloud collection node, object recognition node, speech recog-
nition node, speech synthesis node, human–robot-environment
interactive reasoning node, solution parsing node, and manip-
ulator control node. Nodes are loosely coupled and communi-
cations between nodes are asynchronous data communication
based on topic.

The point cloud collection node gathers the depth and RGB
data of scene by Kinect, and fuses them together to gener-
ate 3-D point cloud data. The output point cloud image is
published to point cloud topic.

The object recognition node subscribes point cloud topic to
obtain data, then uses this data to generate a 3-D scene seman-
tic map through preprocessing, key point extraction, descriptor
extraction, and 3-D feature matching, etc. Point cloud col-
lection node and object recognition node run on the same
embedded computer.

The speech recognition node uses the input speech to gen-
erate text through the process of input speech signal noise
reduction, mel-frequency cepstral coefficients feature extrac-
tion [14], and speech decoding by combining the hidden
Markov model acoustic model [15] and N-gram language
model [16]. The output text is published to the speech-to-text
topic.

The human–robot-environment interactive reasoning node
subscribes the speech-to-text topic and map file topic, then
use these data as input to realize interaction and reasoning.
The robot’s feedback information or questions are sent to text-
to-speech (TTS) topic in the form of text. In this node, the
system will generate a solution and publish it to the solution
topic when the user’s desire is complete.

The speech synthesis node makes use of TTS technol-
ogy [17] to process the subscribed text, which consists of
text analysis, prosody modeling, and speech synthesis. Speech
recognition node, speech synthesis node, and human–robot-
environment interactive reasoning node run on the same
embedded computer.

The solution parsing node subscribes solution topic to obtain
solution, parse the solution, extract coordinate information,

Fig. 3. Structure of traditional CBR–BDI reasoning mechanism.

calculate the best path through trajectory planning, the system
will output the control sequences and publish them to the
control sequence topic.

The manipulator control node subscribes control sequence
topic and gets the sequence of control information, con-
verts the control sequence to the rotation angle of each
joint and end-effector, controls the motion of manipulator
via USB to CAN interface adapter. Solution parsing node
and manipulator control node run on the same embedded
computer.

III. TRADITIONAL CBR–BDI
REASONING MECHANISM

The structure of a traditional CBR–BDI reasoning mecha-
nism which applied to our object sorting robot system is shown
in Fig. 3. The user’s input information is defined as desire,
system gets the desire and builds up a problem, then matches
the problem with casebase by a case retrieve algorithm and
extracts the case attributes of the problem. Finally, belief
is generated after map matching and intention is obtained
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Fig. 4. Structure of human–robot-environment interactive reasoning mechanism.

through case reuse. For instance, there are two apples (one
is green, the other is red) in front of robot and a basket on
the left side of robot. User’s input information is “grab the
red apple and put it into the basket.” As the above definition
of BDI, system gets the user’s input information as desire and
generates a problem: grab the red apple and put it into the
basket. After casebase retrieving and case attributes extracting,
system communicates with the real 3-D environment and gets
the real matched information of objects (object’s size, shape,
color, coordinate, etc.). The case attributes with the actual
object information is defined as belief. At last, system invokes
the actions which corresponding to the case attributes in the
casebase and combines the actions with target object infor-
mation to generate a set of actual executable action sequence
(intention).

IV. HUMAN–ROBOT-ENVIRONMENT INTERACTIVE

REASONING MECHANISM

The proposed structure of our human–robot-environment
interactive reasoning mechanism is based on traditional
CBR–BDI mechanism. As shown in Fig. 4. First, the robot
checks whether the desire exists after power-on initializa-
tion; if the desire is null, robot will take the initiative to
ask questions to request user to provide task information;
user’s input will be defined as desire. After getting the user’s
desire, the desire will be treated as an input problem of case-
based reasoning. Then, matches the problem with casebase
by case retrieve algorithm and extracts the case attributes of
the problem. Finally, belief is generated after dialogue and
3-D scene interaction; intention is obtained through case reuse.
Herein, comparing with the traditional CBR–BDI mechanism,
the great improvement of our mechanism is the introduction

of our proposed dialogue and 3-D scene interaction module.
Our proposed dialogue and 3-D scene interaction module not
only realizes the traditional function of map matching but also
achieves the function of desire analysis. The robot is capa-
ble of analyzing the user’s desire. When the user’s desire is
incomplete, the robot will take the initiative to guide users
through dialogue, and the user’s input information will be used
to replenish its former desire (give logic to belief, to achieve
autonomous reasoning).

The reasoning process of dialogue and 3-D scene interaction
module is shown in Fig. 5. It has three main parts: 1) map
matching; 2) desire analysis; and 3) guidance. Map matching is
used to implement the matching of user’s desire with real-time
scene map. Desire analysis is used to calculate the complete
of the user’s desires. Guidance is used to generate guidance
solutions.

The following content of this section will describe the
working principle of our proposed human–robot-environment
interactive reasoning mechanism. In particular, this mechanism
is applied to Chinese natural language interaction as an exam-
ple. In fact, the overall structure of our proposed mechanism
can also be applied to other languages with small modifica-
tions in speech recognition, speech synthesis, and case retrieval
algorithms.

A. Case Representation and Retrieval

1) Case Representation: A case can be stored in a variety
of forms, such as framework representation, object-oriented
representation, and predicate representation [18]. Because of
its features of applicability, summarizing, structuring, and
reasoning, in this paper, we chose the framework as the rep-
resentational format. Meanwhile, considering the requirement
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Fig. 5. Reasoning process of dialogue and 3-D scene interaction module.

of our object sorting robot system, the representation of a case
can be described as

Case base = <Case1, Case2, . . . , Casei> (1)

Casei = <Initial_statei, Solutioni, Final_statei>. (2)

Here
Initial_State: The initial attributes set of a case.
Solution: The solution of a case, it is a set of actions.

Suppose that we want to grab a target object in one place
and put it to another place, the solution could be described as
follows: move end-effector of manipulator to approach the tar-
get object which is vertical along z-axis 100 mm (coordinate:
0.350, 0.100, 0.660); open gripper; end-effector arrive at the
target point (coordinate: 0.350, 0.100, 0.560); close gripper;
raise up end-effector (coordinate: 0.350, 0.100, 0.660); end-
effector move to another place (coordinate: 0.700, −0.300,
0.555); open gripper; back to original point (coordinate: 0.000,
0.000, 0.789); close gripper. Each action of the solution above
is corresponding to a serial of machine instruction which is
used to control the robot.

Final_State: The final attributes set of a case which is gen-
erated after the robot, human, and environment interactions
and reasoning.

In this paper, consider the trait of our object sorting system
that the employed vocabulary is task-based utterance. The
structure of a task topic tree is selected to describe the logi-
cal relationship among the state attributes, as shown in Fig. 6.
There are three types of nodes: 1) topic node; 2) intermediate
node; and 3) leaf node:

1) each of the topic nodes is the root node of a topic
tree, which represents the type of the topic and relevant
knowledge base;

2) intermediate nodes give the logical relationship among
its child nodes, which include two kinds of logical
operators: “and” and “or”;

3) leaf nodes are used to store the information about the
topic, associated with particular semantics. The value

of leaf nodes is the knowledge state of its information
items.

Each node has a Boolean valid state symbol. The valid state
symbol of the leaf node indicating that the node is valid or not,
that is, whether the attribute of the node is confirmed by the
user. The valid state symbol of the topic node and intermediate
node depends on the logic operation result of their child node.

Each node has a corresponding dialogue generating func-
tion, which constitutes the guidance base. The system will get
a different guidance output under the different system status.
Every function is only responsible for its own corresponding
node. The dialogue generating function is independent of each
other in the design and modification.

According to the definition above, in this paper, state
attributes of object sorting robot system are shown in Fig. 7.
The topic node consists of two kinds of topics (asking topic
and sorting topic). The selection of topic is decided by the key
words.

In Fig. 7:
1) location represents the location user asks in the desire

command;
2) interrogative words represents the interrogative words

user asks in the desire command;
3) Obj_qty represents the quantity of object;
4) Obj_name represents the name of object;
5) Obj_location represents the location of object;
6) Obj_color represents the color of object;
7) Obj_size represents the size of object;
8) Des_name represents the name of destination;
9) Des_location represents the location of destination.
2) Process of Case Retrieval: For the input text, the

retrieval process includes the following steps.
Step 1: Extract the words which include obvious semantic

information in the input text, then obtain the similar topics
which are matched with the user’s desire.

Step 2: Find the similar cases by traversing all the similar
topics. In this paper, a relative position offset-based Chinese
sentence similarity algorithm is employed to calculate the sim-
ilarity of cases. In this algorithm, first, after word segmentation
and part-of-speech (POS) tagging, central word of the sen-
tence is extracted by the POS and grammatical rules, and the
global qualifiers of the sentence are eliminated. Second, the
relative position of words is marked according to the cen-
tral word, and the position offset of all words relative to the
center word is calculated. At last, the length different infor-
mation of sentence, shallow hierarchical structure information
and semantic information are integrated together to calcu-
late sentence similarity. The similarity between two sentences
S1 = {W11, W12, . . . , W1m} and S2 = {W21, W22, . . . , W2n} are
defined as

Sim(S1, S2) =
∑m

i=1
∑n

j=1

(
Sim

(
W1i, W2j

)
Wpos

)

Max(m, n)
(3)

where, Sim(W1i, W2j) represents the “HowNet”-based word
similarity between W1i and W2j [19], and Wpos is defined as

Wpos = 1−
∣
∣pos(W1j)− pos(W2j)

∣
∣

Max(m, n)
(4)
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Fig. 6. Definition of state attributes.

Fig. 7. Definition of state attributes in object sorting robot system.

Fig. 8. Pipeline of Chinese sentence similarity algorithm.

where, pos(W) represents the relative position of words W
which is related to the central word.

The pipeline of Chinese sentence similarity algorithm is
shown in Fig. 8.

Step 3: Sort these cases by the similarity value which was
calculated in step 2.

Step 4: Under the preset similarity threshold, select the most
similar case as the best matched case.

3) Case Attributes Obtaining: For each input text,
retrieves the similar case in the casebase. If there
is no similar case in the casebase, builds up new
case casen+1<Initial_staten+1, Solutionn+1, Final_staten+1>,
assigns input information to Initial_staten+1; meanwhile,
assigns null to Solutionn+1 and Final_staten+1. Else returns
the similar case Casei<Initial_statei, Solutioni, Final_statei>.
In the new built or returned similar case, system calculates the
number of initial_state attributes (num_ISA), If num_ISA>0,
it means that the user’s input is valid, system will go next to
map matching, else it means that the user’s input is invalid,

system will guide the user to provide correct information
through asking question.

B. 3-D Environmental Perception

The system needs to obtain high quality environment seman-
tic map information through 3-D environmental perception
before map matching. The 3-D environmental perception
pipeline in this paper is shown in Fig. 9. It consists of three
parts: 1) object modeling; 2) object recognition and pose
estimation; and 3) semantic map file generation.

1) Object Modeling: The process of object modeling with
a Kinect is achieved offline. First, the synchronized RGB and
depth images of an object are captured with a Kinect. The
foreground object is then segmented out from the background
and represented in a 3-D point cloud using the corresponding
RGB and depth data. The partial 3-D point clouds from dif-
ferent views are then registered together to form a complete
3-D point cloud for the object. In this paper, the modeling
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Fig. 9. 3-D environmental perception pipeline in this paper.

TABLE I
QUALITATIVE COMPARISON OF SIX KINDS OF

THE STATE-OF-THE-ART DETECTOR

method which proposed by Yang et al. [30] is employed to
build our object models. With this method, objects dense 3-D
point cloud model can be obtained simply by placing the object
on a plane table, and collecting 10 to 20 frames data around
the object.

When object’s 3-D point cloud models are obtained, the
next step is to find an appropriate object surface represen-
tation method (descriptor extract algorithm) to describe the
salient feature of an object. Normally, the descriptor can be
classified as global descriptor and local descriptor [20]. The
3-D object recognition based on global descriptor is not suit-
able for multiobject scenes due to some of the information
object may be lost with issues, such as occlusion, clutter, and
changes of viewpoint. It makes the calculation of the global
descriptor not accurate, which will result in recognition errors.
The 3-D object recognition based on local descriptor charac-
terizes the objects by its partial 3-D geometry information,
which only has little effect to the accuracy of local feature
calculation and recognition. In this paper, the objects to be
recognized in our system are rigid body, smooth surface, sig-
nificant color differences, and the objects may be affected
by the light, occlusion and viewpoint. So the local descrip-
tor is chosen to describe the salient feature of an object.
The first step for every 3-D environmental perception pipeline
based on local descriptors is represented by the extraction of
3-D keypoints from data, and then the subsequent step fol-
lows the description of extracted keypoints by descriptor to
characterize geometric information around them. So here we
need to select a robust and efficient keypoint detection algo-
rithm (detector). Tombari et al. [21] conducted a performance
evaluation of the state-of-the-art 3-D keypoint detector, its
evaluation result can be qualitative summarized as shown
in Table I.

As can be seen from Table I, the ISS detector [22] appears to
be the best overall detector according to the different aspects
evaluated throughout the comparison. So, in this paper, ISS
detector is selected to detect the keypoints of the object in the
scene.

After getting the ISS keypoints, it requires a descriptor to
characterize the geometric information around the ISS key-
points. Alexandre [23] conducted a comparative evaluation of
the most state of the art descriptors. Their main conclusions
are as follows:

1) increasing the number of key points improves recogni-
tion results at the expense of size and time;

2) since there are big differences in terms of recognition
performance, size, and time requirements, the descriptor
should be matched to the desired task;

3) a descriptor that uses color information should be used
instead of a similar one that uses only shape information;

4) the color signature of histograms of orienta-
tions (CSHOT) descriptor [24] presents a good
balance between recognition performance and time
complexity.

Based on the conclusion above, in this paper, the CSHOT
descriptor is selected to characterize the geometric information
around the ISS keypoints.

The CSHOT descriptor adds color information (based on the
CIELab color space) to the SHOT descriptor [25] resulting in
a 1344 value descriptor (plus nine values to describe the local
reference frame). The SHOT descriptor is based on obtaining a
repeatable local reference frame using the eigenvalue decom-
position around an input point. Given this reference frame, a
spherical grid centered on the point divides the neighborhood
so that in each grid bin a weighted histogram of normals is
obtained. The descriptor concatenates all such histograms into
the final signature. It uses nine values to encode the reference
frame and the authors propose the use of 11 shape bins and 32
divisions of the spherical grid, which gives an additional 352
values. The object model which is constructed in this paper is
shown as

Cn = {(xi, yi, zi, fi), label, size, color}, (Cn ∈ C) (5)

where xi, yi, and zi represent the 3-D coordinates of each key-
point, fi represents the 1344+9 dimensional CSHOT descriptor
of each keypoint. Each model has its corresponding label, size,
and color.



618 IEEE TRANSACTIONS ON COGNITIVE AND DEVELOPMENTAL SYSTEMS, VOL. 10, NO. 3, SEPTEMBER 2018

2) Object Recognition and Pose Estimation: The process of
object recognition and pose estimation is running online. The
algorithms of ISS keypoints extraction and CSHOT feature
descriptor calculation are the same as object modeling stage.
CSHOT descriptors are obtained on the extracted keypoints
and these form a set that is used to represent the input real-
time scene point cloud. This set is matched against sets already
present in the object model database and the one with largest
similarity (smallest distance) is considered the match for the
real-time input point cloud.

Many different methods can be used to match the set of
descriptors that represents a given input point cloud against
the available sets that represent previously registered object
(these are typically part of an object model database). In this
paper, we will use the following set distance: find the centroid
of each set plus the standard deviation for each dimension
(coordinate) of each set and return the sum of the L1 distances
between them

D(A, B) = L1(CA, CB)+ L1(stdA, stdB) (6)

where CA and CB are the centroids of sets A and B, and

stdA(i) =

√
√
√
√
√

1

|A|
|A|∑

j=1

(aj(i)− CA(i))2, i = 1, . . . , n (7)

and likewise for stdB; n is the size of the descriptor used in
the sets. The L1 distance between two descriptors a and b is
given by

L1(a, b) =
n∑

i=1

|a(i)− b(i)|. (8)

The pose estimation method is based on least-squares fitting
of two 3-D point sets [26]. Suppose that there are two 3-D
point sets {QP} and {CP}, the determination of the relative pose
of a rigid object with respect to a reference can be calculated as

QP =Q
C R ·C P+Q

C T (9)

where R is a 3 × 3 rotation matrix, T is a translation vector
(3×1 column matrix). Our target is to find R and T to minimize

E =
n∑

i=1

∥
∥
∥
(

Q
CR ·C P+Q

C T
)
−Q P

∥
∥
∥

2
. (10)

The pose matrix C
KM of the object models relative to Kinect

coordinate system can be calculated by the checkerboard cali-
bration algorithm, and the pose matrix Q

CM of the scene objects
to the object models can be calculated by the method men-
tioned above. Multiply those two matrices together can get the
pose matrix of the scene objects relative to Kinect coordinate
system as

Q
KM =C

K M ·QC M. (11)

In order to improve the outcome of the recognition, it can
undergo an optional post-processing stage of hypothesis gen-
eration and verification. Combine the gotten pose of objects
with the results of the cluster segmentation, merge the clusters
which belong to the same kind, and finally get the accurate
recognized object’s label and pose.

Fig. 10. Relationship between Kinect coordinate system and robot coordinate
system.

3) Semantic Map File Generation: The coordinates of the
object we got on the previous section is under the Kinect
reference coordinate system, which need to be converted to
the coordinates of robot arm (x, y, z). The relationship between
Kinect coordinate system and robot coordinate system is
shown in Fig. 10, the conversion formula is shown as

⎡

⎣
x
y
z

⎤

⎦ =
⎡

⎣
0 sin θ − cos θ

1 0 0
0 − cos θ − sin θ

⎤

⎦

⎡

⎣
xk

yk

zk

⎤

⎦+
⎡

⎣
d
l
h

⎤

⎦. (12)

Among them, xk, yk, and zk represent object’s coordinate
relative to Kinect, θ represent Kinect’s tilt angle which relative
to the horizon. d, l, and h represent the relation between the
origin of robot coordinate system and the origin of Kinect
coordinate system which along the x, y, and z-axes of the robot
coordinate system, respectively.

Next, the object’s identification and geometric information
are written to the semantic map file. In this paper, the format
of semantic map file which we use is eXtensible markup lan-
guage (XML). XML is a user-defined markup language, which
is a set of specifications created by World Wide Web consor-
tium and designed to transport and store data [27]. It is a new
generation of Web language that uses tree structure, adapts
for multiobject architectures, and would be able to describe
the relationship between the data. XML language has good
data storage format, is high-structured, and is easy for network
transmission. The expansibility and reusability of XML are
better than traditional relational databases. The structure of
XML map file which we use to store semantic information is
defined as

objecti = {obj ID, name, color, shape, x, y, z, size}. (13)

Herein
objID ID number of object in scene map;
name name of object;
color color of object;
shape shape of object;
x, y, z coordinate of object in the manipulator reference

coordinate system;
size size of object.
The key steps of 3-D environmental perception procedure

are illustrated in Fig. 11.
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Fig. 11. (a) RGB image of actual scene, (b) point cloud image of actual
scene, (c) point cloud image after preprocessing, (d) clustering objects after
point cloud segmentation, and (e) XML 3-D semantic map (here, we only
captured a part of XML semantic information as an example).

C. Map Matching

First, the system calculates the sum of user-expected object
(sum_expobj) in XML map file

sum_expobj =
Max objID∑

i=1

s
(
expobj ∩ objecti

)
(14)

wherein, expobj represents the expected object information.
This expobj is a single object attribute set, which is defined
as same as the attributes in the objecti, and s(x) is defined as

s(x) =
{

1, for x = expobj
0, for x �= expobj.

(15)

Then, calculate the matching status of user’s expected
objects with map file (map_match)

map_match = sum_expobj

expected Qty
(16)

wherein, expected Qty represents the number of user-desired
objects.

When
map_match = 0 it means no expected object in the scene;
0 < map_match < 1 it means that the number of objects in

the scene is less than the number of user’s expectation;
map_match = 1 it means the number of objects in the scene

is equal to the number of user’s expectation;
map_match>1 it means the number of objects in the scene

is more than the number of user’s expectation.
Here, the desire is valid when map_match = 1, which means

the user’s desire is determined exactly, and the system can go
next to desire analysis. Otherwise, the system will guide the
user to provide correct information through asking a ques-
tion. For example, there are two small green apples in the
actual scene; if you want to grab one small green apple, then
map_match > 1, system will start the guidance mode and ask
the question: “there are two small green apples, which one do
you want to grab?” Then, the user’s reply information will be
used to replenish the user’s former desire.

D. Desire Analysis

As described in section “case representation,” each node
of the state attribute has a Boolean valid state symbol (Txi)
which is either “0” or “1.” Herein, 1 represents true and 0
represent false. All the nodes are divided into three types:
1) the state symbol of topic node (Tti); 2) the state symbol
of topic node’s child node (Ttci); and 3) the state symbol of
intermediate node’s child node (Tmci). The value of Txi can be
calculated by

Txi =
{

1, for expobj = nodexi ∩ expobj
0, for expobj �= nodexi ∩ expobj.

(17)

Here, nodexi represents the attribute set of topic node, topic
node’s child node, and intermediate node’s child node, x ∈
{t, tc, mc}, 1 ≤ i ≤ n.

Calculate the value of topic node valid state symbol. The
formula is shown as

Tti =
n⋂

i=1

Ttci (18)

Ttci =
n⋃

i=1

Tmci. (19)

If Tti equals 1, it means that user’s desire is complete. Else,
the system will guide the user through asking a question.

E. Guidance

As described in section case representation, each node has
a corresponding dialogue generating function, which consti-
tutes Guidancebase. The definition of Guidancebase is shown
as (20) and (21). The guidance solution (guidance_solution) is
decided by the state set (node_state) of the binary valid state

Guidancebase = (GC1, GC2, . . . , GCn) (20)

GCi =
(
node_statei, guidance_solutioni

)
. (21)
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Algorithm 1 Dialogue and 3-D Scene Interaction Algorithm
1: procedure MYPROCEDURE

2: Top:
3: Awaiting user’s input.
4: Acquire/replenish desire from user and save it as state.
5: Retrieve the similar case in the Casebase.
6: if there is no similar case in the Casebase then
7: {Build up new case Casen+1

< Initial_staten+1, Solutionn+1, Final_staten+1 >;
8: Initial_staten+1 ← state; }

9: else fetch similar case Casei

< Initial_statei, Solutioni, Final_statei >;
10: endif
11: Calculate the number of initial_state attribute

(num_ISA).
12: if num_ISA > 0 then
13: Map Matching: Calculate the value of

map_match.
14: if map_match == 1 then
15: Desire analysis: Calculate the value of Ttx.
16: if Ttx == 1 then
17: Case Reuse: Intention← Solution.
18: else goto Guidance
19: endif
20: else goto Guidance
21: endif
22: else goto Guidance
23: endif
24: return Intention.
25: Guidance:
26: {Invoke guidance_solution in the Guidancebase by the

state set (node_state);
27: Transfer the guidance solution to voice;
28: goto Top }

F. Complete Intention Generation and Case Reuse

The initial incomplete desire will be replenished step by
step through one or more times of guidance, and finally, gen-
erates the complete desire. Retrieve the most similar case in the
casebase which matches with the complete desire. Reuse the
solution of the most similar case after real-time 3-D environ-
ment matching, and generate a sequence of actions (intention)
to complete specific job tasks.

The Pseudo code of proposed dialogue and 3-D scene
interaction is shown in Algorithm 1.

With the introduction of the “dialogue and 3-D scene
interaction” module, the system not only realizes interaction
and reasoning among human, robot, and environment, but also
achieves the function of desire analysis; the robot is capable
of analyzing the user’s desire; when user’s desire is incom-
plete, the robot will take the initiative to guide users through
dialogue, and the user’s input information will be used to
replenish user’s desire; finally, reuse the solution of the most
similar case and get the standardization of complete intention.

We have to point out that our human–robot-environment
interaction is based on the reaction of human information is

logical. The un-logical reaction of human information, such
as the user’s speech is self-contradicting or contradicts with
previous information, is not considered in our mechanism.
That because the un-logical reaction of human information
has its uncertainty, which would be another research area
of HRI.

Let us take a look at an example to better understand the
overall process. Suppose there are a big red apple, two small
red apples, and two small green apples on the platform, two
baskets on the left and right side of the platform, respectively.
There are three basic case in the casebase: 1) how many small
green apples on the platform; 2) what is that on the platform?
and 3) grab two small green apples and put it into the right
basket.

[Robot]: I am Wuster, what can I do for you? (First, the
desire is null, system will take the initiative to ask question).

[User]: What is that on the production line? (This sentence
of desire is similar to the case “What is that on the platform?”
which is predefined in the casebase.)

[Robot]: There are a big red apple, two small red apples, and
two small green apples on the platform. (Reuse the solution
of similar case “What is that on the platform?” then tell the
human user what is that on the platform.)

[User]: I want small green apples. (The keyword “want”
determines that this is a sorting topic, then system achieves
the attributes of this sentence that Obj_size “small”; Obj_color
“green”; Obj_name “apple.” As the definition of state attributes
in Fig. 7, it can be seen that system still need the information
of Obj_qty, Des_name, and Des_location to achieve the value
of the topic node to 1. So, system will invoke the predefined
question in the guide base to guide user to give more detailed
information for replenishing the users desire.)

[Robot]: How many small green apples do you want to
grab?

[User]: Grab three. (In this sentence, the user gives the
attribute of Obj_qty “three” to replenish the user’s desire, how-
ever, there are not so many small green apples in the actual
scene after scene matching. So system will guide the user
through asking question.)

[Robot]: There are not enough small green apples in the
scene.

[User]: How many small green apples in the scene? (Reuse
the solution of similar case “How many small green apples
on the platform?” then tell the human user what is that on the
platform.)

[Robot]: There are two small green apples.
[User]: Take two small green apples. (The user gives the

attribute of Obj_qty “two” to replenish the user’s desire,
and it is valid which is matched with actual scene. Now,
system still need another two pieces of information of
Des_name and Des_location to achieve the value of the topic
node to 1. So system will guide the user through asking
question.)

[Robot]: Okay, where are you going to put them?
[User]: Put them into the right basket. (At this time, the

user provides the attributes of Des_location “right,” Des_name
“basket,” and those attributes are valid which are matched with
the actual scene. All the attributes of this topic are confirmed
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Fig. 12. Experimental platform of apple sorting robot system.

till now, and the value of topic node is equal to 1, which
indicates that the desire is complete.)

[Robot]: Okay, grab two small green apples and put them
into the right basket, correct? (Reconfirm the complete desire
with human).

[User]: Yes.
[Robot]: Okay.

V. EXPERIMENT AND ANALYSIS

In this section, the verification experiments are conducted
in the scenario of apple sorting in our designed object sort-
ing system to verify the effectiveness and practicality of
our proposed human–robot-environment interactive reason-
ing mechanism. An open source speech recognition system
PocketSphinx [28] which was developed by University of
Carnegie Mellon is used to convert speech to text, and an
open source speech synthesis system Ekho [29] is used to
convert text to speech. The robot body is a modular manipu-
lator (WUSTER), and each function module runs on Ubuntu
OS (version 12.04). There are a big red apple, two small red
apples, and two small green apples on the conveyor. The image
collection device Kinect is fixed in the front of the conveyor
as shown in Fig. 12.

The initial basic cases in casebase are preset manually. All
of them are complete desire which consists of five asking topic
cases and ten sorting topic cases. Four datasets were designed
to conduct a series of performance tests for our proposed
mechanism from two aspects: 1) user desire’s completeness
and 2) user desire’s matching performances. All the human
utterances can be summarized as the following four types of
desires: 1) complete and matching desire; 2) complete but
mismatching desire; 3) incomplete but matching desire; and
4) incomplete and mismatching desire.

Dataset 1: Complete and matching test case set. This dataset
totally includes 30 sentences of desire which consists of two
types of desires.

1) The 15 complete desires which were predefined in the
casebase.

2) The 15 synonymous similar desires which are
impromptu expressed by the tester according to the

predefined 15 cases in the casebase, (a different expres-
sion of synonymous desire). The user’s desire in each
case contains all case attributes of its topic and its case
attributes match with the actual scene.

Dataset 2: Complete but mismatching test case set. On the
basis of the dataset 1 test case set, randomly mismatch one or
several case attributes with the actual scene.

Dataset 3: Incomplete but matching test case set. On the
basis of the dataset 1 test case set, randomly drop one or
several attributes of each desire to construct this test case set.

Dataset 4: Incomplete and mismatching test case set. On
the basis of the dataset 2 test cases set, randomly drop one or
several attributes of each desire to construct this test case set.

According to the experimental setup above, we test the per-
formances of speech recognition and speech synthesis in a
limited set which is suitable for our designed system. After
a large number of training and testing, the correct rate of
speech recognition can reach at 93%, and the correct rate of
speech synthesis reaches at 99%. However, in order to avoid
the impacts which are generated by speech recognition and
speech synthesis errors, we monitor the intermediate contents
of TTS and automatic speech recognition during our test. Once
there is an error, the test will be judged as invalid and it will be
retested again until the speech recognition or speech synthesis
is correct.

In CBR the correct rate of reasoning is directly deter-
mined by the ability that correctively calculates the similarity
of cases. In this paper, before our comparison experiment,
we conduct a test for our employed correcting offset-based
Chinese sentence similarity calculation algorithm. thirty under-
graduate students were invited as testers to test the 15
synonymous similar desires in dataset 1 type 2) which is
impromptu expressed by the tester according to the predefined
15 cases in the casebase. Each sentence of desire is tested three
times, totally test 1350 times for this test. Evaluation criteria of
the corrective similarity calculation is the correct rate, which
shown in (22). The test result of this test is 86.81%

S = R

M
× 100% (22)

wherein, R is the quantity of correct calculation, M is the
quantity of all tests.

Based on those four datasets, a comparison experiment
is conducted among our proposed method, the traditional
CBR–BDI method and the rule-based method [10]. For rule-
based method, We considered all the possible rules of the 15
basic cases in casebase and converted them to knowledge base
which consists of a set of “IF. . .THEN. . .” rules. For each
dataset, 30 undergraduate students were randomly invited as
testers to test above four datasets, respectively. Each user’s
desire tests three times, totally test 2700 times for each dataset.
Evaluation criteria of robot reasoning result is the correct rate,
which are shown in (22).

The test results are shown in Table II. As can be seen from
Table II, the correct rate of our proposed reasoning mechanism
all reach around 87% in four datasets which is equivalent to the
correct rate of our used similarity algorithm 86.81%. However,
as for the traditional CBR–BDI mechanism, the correct rate
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TABLE II
CORRECT RATE COMPARISON AMONG OUR PROPOSED MECHANISM, THE

TRADITIONAL CBR–BDI MECHANISM AND RULE-BASED MECHANISM

reaches at 87% only when the user’s desires is complete
and matched, in the other three cases, the correct reasoning
only happens in a small probability rate. For the rule-based
mechanism, the reasoning correct rate is 50% in dataset 1,
however, in the other three dataset, they are unable to reason
out the correct results. That is because that the establishment of
knowledge base only by taking into accounts the rules which
are completely certain and predefined. In this experiment, the
15 synonymous similar desires in dataset 1 type 2) which is
impromptu expressed by the tester according to the predefined
15 cases in the casebase, cannot be involved in knowledge base
in advance. RBR mechanism can only achieve effective rea-
soning of the situation that rules have been already preset in
the knowledge base in advance, and for the similar desires,
the attributes missing desires and the attributes mismatch with
actual scene desire, which are not predefined in the knowledge
base will result in an error.

So we can conclude that our proposed algorithm comparing
to CBR–BDI mechanism and rule-based mechanism has obvi-
ous advantages in three kinds of situations: 1) complete but
mismatching desire; 2) incomplete but matching desire; and
3) incomplete and mismatching desire; meanwhile, in the sit-
uation of complete and matching desire, the reasoning ability
of CBR–BDI-based reasoning mechanism is better than the
RBR mechanism.

The illustrated experiments with actual robot are avail-
able on the website below: http://v.youku.com/v_show/
id_XMTY0ODcxNjc5Ng==.html.

VI. CONCLUSION

In this paper, we design an ROS-based object sorting
system, it includes the function of language recognition and
synthesis, RGB-D-based point cloud 3-D environment per-
ception, human–robot-environment interactive reasoning, and
natural language automatic programming. In particular, we
proposed a human–robot-environment interactive reasoning
mechanism. In our mechanism, a dialogue and 3-D scene
interaction module is added into the traditional CBR–BDI
reasoning mechanism, which not only realizes the traditional
function of map matching but also achieves the function of
desire analysis. The robot is capable of analyzing the user’s
desire, and when a user’s desire is incomplete, the robot will
take the initiative to guide the user through dialogue, and the
user’s input information will be used to replenish the user’s
desire. Our proposed reasoning mechanism is based on the
CBR–BDI mechanism, which can reuse previous experiences
to solve current problems, and also enables the reply to events,

interactions with the environment, taking the initiative accord-
ing to goals. The verification experiments are conducted in the
scenario of apple sorting in our designed object sorting system
to verify the effectiveness and practicality of our proposed rea-
soning mechanism. Four datasets were designed to conduct a
series of performance tests for our proposed mechanism from
two aspects: 1) user desire’s completeness and 2) user desire’s
matching performances. Experimental results show that our
proposed mechanism could implement the correct interaction
and reasoning of the situation when the user’s desire is incom-
plete and/or mismatched with the actual scene. However, the
traditional CBR–BDI and rule-based mechanism do not have
those functions.

For future works, our improvement efforts will focus on
two aspects. First, in the process of testing, we found that the
proposed case retrieval algorithm cannot effectively reflect its
semantic information in the calculation of long text case, so
we will consider adding more semantic information to further
improve the accuracy of case retrieval. Second, we plan to
conduct research on the feature descriptor algorithm of 3-D
environmental perception to improve the accuracy of object
recognition.
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