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A Multiagent Meta-Based Task Offloading
Strategy for Mobile-Edge Computing
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Abstract—Task offloading in mobile-edge computing (MEC)
improves the efficacy of mobile devices (MDs) in terms of com-
puting performance, data storage, and energy consumption by
offloading computational tasks to edge servers. Efficient task
offloading can leverage MEC technology to reduce task process-
ing latency and energy consumption. By integrating the reasoning
ability and machine intelligence of the cognitive computing archi-
tecture, such as SOAR and ACT-R, reinforcement learning (RL)
algorithms have been applied to resolve the task offloading in
MEC. To solve the problem that conventional deep RL (DRL)
algorithms cannot adapt to dynamic environments, this article
proposed a task offloading scheduling strategy which combined
multiagent RL and meta-learning. In order to make the two
actions of charging time and offloading strategy fully consid-
ered at the same time, we implemented a learning network of
two agents on an MD. To efficiently train the policy network,
we proposed a first-order approximation method based on the
clipped surrogate objective. Finally, the experiments are designed
with a variety of the number of subtasks, transmission rate,
and edge server performance, and the results show that the
MRL-based strategy has the overwhelming overall performance
and can be quickly applied in various environments with good
stability and generalization.

Index Terms—Deep reinforcement learning (DRL), edge task
offloading, meta-learning, multiagent.

I. INTRODUCTION

ITH the increasing popularity and high-speed of

Mobile Internet, numerous mobile devices (MDs) will
be deployed in various business scenarios for data collection
and collaborative control. Thus, their MD-based applications,
such as target identification and environment sensing, pos-
sess great commercial value. However, MDs are limited by
various factors, such as cost and size, and they usually are
limited by weak performance and small battery capacity; there-
fore, it is difficult to provide long-term stable services for
the above-mentioned scenarios. To solve this problem, mobile-
edge computing (MEC) provides high-performance computing
resources for MDs at the edge of the network, while wireless
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power transfer (WPT) services enable MDs to receive contin-
uous and stable power supply from the hybrid access point
and store energy in their batteries [1].

The applications of MDs in smart scenarios are addressed
by combining MEC and WPT. However, this approach faces
three challenges in the related scheduling.

1) Choosing the WPT service duration to ensure successful

task processing while reducing the total latency.

2) Reasonably deciding whether application data needs
to be offloaded to the corresponding edge server for
processing to improve the task success rate.

3) Achieving adaptability of scheduling policies. Improving
the robustness of the algorithm to new tasks and envi-
ronments when the MEC environment or task type
changes.

If the WPT service duration is too long, despite provid-
ing sufficient power to the MD for task offloading or local
computing to ensure task processing completion, the exces-
sive latency may exceed the maximum allowable time for the
task and; eventually, it may cause degradation of user experi-
ence. If the WPT service duration is too short, the MD may
not have enough power for task offloading and cause task pro-
cessing failure [2]. Furthermore, the mobile application can be
split and generate directed acyclic graph (DAG) subtasks as
data transmission delay. This enables partial offloading and
parallel processing of tasks, and effectively reduces computa-
tional latency and transmission delay [3]. Therefore, to fully
utilize the computing resources of MDs and edge servers
and minimize the corresponding task processing latency and
energy consumption, we need to design a strategy to decide
whether to offload mobile tasks and WPT service duration.
This would ensure that MDs have sufficient power to process
and transmit the corresponding tasks and improve the quality
of service of users.

To resolve the problem of task offloading with multiple
DAG types in the MEC, cognitive computing is an effective
way, which integrates reasoning ability and machine intelli-
gence [4], [5]. Especially, artificial intelligence (AI) algorithms
enable high performance for edge servers [6]. Therefore, this
article tries to utilize one basic Al algorithm of the cognitive
computing architecture, such as SOAR [7] and ACT-R [8], i.e.,
reinforcement learning (RL), to resolve the problem. However,
the traditional deep RL (DRL) algorithm [9] is time consum-
ing because it needs to train various types of tasks to learn the
latest strategy in a new environment. To fix this problem of the
traditional DRL, meta-RL (MRL) utilizes inner and outer loops
to accelerate the learning rate of new tasks. The outer loop
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is responsible for learning the commonality between different
tasks from a large number of samples and updating the param-
eters of the inner loop, which further adjusts the parameters
through a short training period to quickly adapt to the new task.
Therefore, this study proposes a multiagent MRL strategy [10]
to solve the task offloading problem in MEC environments,
where mobile applications have multiple DAG types and MDs
have WPT services. Consequently, the offloading decisions of
each subtask need to coordinate multiple actions, such as the
offload decision and required WPT service duration. Finally,
the proposed method reduces the total latency and energy con-
sumption of this task as much as possible while ensuring a
high task success rate. To evaluate the performance of the
strategy thoroughly, we consider the following dynamic sce-
narios: 1) heterogeneous users with personal preferences of
mobile applications, which are represented as DAGs with dif-
ferent heights, widths, and task numbers and 2) varying the
transmission rates according to the distance between the MDs
and MEC servers. The major contributions of this study can
be summarized as follows.

1) Proposing a MEC model where mobile applications
can be split into multiple DAG types and MDs with
WPT services. A task offloading algorithm, namely,
MASAC, based on multiagent RL was proposed aim-
ing to minimize the task processing latency and energy
consumption of MDs.

2) Based on the proposed MASAC algorithm, combined
with meta-learning, a multiagent MRL policy is con-
structed, which can quickly solve the offloading problem
in dynamic scenarios. The multiagent MRL policy
achieves high sample efficiency in new scenarios; thus, it
enables MDs to run the training process autonomously.

3) Simulation experiments to minimize the energy con-
sumption and latency are constructed, considering the
differences between any two DAG tasks in terms of
topology, data volume, and computation complexity. The
results indicate that the multiagent MRL can converge
to a desirable solution with less training, obtain good
stability, and generalize well. Furthermore, it achieves
better results in terms of energy consumption, latency,
and task success rate compared to other algorithms.

The remainder of this article is organized as follows. Related

studies are presented in Section II. The MEC and problem
models are described in Section III. The proposed task offload-
ing algorithm is presented in Section IV. In Section V, the
experimental results of the simulations are presented. Finally,
Section VI presents the conclusions of this study.

II. RELATED STUDIES

Current research on task offloading in MEC applications
focuses on the environment and algorithms. To solve the limi-
tation of the MD power, combining the WPT technology with
MEC provides a novel solution that ensures the continuity
of computing services and reduces the overall system over-
head. Current research on WPT-based MEC task offloading has
attracted much attention. For example, Zhang et al. [11] inves-
tigated the problem of sustainable computational offloading in

MEC environments and proposed an online rewards-optimal
auction method to optimally handle the total amount of long-
term rewards for offloading tasks. Yan et al. [12] proposed
a low-complexity critic network algorithm to quickly evalu-
ate the offloading decision by analyzing the structure of the
optimal solution. Their experimental results demonstrated that
for different types of task graphs, the algorithm achieved
an optimization performance of 99.1%, while significantly
reducing the computational complexity compared to exist-
ing optimization methods. Li et al. [13] proposed a dynamic
task offloading algorithm based on Lyapunov optimization to
solve the problems of computational offloading and energy
harvest transfer in device-to-device architectures. They ver-
ified the effectiveness of their algorithm through extensive
simulation experiments, which proved that their approach
reduced the average task execution time by approximately
50% compared to the baseline algorithm. Zhang and Chen [14]
studied the task offloading problem in a heterogeneous MEC
environment with energy harvesting and proposed a nonco-
operative computational offloading strategy based on game
theory. Regarding MDs with limited battery and energy har-
vesting capabilities, Merluzzi et al. [15] designed a dynamic
algorithm for jointly optimizing communication and compu-
tational resources. Kai et al. [16] investigated a collaborative
computation offloading scheme and developed a collaborative
computing framework in which the tasks of MDs could be
partially processed at the terminals, edge servers, and cloud
centers. Ren et al. [17] investigated the multiuser service
latency problem in MEC offloading scenarios, proposed a new
partial computation offloading model, optimized the allocation
of communication and computation resources through optimal
data partitioning and other strategies, and conducted experi-
mental verification in a specific scenario where communication
resources were much larger than computation resources. The
proposed partial offload policy minimized the weighted delay
of all user devices, thus, improving the quality of service of
users. Most of the MEC offloading policy algorithms were
studied mainly by assuming a priori distribution of resource
demand or predicting resource demand based on historical
data. In [18], the problem of offloading decisions and resource
allocation among multiple users served by a base station was
studied to achieve optimal system user utility, i.e., the trade-
off between task delay and energy consumption. In [19],
an RL-based state—action—-reward-state—action (RL-SARSA)
algorithm was proposed to solve the resource management
problem of edge servers and to minimize the system cost
(including energy consumption and computational latency) by
optimizing offloading decisions. The above studies applied
heuristic algorithms to deal with large-scale task offloading
problems, which could take a long time to generate decisions
due to the high dimensionality of the problem, and they could
only find approximately optimal solutions, so they do not meet
the expected requirements in practice.

In order to meet the high demand of applications for stor-
age and computing, Ale et al. [20] studied the policy of
offloading computing tasks of IoT devices to edge servers and
proposed an end-to-end DRL approach to select the best edge
server for offloading and allocate the optimal computational
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resource such that the expected long-term utility was maxi-
mized. Chen et al. [21] proposed a distributed computation
offloading method to utilize all resources, in which a complex
task could be split into many small subtasks. A distributed
computation offloading strategy based on a deep Q-learning
network (DQN) was proposed to find the best offloading
method to minimize the execution time of a compound task.
Peng and Shen [22] described the resource allocation problem
in MEC servers as a distributed optimization problem, which
was solved by the MADDPG-based algorithm to maximize
the number of offloaded tasks while ensuring a high quality
of service.

In addition, it is difficult to develop a general and reliable
task offloading strategy when applying DRL algorithms in a
MEC environment. To address these challenges, the perceptual
capabilities of deep learning, the decision-making capabili-
ties of RL, and the fast environment learning capabilities of
meta-learning can be organically combined to achieve fast
and flexible optimal offloading strategies. There are many
related studies on MRL and multiagent RL. Wen et al. [23]
proposed a dynamic proximal policy optimization with covari-
ance matrix adaptation evolutionary strategies based on the
original proximal policy optimization to obtain a valid obsta-
cle avoidance policy. Rakelly et al. [24] improved the sample
adoption efficiency by developing an offline policy MRL algo-
rithm that separated the task inference from the control. A
meta-learning method based on expert knowledge in a sparse-
reward environment was proposed in [25]. Xu et al. [26]
implemented an argument-based RL approach by extracting
metadata consistent with all agents, inspired by meta-learning.
To address the problem that the strategy learning difficulty
of exponential growth with respect to the number and type
of agents, a type-based hierarchical grouping communication
model was proposed in [27]. Wang et al. [28] proposed a task
offloading strategy based on MRL that could quickly adapt to
new environments with a small number of gradient updates.
The experimental results indicated that this new offloading
method could reduce the latency by 25% compared to the three
baselines and could be quickly adapted to new environments.

III. BACKGROUND
A. Reinforcement Learning

One of the best known RL algorithms is Q-learning [29].
This algorithm constructs mappings from state—action pairs to
values with dynamic programming. These values are known
as Q-values and are calculated with a utility function called
the Q-function. The Q-function returns the expected utility of
taking a given action in each state and follows a fixed policy
subsequently. The collection of Q-values for all state—action
pairs is called a Q-table. Q-learning requires several learning
episodes to find an optimal Q-table. The problem model of
the Q-learning algorithm is a Markov decision process (MDP)
that consists of an agent, a set of states .S, and a set of actions
A; for each state s; € S [30]. An episode is a learning period
that starts from an initial state and ends when the final state
is reached. During an episode, the agent chooses an action
a € A; of its current state s based on its Q-table and the

selection policy. Then, the agent perceives the next state s
and receives a reward R(s,a) after performing the previous
action. Afterward, the agent updates its Q-table based on the
Q-function

0Gs, a) <— (1 —a)Q0(s, a) + a[R(s, @)+ y max Q(s, a,)}
)]

where s € S, a € A, o € [0, 1] is the learning rate, and
y € [0, 1] is the discount factor. This update procedure is
repeated until the agent reaches the final state, which marks
the end of the episode. The main output of the Q-learning
algorithm is a policy w : § — A that maximizes the sum
of its rewards R = rg + yr; + --- + y"r, for an MDP that
has a terminal state s, or a termination condition. The optimal
QO-table is given as the policy m in Q-learning. The fact that
Q-learning does not require a model of the environment is an
advantage. Since Q-learning [29] has been proposed, RL has
been widely studied, and various improved algorithms have
been proposed. In [31], the double estimator was applied to
a delayed Q-learning framework to solve the overestimation
problem in RL.

B. Meta Reinforcement Learning

MRL enhances RL methods with meta-learning, which aims
to obtain a learning algorithm that can quickly determine the
policy for a learning task 7; drawn from a distribution of tasks
p(T). Each learning task 7; corresponds to a different MDP,
which typically shares the same state and action spaces but
may differ with respect to their reward functions or dynam-
ics. A typical example of MRL is the gradient-based MRL,
which aims to learn the initial parameters 6 of a policy neu-
ral network. It ensures that performing a single or few steps
of policy gradient over 6 with a given new task can lead to
an effective policy for that task. The formulation of model-
agnostic meta-learning (MAML), resulting in the target of
gradient-based MRL, is shown in the following:

J(O) = Egmpn[J1;(F(60, T1) | (2)

where Jr; denotes the objective function of task 7; and F
denotes the update function that depends on the objective func-
tion and optimization method. For example, if we conduct a
k-step gradient ascent for Tj, then F(0, T;) = 0+« Zle V.
Therefore, the optimal meta-parameters of the policy network
and update rules are

6" = arg maxEr,~, () [JT,. (F(, T,-))]. 3)
0

The gradient-based MRL has a good generalization ability.

IV. SYSTEM MODEL
A. MEC Model

The system architecture of task offloading and energy har-
vesting in a MEC application is demonstrated in Fig. 1. There
are many different types of tasks to be processed in MD, each
of which can be split into interdependent subtasks to build
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Fig. 1. System structure of task offloading and energy harvesting in MEC.

DAG dependencies. Based on the dependencies and charac-
teristics of each DAG subtask, the offload scheduling module
ranks all subtasks according to their priority, ensuring that the
subtasks that depend on the previous task can be executed only
after the conditions are met. Then, the offloading scheduling
module generates appropriate decisions for each subtask that
decide whether to offload the task and duration of the WPT
service, which is executed before the offloading operation [32].
As depicted in Fig. 1, the WPT service is completed by the
energy-transferring module in the MD, which receives elec-
tromagnetic waves from the edge server, converts them into
electrical energy, and stores them in the device battery. The
offloading decision also determines how the task is executed,
that is, the DAG subtask can be processed directly on the
device or sent to the edge server for processing via the data
transferring unit.

A learner is included in each MD and edge servers, where
the base learner is trained in the MD. Here, the base learner is
responsible for generating a specific policy based on task fea-
tures and requires less iterations. In contrast, the meta-learner
is trained at the edge server, which needs to train and acquire
meta-policies based on different tasks; hence, it is relatively
abstract in the learning space compared to the base learner,
which is independent of the specific task. Based on this design
characteristic, the base learner first acquires and updates the
meta-policy parameters. Subsequently, a specific offloading
strategy is trained and generated based on the meta-policy and
task features, which are uploaded to the meta-learner in the
form of higher order metadata. The strategy ensures that all
specific policies can obtain the same structured state. Finally,
the meta-learner trains and updates the parameters based on
the metadata and waits for the base learner to be called again,
starting a new cycle. Because the meta-learner requires more
training samples and its learning cost is too high, deploying it
on the edge server helps reduce the training time to improve
the learning efficiency of new tasks. On the other hand, the
base learner performs fast iterations based on the meta-policy
and consumes less resources and power in the MD.

B. Problem Model

For the task offloading problem in MEC with multiple DAG
types, the DAG application is denoted as G = (V, E), where
vi € V is a subtask in the DAG application, e(v;,v;) € E
indicates that subtask v; depends on subtask v;, v; is a pos-
terior subtask of v;, and v; is a preceding subtask of v;. A
posterior subtask can be executed only when all its preceding
subtasks are completed. For each subtask v;, we set its input
data volume D}“, CPU computation cycle number C;, output
data volume D?m, and maximum execution time 7;"** accord-
ingly. For the MD, the total CPU clock frequency and battery
capacity are set to F' and B™*, respectively. For the edge
server, the upload and download rates between the edge server
and MD are set to R" and R, respectively, while its CPU
clock frequency is set to F”. In addition, considering that the
computational and network resources of the MD are limited,
all processing units in MDs and edge servers are configured
with respect to corresponding task queues [33]. When multiple
DAG subtasks compete for device resources, they must be
computed or transmitted according to their priority [34].

Offloading strategy A = {aj, a2, ..., a,} is a sequence set
consisting of individual strategies for each subtask, where each
strategy contains the task scheduling type (local execution or
offloading execution) and WPT service duration CT;. In this
study, to illustrate the dependency relationship between DAG
subtasks and their processing order in the execution process,
for subtask v; € V, we set its task sending completion time as
F T?p, remote execution completion time as FT7, data return
completion time as F wa, and local execution completion time
as F Tf accordingly. When the task scheduling type is offload-
ing execution, it follows that FT?W > FT} > FT;-lp > CT;.
When the task scheduling type is local execution, it follows
that F' Tf > CTj; that is, the WPT service is executed first
to prevent the task from failing owing to insufficient power
when data are uploaded or processed. The posterior subtask
v; that depends on v; can request resources to process the
relevant data only when its timestamp is greater than FT]”!W
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or FT! according to the scheduling type. This ensures that
all preceding business data of this posterior subtask are com-
plete. To reflect the impact of resource competition among
multiple DAG subtasks, the transmitting resource availabil-
ity time AT?p, remote execution availability time AT, data
return availability time AT?W, and local execution availability
time ATf are set accordingly. Therefore, based on the relevant
parameters of the MD and the edge server, the latency and the
energy consumption generated by task v; for performing local

scheduling and offloading scheduling can be calculated.

V. ALGORITHM DESIGN

This study proposes an offloading strategy combining DRL
and meta-learning. Therein, DRL is a sequential decision-
making method that learns the target environment through
continuous trial and error, which is beneficial for solving
complex problems, such as task offloading in the MEC.
Meta-learning is a method of learning multitask generaliza-
tion capability, which first generalizes a model by learning
multiple task-specific models. Then, it learns a specific task
based on a small number of samples. Therefore, by combin-
ing meta-learning with DRL, prior knowledge from a large
number of RL tasks can be obtained to improve learning and
convergence abilities when facing new tasks. Moreover, this
approach can increase the algorithm flexibility and facilitate
the lowering of learning costs to quickly solve the offloading
problem of different DAG task structures in a MEC environ-
ment. In this study, we solve the edge server decision making
and WPT service duration problems based on the multiagent
MRL algorithm.

A. MDP Model

To solve the offloading problem with multiple DAG tasks
using MRL, this study models the offloading process of
a DAG task as an MDP in the following form: M =
(S,A, P, Po,R, y). Therein, M denotes the offloading model
of each subtask, § is its corresponding state space, A is the
action space, P is the state transfer matrix, Py is the initialized
state distribution, R is the reward function, and y € [0, 1] is
the discount factor. For each subtask v;, the agent observes the
current MEC environment as s; € S. Subsequently, it selects
an action a; € A from the action space based on its learned
offloading strategy m(a;|s;), which is executed in the envi-
ronment to obtain a reward value r; € R and a new state
si+1 € S. This process is repeated to construct a sequence
set A, = (a1, a2, ..., ay) of the offloading decisions for each
subtask. Furthermore, to apply MRL to the MDP model, the
MDP learning process is decomposed into two parts: learn-
ing a meta policy efficiently across all MDPs and learning a
specific offloading strategy for an MDP quickly based on the
learned meta policy. To solve the MEC offloading problem
for multiple DAG tasks, detailed definitions of the state space,
action space, and reward function utilized in the MDP are
given in the following.

1) State Space: Because the energy consumption and
latency required for the DAG task offloading are closely
related to the task type, task data volume, and state of

the MEC environment, the state space is denoted as s; =
(G, A;, Din, C;, D™, T™™ B;) for subtask v;. G denotes the
topological ordering of the currently scheduled DAG tasks,
which is aligned with the task priority order. Each subtask
contains its detailed information, such as task index, task com-
putation volume, upload data volume, download data volume,
and maximum allowed time. A; = (ay, a2, ..., a;—1) denotes
the offloading decisions made by all preceding subtasks whose
priorities are higher than that of subtask v;. Di-n is the input
data volume for subtask v;, C; is the number of CPU computa-
tion cycles it requires, D" is the output data volume, 77" is
the maximum execution time allowed for the subtask, and B; is
the remaining electric energy of the MD before executing the
offloading scheduling. Furthermore, to alleviate the impact of
the disparity in the number of subtasks in different DAG tasks
on the state space, the topological ordering G is set to contain
two vectors for storing the front and back task indices; the
length of the two vectors is kept as the same, and the position
of the insufficient length is set to —1.

2) Action Space: To address the impact of the WPT ser-
vice duration on latency and task success rate, this study
determines the task offloading decision and the WPT ser-
vice duration by designing two agents with the same state
space but different action spaces. The discrete action space
is specified as a°°2d = {0, 1} in the task offloading deci-
sion problem, with O indicating that the subtask is executed
on the MD and 1 indicating that the subtask is offloaded to
the edge server for execution. Regarding the WPT service
duration problem, the continuous action space is specified as
a“P' = A. A denotes the duration, whose accuracy is retained to
two decimal places. This value directly affects the latency and
the remaining electric energy of the subtask; thus, indirectly
affects the scheduling decision of the subsequent subtasks.

3) Reward Function: The multiagent offloading strategy
based on the task scheduling decision and the WPT ser-
vice duration is a fully cooperative game process, where the
optimization goal of each agent is to minimize the energy
consumption and the latency, as well as to improve the task
success rate. The energy consumption and the latency of the
ith subtask in the task priority queue are obtained by taking
the difference of the corresponding values belonging to two
neighboring subtasks, which is formulated as

{ AE; = EP°® — loal @

AT[ — T}Ota] _ T:St?l

In addition, when the electric energy of the MD is insuf-
ficient or the latency of the subtask exceeds the maximum
allowable time, a failure processing triggers, which directly
affects the user service experience. Therefore, it is necessary to
avoid such a situation. The formula for the failure processing
is as follows:

I,-(Fail) =1 if AE,‘ > Bi or ATi > Timax (5)

where B; denotes the remaining electric energy after process-
ing the ith subtask and 77"** denotes the maximum processing
time allowed for the ith subtask. Based on the above analy-
sis, the reward function for the offloading decision of the ith
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subtask is

{ 1 = —((6 AE; + TAT;) - (1 — I;(Fail)) + o - I;(Fail))

ot+t=1 ©)

where o and t denote the weights of energy consumption
and latency, respectively, and w is the penalty value for the
subtask’s failure processing.

B. Multiagent Meta Reinforcement Learning Algorithm

Considering the structure of the DAG task, this study uses
a Seq2Seq network model to represent the scheduling process
of subtasks in order of the increasing priority, to realize the
impact of task scheduling priority on the offloading strategy.
To solve the task offloading problem for mobile applications
with multiple DAG types and edge servers with WPT services,
this study proposes a multiagent RL algorithm-based policy,
namely, MASAC, to generate the corresponding offloading
policy. MASAC contains two agents that cooperate with each
other and share the same optimization goal of minimizing
the energy consumption and the latency. The policy takes
whether to offload the task and the WPT service duration as
the respective learning objectives for the two agents. Such an
approach can reduce the energy consumption and the latency
required for task processing, and increase the task success
rate as much as possible. To improve the generalization of the
policy, this study combines MASAC with the idea of meta-
learning, proposes a multiagent MRL-based method, dubbed
meta-MASAC. It first learns each task offloading policy to
generate a meta-policy, and then combines new task features
to generate a specific offloading policy after a short training
interval. The implementation of each algorithm is described
as follows.

1) Seq2Seq: Because the offloading strategy of the DAG
task comprises a series of offloading strategies for all sub-
tasks and for the state space s; of subtask v;, its DAG task
structure is different, which further leads to differences in
the length of its topological ordering G. Therefore, to ensure

T

—|-»

ﬂc @ a,.,

that the subtask priority order is consistent with the gener-
ated decision sequence and the difficulties of network training
caused by inconsistent state dimensions are addressed, this
study uses a Seq2Seq network to represent the process of gen-
erating offloading strategies for subtasks in increasing order of
priority. The network encoder compresses the input sequence
into a uniform vector context, and then, the network decoder
decodes and generates the specified sequence according to the
context [35]. The decoding process of the network decoder
continuously takes the output of the previous moment (¢ — 1)
as the input of the next moment ¢ and decodes it cyclically until
the output is the stop sign. Note that the Seq2Seq network can
adjust its time length according to the number of subtasks and
does not need to ensure that the length of the input or output
sequence remains the same for each DAG task. Therefore, it
can be used to handle DAG tasks with different structures.

The Seq2Seq network structure combining subtask priorities
is presented in Fig. 2, where both the encoder and decoder are
composed of the long short-term memory (LSTM) network.
The input of the encoder is a sequence of subtasks, while the
output of the decoder is the offloading strategy corresponding
to each subtask. In addition, to avoid the accuracy degradation
caused by a long vector context, this study uses the atten-
tion mechanism to assign weights to each output of the vector
context and decoder. Now, suppose that the input sequence
of states by the encoder is Input = (s, s2,...,5,) and the
corresponding sequence of actions output by the decoder is
Output = (ay, ay, - .., ay). Then, the hidden state &; of the ith
encoder is as follows:

hi = fenc(si, hi—1) @)

where f.,. denotes the encoding function. After encoding all
subtasks, the output d; of the decoder at the current moment
must be calculated based on the vector context and the out-
put d;j—1 of the decoder at the previous moment, which is
formulated as

dj = faec(cj, dj-1, aj—1). 8)
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The corresponding formula for the vector context at the jth
output is stated as follows:

n
=Y wihi €))
i=1

where wj; is the weight of the hidden layer state #; in the
encoder, which can be calculated with the SoftMax function.
It is formulated as

wji = softmax (e(h;, dj—1)). (10)

Therein, function e is the distance calculation function, which
denotes the effect of the hidden state /; on the decoder’s out-
put dj—1. To combine Seq2Seq networks with DRL algorithms,
the output of Seq2Seq networks can be input into a fully con-
nected network to approximate the Q-value function v(s;) and
the policy function m(a;|s;) for training the actor and critic
networks.

2) MASAC: To address the problem that agents need to
decide the offloading strategy and the WPT service dura-
tion simultaneously, this study utilizes the method proposed
in [36]. This method uses multiple agents to solve the problem
of an unstable environment and difficult convergence by
combining the MADDPG and SAC algorithms, where the
MADDPG algorithm optimizes each agent’s policy as a whole
via centralized training and distributed execution to reduce
the algorithm variance [22]. The SAC algorithm introduces
maximum entropy in the reward function to ensure that as
many action possibilities as possible are explored, thereby
enhancing the exploration ability and robustness. Thus, the
MASAC algorithm based on MADDPG and SAC follows the
core ideas of centralized training and decentralized execution.
Moreover, it explores as many optimal paths as possible, which
helps reduce the energy consumption and the latency of DAG
subtasks. Note that the MASAC algorithm is used to solve
the offloading strategy problem for different subtasks in the
same DAG task. Each subtask contains two agents that coop-
erate with each other and share the same optimization goal of
minimizing energy consumption and latency. They only dif-
fer regarding the actions taken. One agent is used to select
the appropriate offloading strategy based on the state, that is,
whether the current subtask is offloaded to the edge server
for execution. Another agent is used to calculate the WPT
service duration to avoid the failure of subtask processing
owing to insufficient power. Now, assume that the parameters
of the strategy network m;(s; 6;) and the evaluation network
Qi(x,ay,as, ...,an; ¢;) for each agent in the MASAC algo-
rithm are 6; and ¢;, respectively. Consequently, the action and
expected reward for the ith agent are given as

a; = m;(s; 6;)
N
yi=ri+ y(Qg(x, dy,dy, ... dy; (pl’) 4+« ZH,'(JZ@J)
1
(11)

where r: S x A — R denotes the reward function, s € S
denotes the current state, a € A denotes the action taken, x =
(s1, 52, ..., sy) denotes the state set of all agents, ¢’ denotes
the target evaluation network parameter, a; = 7} (s) denotes

the action selected by the ith agent based on the target policy
network, y € [0, 1] denotes the discount factor, « > 0 is used
to control the weight factor of entropy, and H(p) = — log(my)
denotes the entropy of strategy m in state s. Thus, each agent
can determine the TD error based on the current policy of the
actor network and estimate the value of the critic network,
which is calculated as

Ai(x,a) = y; — Qi(x, ay, az, ..., an; ¢;). (12)

Then, the critic network calculates the loss function, which
is given as
1 N
— Y,
L= N E (A (x, a)).

i=1

(13)

The updated network parameters are subsequently calcu-
lated with the gradient descent method, depicted as

N

Vol = }v ; Voi(s: 0) Ve, Qi(x, ar, ...,an).  (14)
3) Meta MASAC: To ensure that the offloading strategy is
applicable to many different structures of DAG tasks, this
study combines the MASAC algorithm and meta-learning to
enable learning the meta-information in the subtask offload-
ing strategies for initializing the parameters of the actor and
critic networks. Subsequently, the parameters are adapted with
a small amount of training using specific task data, so that the
model can be used as an offloading strategy for new subtasks
after self-adaptation. The meta-learning algorithm is composed
of two parts: 1) a base learner and 2) a meta-learner. The base
learner is responsible for inner loop training in the task space
and provides feedback to the meta-learner in a higher order
form. The meta-learner is used for outer loop training in an
abstract space unrelated to a specific task. It can obtain meta-
data from different tasks and use them to update the parameters
of the base learner and meta-learner to achieve fast learning
and adaptation [37]. As depicted in Fig. 3, the meta-MASAC

algorithm can be divided into the following four steps.

a) Base learner training: The MASAC algorithm is used
in this step to train the N agents centrally and update the actor
network parameters separately. The generated set of corre-
sponding policies is 7 = (7!, 72, ..., 7V), where 7! denotes
the policy network of the ith agent.

b) Meta information storage: N  agents
actions at 7T time steps according to the policy.
Their corresponding observed states o, actions a, and
the set of Q-values are Exp = {(01, al, ql)(l,ng),
(02, a2, qz)(l,z,“.j), ey (oN, av, qN)(Lz ..... T)}, respectively,
where (o', a', ¢'); denotes the feedback data obtained by the
ith agent at time step ¢. The corresponding data of all agents
at T time steps is stored centrally to ensure that they can be
used to learn the metadata of all tasks.

¢) Meta-learner training: Data collected by all agents at
T time steps is uploaded to the meta-learner. Subsequently,
the meta-actor and meta-critic use this data to train the
policy network actor and the evaluation network critic, respec-
tively. Regarding the policy network actor, its training data
is the set of state—action pairs of all agents (O,A) =

perform
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Fig. 3. Processing of Meta MASAC algorithm.
{(01, al)(l,sz), co (0N, aN)(1,2,...,T)}- Because the goal of calculation formula becomes
the policy network actor is to obtain the maximum reward, ;
poticy nety . . T = LSTM, (o), (17)
the corresponding parameter updating formula is . (t—k,..., )

¢ = argmax y;((x, a);)

0;

15)

where y;((x,a);) is the expected reward of the ith agent,
which can be calculated using (29), x = (01,02,...,0N)
denotes the set of observed states of all agents, and
0; denotes the policy network parameter. The evalua-
tion network critic evaluates the actor state and action
using the training data ((O, A), Q) = {(ol,al)(l,z,,__,r), ey
(0N7aN)(l,Z,.‘.,T)v‘1%1,2,,‘_1)’-"7‘11(\4,2 7777 T)}. The training of
the critic network is based on this data to estimate the expected
reward as accurately as possible. Therefore, the parameter
updating formula of the evaluation network critic is

@i = argmin A™% ((x, a),) (16)
i

where A™% ((x, a),) is the loss function of the ith agent, which
can be calculated using (30) and ¢; is the evaluation network’s
parameter. In addition, because the state information of the
MEC environment is partially observable, the LSTM network
is needed in both the meta-actor and meta-critic to analyze
the data within the last £k time steps to obtain more accu-
rate state information through the connection among the data.
One reason without the entire historical experience is that a
smaller data volume can improve the computational efficiency.
Another reason is that the latest experience has more influence
on the current policy. In addition, because the meta-actor only
needs the historically observed states o; as training data, the

where 4" denotes the output value of the LSTM network
of the meta-actor in the ith agent at the current time step, @
denotes the parameters of the LSTM network in the meta-
actor, and Oit—k,...,t—l) denotes the observed state of the ith
agent at previous k time steps. The meta-critic aims to compute
a reasonable (Q-value based on the state—action pairs of the
agent. Therefore, its LSTM network requires the observed state
o; and action a; as training data, which is calculated as follows:
..... (18)
where hff}‘ic denotes the LSTM network’s output value of
meta-critic in the ith agent, u denotes the parameters of the
LSTM network in meta-critic, and (o, a)éz— koi—1) denotes the
state—action pairs of the ith agent in the previous k time steps.

Both the meta-actor and meta-critic need to update their
network parameters based on metadata. Now, suppose that
the parameters of the corresponding output layer are t and &,
respectively. The corresponding parameter updating formulas
are defined as follows:

, T < argmin (aﬁ — nf’ac(oﬁ, hﬁcttor)), ie[l,2,...,N]
w,T (19)
W, 8 « ar%r?in(qi — vf;mr((o, a)fl’z"“’N), hffthic))
ie[l,é,...,N] (20)

where 7 (of, hS°") is the policy function of the meta-
actor, which outputs the corresponding action when the
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Algorithm 1 Training Meta-Learning Algorithm

Input: Trained actor and trained critic of MASAC with N agents;

Output: Trained models of meta-actor and meta-critic.

1: Initialize output parameter T and LSTM parameter w of meta-actor, output parameter § and LSTM parameter u of

meta-critic, experience replay buffer D.

2: for step =1 — T do

3: Every agent executes action which generate by = = {rrl, nz, N IR

4 Add {(0', ", ¢"siep, (0%, @%, @Psteps - - > O, @V, ¢V) g0} 10 D;

5. end for

6: for agent i =1 — N do

7: for each (o', a“)mp do

8: Generate temporal mini-batch 0’ (k.. t—1)>

9: Train output network n’”“c(ot, h“cm’ ) and LSTM network h“cmr of meta-actor;
10: Calculate error and update parameter of meta-actor accordmg to Eq. (19);

11: end for

12: for each (0, a', q')srep do ‘

13: Generate temporal mini-batch (o, a)’(l =1y

14: Train output network V"’ ((o, a)(1 2 ’N) hc””‘) and LSTM network h‘””“ of meta-critic;
15: Calculate error and update parameter of meta-critic according to Eq. (20)

16: end for

17: end for

18: return Meta-actor and meta-critic

current observed state and the historical state based on
LSTM are known and updates the parameters by reducing
the difference between the current and the actual actions.
Vi ((o, a)il’z’“"N), hff;tic) represents the evaluation function
of the meta-critic, which can calculate the corresponding
Q-value by inputting the state—action pairs at the current
moment and the historical information output by LSTM.
Then, the Q-value is compared with ¢! in the data to update
the network parameters. Based on the above analysis, the
algorithm flow of the meta-learner training is presented in
Algorithm 1.

d) Meta-learner application: The result of training meta-
learners, namely, meta-actor and meta-critic, can be used to
initialize base learners, such as the actor network and the critic
network. Subsequently, a short training is performed on the
generic model according to the specific task characteristics
to fine-tune the network parameters and generate a specific
model based on this task. The application flow is reported
in Algorithm 2, where meta-actor is a meta-strategy network
that outputs actions directly based on states, and meta-critic
is a value network that outputs values based on states. During
training, both networks are optimized synchronously, and only
the meta-actor network is used to output actions during testing.

VI. EXPERIMENTS AND ANALYSIS
A. Simulation Environment Settings

The simulation experiments are to be conducted in the
TensorFlow framework on the offloading problem of differ-
ent DAG tasks in a MEC environment. We use the EUA data
set [38], which contains computational performance, remaining
power, charging power, location information, and computation
of different application services for MDs in multiple regions.
Subsequently, the advantages and disadvantages of offloading

Algorithm 2 Applying Meta-Learning Algorithm

Input: Trained meta-actor and meta-critic model, the number
N of new tasks, iteration times 7
QOutput: Action of new task.
1: forj=1— N do
2: Initialize actor network parameter 6; Of agent j based
on meta-actor;
3: Initialize critic network parameter ¢; Of agent j based
on meta-critic;
: end for
: for step =1— T do
forj=1— N do
Update parameter 6; and ¢; according to Egs. (15)
and (16);
8: end for
9: end for
10: forj=1— N do
11: Take action according to Eq. (11);
12: end for
13: return the action

strategies in terms of latency, energy consumption, and task
success rate are demonstrated experimentally. The compared
algorithms include the strategy LE based on local execution, the
strategy OE based on offloading execution, the strategy based
on the HEFT algorithm, the strategy based on the multiagent
DRL algorithm MADDPG, and the strategy based on multiagent
MRL algorithm Meta MASAC. To test whether the MRL algo-
rithms have excellent learning and convergence capabilities
when faced with new tasks, numerous DAG task structures
must be constructed for training tests. The configuration of
some basic experimental parameters is referred to the excellent
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work done in [28]. Moreover, it is known that the DAG task
structures are mainly influenced by the following parameters
according to [39].

1) Total Number of Subtasks: It is used to set the number of
subtasks in the entire DAG task. The larger this value
is, the higher the DAG task scale is, which increases
the corresponding decision sequence length. The total
number of subtasks is set to n = 20 in the experiments
by default.

2) DAG Width: 1t is used to control the height and width of
the entire DAG task structure. When the total number of
subtasks remains the same, the larger the width value is,
the wider the DAG task structure is, and vice versa. This
value is randomly taken from the set {0.2, 0.4, 0.6, 0.8}
when generating DAG tasks.

3) DAG Density: It is used to control the degree of depen-
dence of each subtask between adjacent levels in the
DAG task. The larger this value is, the more depen-
dent the subtasks are to their predecessors. This value
is taken randomly from the set {0.5, 0.6, 0.7, 0.8} when
generating a DAG task.

4) Computation—Communication Ratio: Tt is used to set the
ratio between computation and communication costs in
DAG tasks. A larger value indicates that the task prefers
high computational demands and vice versa. Because
most subtasks are computationally intensive, the value
is in the range of [0.5, 0.7].

Now, assume that the input data volume Di“ and output data
volume D" of subtask i are in the range of [10, 100] kB,
the required CPU cycles C; of subtask are in the range of
[107, 10%], and the maximum allowed execution time e
of the subtask is in the range of [500, 1500] ms. The CPU
clock frequencies of MD and the edge server in such a MEC
environment are set to 1.5 and 2.0 GHz, respectively. The
corresponding upload and download rates are R'? = R™ =
7 Mb/s, the upload and download power levels are PP =
0.5 W and P™ = 0.6 W, respectively, and the battery capacity
of the MD is 18.5 Wh. In addition, the parameters of Meta-
MASAC need to be set, which are listed in detail in Table I.

B. Results and Analysis

To verify the validity of MASAC in the task offloading
problem, we trained the MASAC offloading strategy using
a specific set of DAG tasks. The set contains 100 differ-
ent DAG tasks sharing the same parameters: total number
of subtasks = 20; DAG width = 0.4; DAG density = 0.5;
and computation—communication ratio = 0.5. Finally, the
performance of the algorithm is verified using a test set with
the same parameters and different structures. Fig. 4 demon-
strates the results of the average reward value obtained by
each DRL algorithm during the training process. The larger
the value is, the better the result of the offloading policy is.
Observe that the DDPG and the SAC algorithms have worse
convergence results in a multi-intelligence environment, where
the SAC algorithm achieves a higher reward value after con-
vergence but a slower convergence speed compared to the
DDPG algorithm. This is mainly because the SAC algorithm

TABLE I
PARAMETER SETTING OF ALGORITHMS

Parameters Value
Memory space size M 1 x 108
Maximum number of training iterations 1000
Batch learning size K 32
Optimizer Adam
Target network update period 100
Discount factor 0.99
Encoder network type LSTM

Number of hidden layers of Encoder network 2

Number of hidden cells of Encoder network {256,256}
Decoder network type LSTM

Number of hidden layers of Decoder network 2

Number of hidden cells of Decoder network {256,256}
Number of hidden layers in the Actor network 2
Number of hidden cells in the Actor network {500,128}
Actor network activation function ReLU
Actor learning rate 1x1073

Number of hidden layers of Critic network 3

Number of hidden units in Critic network {1024,512,300}
Critic network activation function ReLU
Critic learning rate 1x1073
Index storage length of pre-task and post-task 12
Number of base learner iterations 10

Average reward

=91 —— SAC
DDPG
—— MADDPG
—10 1 —— MASAC
0 200 400 600 800 1000

Iteration

Fig. 4. Average reward by RL algorithms.

requires more iterations to explore more decision paths, which
leads to obtaining better solutions. In addition, MADDPG and
the improved MASAC algorithm perform better in a multi-
intelligent environment, and the proposed algorithm obtains a
higher reward value after convergence.

After training, we selected four DAG tasks with the same
parameters as those of the training set but with different
structures to test the RL algorithms. As depicted in Fig. 5,
the policies generated by SAC and DDPG exhibit average
performance in all metrics, which is mainly owing to the
unstable training results of these two algorithms in a multi-
intelligence environment and struggling when converging to
the optimal solution. In contrast, the MADDPG algorithm
can effectively learn stable policies using centralized training
and distributed execution. Furthermore, its energy consump-
tion, latency, and task success rate are better than those of
DDPG and SAC. The improved MASAC algorithm has the
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Fig. 6. Meta MASAC average reward during training. (a) Average reward during training. (b) Average reward of new task training.

best performance among DRL algorithms with respect to all
metrics.

To reflect the convergence performance of the algorithms in
the task offloading problem, we trained the DRL-based offload-
ing strategy in a default environment with 20 subtasks. As
depicted in Fig. 6(a), the average reward values of MADDPG
and meta-MASAC during the training process are close. It is
observed that both algorithms can effectively converge after
sufficient training. Compared to the MADDPG algorithm, the
meta-MASAC algorithm achieves a relatively better final con-
vergence value, although its early convergence speed is slower.
This is mainly because the meta-MASAC algorithm can find
a better solution by exploring more actions, but at the expense
of more search time. In addition, to assess the offloading
performance of the algorithm in new tasks, after the training
process in the default environment, a new DAG task structure
with the same number of subtasks is fed into the current trained
network to obtain the corresponding offloading strategy.

Fig. 6(b) shows the average reward value when MADDPG
and meta-MASAC are applied to a new task structure with a
small number of iterations. The figure demonstrates that the
meta-MASAC algorithm converges faster and can be quickly
applied to solve new tasks, whereas the MADDPG algorithm
is less effective when faced with new tasks. Thus, it can only
be applied to specific tasks that it has already been trained on.

To further illustrate the performance of each offloading strat-
egy when applied to a new DAG task structure, a small number

of iterations are performed on each algorithm to reflect its
performance with respect to the convergence effect in terms
of energy consumption, latency, and task success rate. Fig. 7
shows that the local execution strategy LE achieves the worst
iterative results in terms of energy consumption and latency.
Moreover, its task success rate cannot be guaranteed because
of the limited performance and power of MDs. Therefore, the
task’s success rate is not recorded to avoid confusion. The
offloading execution strategy OE exhibits the best performance
in terms of energy consumption but a poor performance in
terms of latency and task success rate. The main reason is that
the energy consumption generated by transmission in MDs
is much smaller than that generated by computation. When
all subtasks are offloaded to the edge servers for processing,
the total energy consumption is only related to the transmis-
sion energy consumption. However, a large amount of data
transmission occupies a large network bandwidth, increasing
its transmission latency. Thus, the poor performance of the
OE strategy in terms of latency further affects its task suc-
cess rate. The HEFT-based strategy performs better in terms
of latency and has a balanced performance in terms of energy
consumption and task success rate. This is mainly because
the HEFT algorithm ranks the tasks based on weights, then
schedules them according to the earliest completion time,
fully leveraging the computational resources of MDs and edge
servers. Therefore, the task completion latency is guaranteed.
The MADDPG-based strategy can converge in terms of energy
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consumption, latency, and task success rate. Its comprehensive
performance is second only to the meta-MASAC-based strat-
egy, which shows that the MADDPG algorithm can be applied
to new DAGs with the same number of subtasks. However, the
new task structure has an impact on its performance as well;
hence, it has a mediocre performance in generalization. The
meta-MASAC-based strategy has the best overall performance
in all aspects and nearly converges at the beginning of the
iteration, which indicates that the algorithm can be quickly
adapted to the new task structure and has good performance
in terms of convergence and generalization.

To compare the influence of the total subtasks’ number on
each algorithm strategy during the experiment, the range of
this value was set to [10, 40]. Correspondingly, the step size
is set to five and the arbitrary types of DAG tasks are generated
for different task scales. As depicted in Fig. 8, with an increase
in the total number of subtasks, the results of each strategy in
terms of energy consumption and latency increase, resulting in
a decrease in the task success rate. Among the compared meth-
ods, the LE-based strategy has the highest energy consumption
and latency owing to its local execution only, which is limited
by the performance and power of MDs. The OE-based strat-
egy performs best in terms of energy consumption because
it prioritizes the use of edge servers for task processing and
allocates fewer tasks to MDs. However, as the load on the
edge servers increases, the computational resources allocated
to each subtask are correspondingly reduced. Thus, its latency
gradually increases. The HEFT-based strategy prioritizes some
tasks based on task completion time; hence, it performs the

best in terms of latency. The MADDPG-based strategy cannot
guarantee the optimal solution in all task types owing to the
lack of generalization. Thus, it has average performance in
terms of energy consumption, latency, and task success rate.
The strategy based on the meta-MASAC algorithm has the
best overall performance in all aspects and is highly adaptable
to dynamic environments. Therefore, it can guarantee a better
solution for different task sizes.

To further verify the effect of different environments on each
strategy, the value range of the transmission rate was set to
[6, 10] with a step size of 0.5. As depicted in Fig. 9, with an
increase in the transmission rate, the performance of all strate-
gies in terms of energy consumption and latency is reduced;
except for the LE strategy, which does not perform offload-
ing execution at all. The corresponding task success rate is
also improved. However, the MADDPG algorithm lacks the
adaptability to different environments; hence, it obtains unsta-
ble results. The strategy based on the meta-MASAC algorithm
can adapt well to the effects of different transmission rates,
and its energy consumption and latency decrease to a certain
extent with an increase in transmission rate. Its performance
is the best among all strategies in terms of task success rate,
which underlines the excellent performance of the algorithm
and its ability to adapt to different environments.

Finally, this study examined the impact of this environ-
mental factor on each algorithm by varying the computational
performance of the edge servers. As presented in Fig. 10, if
the CPU processing performance of the edge server increases,
all aspects of the MADDPG algorithm change significantly.
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variable performance of the edge server. (b) Latency based on the variable
performance of the edge server.

The other algorithms remain unchanged, which indicates
that the current performance of the edge server is sufficient
to meet the processing requirements of the DAG tasks in the
default environment. Therefore, we can conclude that there
is little correlation between its offloading strategy and the
edge server performance. Meanwhile, the performance of the
MADDPG algorithm-based strategy is unstable in all aspects,
which is mainly because of the lack of algorithm general-
ization. This results in large differences in the corresponding
strategy when the environment changes, further reflecting
the advantage of the meta-MASAC algorithm in adapting to
dynamic environments.

VII. CONCLUSION

A strategy based on multiagent MRL is proposed to address
the problems of mobile applications with multiple DAG types
and MDs with WPT services to ensure the quick generation
of offloading strategies for different DAG task types. This
study constructs a system architecture with task offloading
and energy harvesting in a MEC environment, combines meta-
learning with this architecture, and sets up a meta-learner
and base learner. Then, it deploys them in the MD and
the edge server, respectively, to fully leverage device char-
acteristics and service requirements. In addition, this study
splits the MRL process into four steps: 1) base learner train-
ing; 2) meta-information storage; 3) meta-learner training;
and 4) meta-learner application, which are used to achieve
fast learning through the collaborative operation between two

(b)

15.0 17.5 20.0
ance of edge server

225 250 75 10.0 125 15.0 17.5 20.0

CPU performance of edge server

©

225 250

Comparison of each strategy with respect to different metrics when the edge server performance changes. (a) Energy consumption based on the

performance of the edge server. (c) Task success rate based on the variable

learners. Subsequently, the MDP model based on a resource-
limited MEC environment is constructed and combined with
MRL algorithms to determine the WPT service duration and
whether to offload the task. Finally, the experimental results
indicate that the meta-MASAC-based strategy achieves the
best overall performance with respect to all aspects, and can
be quickly applied to various environments with good stability
and generalization.

Although the meta-MASAC-based strategy has many ben-
efits for the MEC model proposed in this study, several
challenges require further exploration. In this study, we con-
sidered stable wireless channels, reliable MDs, and sufficient
computational resources. Thus, the strategy does not break
down when the number of users increases. However, some
MDs may drop out owing to broken network connections or
insufficient power. This situation can affect the training process
of our strategy. In addition, the MEC environment comprises
three parts: 1) cloud data centers; 2) edge servers; and 3) MDs.
However, in this study, only the task offloading policy between
the MD and the edge server is examined. Therefore, as a
future research direction, we aim to further study the applica-
tion of meta-algorithms in the cloud—edge—device architecture,
edge-to-edge architecture, and device-to-device architecture.
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