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Abstract—With the increased trend of moving towards the consolidation of computing in larger facilities, and with the rise of paradigms

such as Cloud, Smart Cities, and IoT, data centers have been highlighted as a major energy consumer. Yet, data centers exist purely

to host IT services, which on average tend to account for the largest part of the overall facility energy consumption. Frequent refresh of

IT hardware has emerged as a trend in hyper-scale data centers. However, the wider environmental impact of hardware refresh has

become a concern. This work provides a comprehensive framework that helps identify the energy saving opportunities, while

demonstrating the overall environmental impact related to hardware refresh. The work sheds new light on key relationships such as the

one between hardware utilization and Power Usage Effectiveness (PUE) to drive efficiency. Various data center deployment scenarios

are used as case studies (based on real-life datasets) to validate the proposed concepts.

Index Terms—Data centers, energy efficiency, hardware refresh rate, environmental impact
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1 INTRODUCTION

PERHAPS many of the world’s population are unaware
how much our everyday economic and social wellbeing

depends on reliable, secure and efficient data centers and
the services they provide. Data centers are facilities that pro-
vide the connectivity hubs, power distribution, operational
environment and physical security for some of the critical
equipment needed to support our digital age.

Indeed, we are entering a new era of digital activity. An
explosive growth in data fuelled by the proliferation of
paradigms such as the Internet of Things, Cloud, and Smart
Cities, paired with improved connectivity (with 5G on the
horizon) is making the digitalisation of our economy and
social interaction move at an unprecedented pace.

Yet, this has created a new challenge. The level of energy
consumption and the environmental impact of data centers
have been highlighted as major concerns [1]. For example,
the energy consumption of data centers in Western Europe
was estimated to be 86 TWh in 2013 (3 percent of annual
electricity consumption of Western Europe) and was pro-
jected to increase to 104 TWh by 2020 [2]. Nonetheless, this
trend was recently predicted to slow down in some parts of
the world [3].

Over the last decade, and with the emergence of metrics
such as the Power Usage Effectiveness (PUE – the ratio of
the total facility load divided by the IT load) [4], tangible
progress has been made in increasing the effectiveness of
the data center cooling and power infrastructure, with PUE

of near 1.01 reported in some cases [5]. However, PUE does
not factor in the efficiency of IT, which is ultimately the pur-
pose of the data center. Less attention has been paid in the
industry to the interplay between the useful workload and
facility to drive true efficiency [6]. In IT, work has focused
largely on consolidation and resource throttling [7] in order
to increase utilization [8], though recently addressing
energy efficiency in software design [9], [10] has started to
attract more attention.

With the current increased interest in adopting Life Cycle
Assessment (LCA) approaches [11] (which factor in the envi-
ronmental impact of the manufacturing, transport, usage
and end-of-life of equipment), there is a lack of understand-
ing in industry as to how this would apply to data centers,
and particularly to IT hardware refresh, a rising trend in
hyper-scale data centers [12]. The question becomes; Is it bet-
ter for the environment to keep an old existing IT kit, or
refresh? When is the right time to refresh? Do we need to fol-
low a full LCA to identify ideal refresh intervals? To conduct
an LCA exercise within a data center environment, one
would need to obtain the details of the various existing
equipment elements so that analysis can be conducted. This
is amajor exercise and could be a challenge, or even a barrier,
to many large data centers (comprising thousands of serv-
ers), that have a range of equipment, coming from different
vendors and with varying age. In many cases, such informa-
tion is not realistically available.

This work addresses these questions and provides a com-
prehensive reasoning framework to help guide hardware
refresh decision making, presenting a major energy and
environmental conservation opportunities. Previous work
has highlighted the importance of IT lifecycle management
[13], where for example [14] used exergy analysis for life-
cycle assessment of a computer server. However, no work
has been done to provide in-depth analysis to guide deci-
sion making and help identify the environmental saving
opportunities, without the need for a full LCA. More recent
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work has considered a similar breakeven approach [15]. In
this work, three case studies were discussed, varying from
changes in the technology node and area of the CPU and
caches, to guiding main memory refresh, while taking into
consideration environmental savings.

The next section describes the methodology used to cal-
culate potential use phase energy savings due to hardware
refresh, factoring in the server embodied energy (as the
other major source of energy consumption in addition to
use phase energy), and excluding wider LCA energy ele-
ments to preserve simplicity. In Section 3, these equations
are used to develop the reasoning framework for enterprise
servers, where also the relationship between hardware uti-
lisation and PUE is formulated. Then, several case studies
representing various data center deployment environments
are discussed in Section 4. In Section 5, the wider LCA envi-
ronmental analysis is conducted, demonstrating the validity
of the reasoning framework in not only saving energy, but
also reducing the overall environmental impact. Section 6
then highlights the study limitations, with Section 7 round-
ing off with a conclusion and future work.

2 METHODOLOGY

To identify the optimal time interval (if it exists) for hard-
ware refresh rates, consider Fig. 1 below. The diagram
shows the cumulative energy consumption of two scenar-
ios. The first scenario (blue line) shows the energy consump-
tion of existing hardware. The second scenario (orange line)
shows the cumulative energy consumption of refreshed
hardware at a point n in time.

In this scenario, the embodied energy (energy consumed
to produce the hardware) of current hardware (in KWh),
introduced at time t ¼ 0, is designated as Ec

e; and the annual
use phase energy (in KWh) as Ec

u. Similarly, for the
refreshed hardware, introduced at time t ¼ n, Er

e and Er
u

represent the embodied and annual use phase energy,
respectively. Hardware disposal energy (end of life) is very
small compared to embodied and use phase energy (see
Section 5) and was not included in the model. Additionally,
when the hardware is recycled or redeployed, disposal
energy is considered net energy saving.

The point of intersection between the two scenarios (rep-
resented as nþ m in Fig. 1) is calculated. The intersection
point, if exists, represents the point in time where the
refreshed hardware and existing hardware would have the
same cumulative energy consumption. Beyond that point,
energy savings will be accrued (compared to no hardware
refresh). To find the intersection point, the equations of the
two scenario lines need to be calculated.

For current hardware, the cumulative energy line (blue)
passes through two points with coordinates (0, Ec

e) and (1,
Ec

e þ Ec
u) as shown in Fig. 1. Accordingly, the equation of

the line can be calculated as:

Ec tð Þ ¼ Ec
u tþ Ec

e; (1)

where EcðtÞ is the cumulative energy consumption (in
KWh) for the current hardware at a point in time t � 0.

Similarly, we calculate the equation of the refreshed
hardware cumulative energy line (orange), which passes
through the two points (n, Ec

e þ Er
e þ nEc

u) and (nþ 1, Ec
eþ

Er
e þ nEc

u þ Er
u), to be:

Er tð Þ ¼ Er
u tþ n Ec

u �Er
u

� �þ Ec
e þ Er

e ; (2)

where ErðtÞ is the cumulative energy consumption for
the refreshed hardware (in KWh) at a point in time t �
n, and n is the refreshed hardware introduction time
(in years).

Given the above two Equations (1) and (2), the intersec-
tion point of the two lines can be calculated by setting
EcðtÞ ¼ Er ðtÞ, which gives

Er
u tþ n Ec

u �Er
u

� �þ Ec
e þ Er

e ¼ Ec
u tþ Ec

e; (3)

solving for t, the intersection payback time, t, is found to be

t ¼ nþ Er
e

Ec
u �Er

u

: (4)

Expressing the intersection time t in terms of n
(refreshed hardware introduction time)

t ¼ nþ m; (5)

Fig. 1. Cumulative energy consumption of existing hardware versus refreshed hardware.
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where m is the time interval after which efficiency is
achieved by the newly refreshed hardware (payback time).
Then, replacing (5) in (4) produces

m ¼ Er
e

Ec
u � Er

u

: (6)

Equation (6) shows the amount of time needed to start
saving energy after a hardware refresh (factoring in embod-
ied energy). The first observation in (6) is that it makes no
reference to the embodied energy of existing hardware, Ec

e.
Thus, deciding on an optimal hardware refresh rate does not
require knowledge of the embodied energy of existing hard-
ware as currently widely believed. Indeed, this is referred to
as the sunk cost fallacy in behavioural economics [16].

Similarly, the amount of energy saved, z, due to hard-
ware refresh can be calculated based on the difference
between EcðtÞ and ErðtÞ over a time period s � t, from
Equations (1) and (2), as

zs ¼ Er tð Þ � Ec tð Þ ¼ Ec
u � Er

u

� �
s � nð Þ � Er

e: (7)

As with Equation (6), Equation (7) shows that energy
savings are also independent of the embodied energy of
current hardware Ec

e.

3 APPLICATION – ENTERPRISE SERVERS

This section builds on the equations defined in the previous
section to develop a reasoning framework for identifying
optimal enterprise server refresh rates given specific run-
time parameters. For this, server embodied energy and
server use phase energy are calculated. Then, the refresh
rate is analysed based on current server technology trends.
Finally, a more accurate way to calculate efficiency (com-
pared to using PUE [17], [18]) is discussed.

3.1 Server Embodied Energy

Over the past few years, there have been various estimates
released about the embodied energy of servers in different
blogs, reports and white papers [19], [28]. Yet, most of these
figures are estimates, and without data from vendors, it is
difficult to produce a reliable figure. However, generating
such figures by vendors is also not a precise science and
requires a lot of estimations about the manufacturing
process.

For the purpose of this work, the study by InnovateUK
[20] is considered. The report first estimates the embodied
energy of servers based on an earlier work on Personal Com-
puters (PC) [21], but takes into consideration the differences
between servers and PCs (e.g., extra disk and more RAM,
but no additional cards like graphics and audio, and nomon-
itors in servers). Based on this, a figure of 1,300 KWh (for
2003 manufacturing processes) is calculated. Additionally,
the report cites a figure by Fujitsu of 730 KWh (in 2008), and
concludes by adopting an average figure of 1,000 KWh.

Hence, a fixed figure for server embodied energy of
1,000 KWh is adopted (after further consulting with HP,
DELL, and IBM, as the major server manufacturers). This is
considered high enough to be representative of most serv-
ers, especially considering the rise of unbranded servers or
so-called ‘White Label’ servers, which are built to order in

large volumes (less packaging, paint, etc.) and vanity-free
servers such as Open Compute servers [22]. Thus,

Es
e ¼ 1;000 KWh (8a)

Er
e ¼ h � Es

e (8b)

where,
Es

e is the embodied server energy, and
h is the number of new servers to be procured (the

refresh hardware).

3.2 Use Phase Energy

A server use phase energy, including the facility footprint, is
calculated using the following equation:

Es
u ¼ AEs

u � PUE (9)

where,
Es

u: Annual energy consumption of a server in KWh
AEs

u: Annual energy consumption of server while run-
ning at the average utilization level in KWh

PUE: Facility Power Usage Effectiveness [4], which indi-
cates the facility overhead for running the server (to
cover cooling, power infrastructure, etc.).

AEs
u can either be physically measured at the facility (if

this is existing hardware) or estimated using the following
equation

AEs
u ¼ ðPs

i aþ Ps
fbÞ � 8:76 (10)

where,Ps
i and Ps

f are the average power consumption
(in watts) of a server running active idle and at 100 percent
capacity, respectively. These figures can mostly be found in
published benchmarks (SPECpower [23]) or measured for a
particular model (e.g., using SERT [24]). It is important to
ensure that the comparison (between current and new hard-
ware) is made using comparable workload. For example, if
SPEC benchmarks are used, it is operations/watt that
should be normalised (see Section 4).b is the annual average
utilization of a server, and a the annual average active idle
ðaþ b ¼ 1Þ:8.76 is used to convert the figure from watts to
KWh (multiplying by 8760 hrs/year and dividing by 1000).
Equation (10) assumes linear power proportionality, which
is generally the case as per SPECpower data.

PUE is calculated by measuring the average annual total
facility energy consumption, divided by the IT load energy
consumption [4], as

PUE ¼ Total facility load

IT load
: (11)

3.3 Refresh Rate Analysis

As shown in Equation (6), the payback time interval, in
terms of energy savings due to hardware refresh, is only
dependent on the embodied energy of the new hardware
(8), and the difference between the use phase energy in
the current and to be installed hardware. Thus, to calculate
the optimal refresh rate interval, the relationship between
the current and to be installed hardware use phase energy
needs to be identified.
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Currently, there are two main models used when pre-
dicting performance evolution of servers. The first referred
to as Moore’s Law [25], which is interpreted as the doubling
in performance (based on the number of transistors built
onto the processor chip), every 18 months. The second,
Koomey’s Law [26], indicates that the performance per watt
doubles every 1.57 years (using mathematical regression on
historical power and performance data). Given the similar-
ity between the two models, and for simplicity, a doubling
in performance per watt every 1.5 years will be assumed.
Thus, for a fixed workload, the energy consumption will
halve every 1.5 years. Accordingly, Er

u can be expressed in
terms of Ec

u as

Er
u ¼ Ec

u

2
n
1:5ð Þ : (12)

where n is the time in increments of 1.5 years.
Substituting (12) in (6),

m ¼ Er
e

Ec
u

1� 1

2
n
1:5ð Þ

� ��1

(13a)

For analysing one server, (8) can be substituted in (13a) to
reduce the number of variables to two: Ec

u and n, producing:

m ¼ 1000

Ec
u

1� 1

2
n
1:5ð Þ

� ��1

(13b)

Equations (13a) and (13b) can help identify the time it
takes to recoup the embodied energy incurred by the intro-
duction of new hardware. Fig. 2 below shows Equation
(13b) plotted for various values of n (1.5, 3, 4.5, and 6 years).

As can be seen from Fig. 2, the payback time on hardware
refresh is below one year for servers with annual use phase
energy consumption of 1 MWh or more.

To better understand the energy saving opportunities,
Equation (12) is substituted in (7) to produce Equation (14a)
below, followed by a one server version (14b).

zs ¼ Ec
u 1� 1

2
n
1:5ð Þ

� �
s � nð Þ �Er

e (14a)

zs ¼ Ec
u 1� 1

2
n
1:5ð Þ

� �
s � nð Þ � 1000 (14b)

Equations (14a) and (14b) can calculate the energy
savings over a period of time s given hardware refresh rate
n, and current energy consumption Ec

u.
Fig. 3 shows Equation (14b) plotted for various values of

n (1.5, 3, and 4.5 years) looking at potential savings over a 5-
year window (s ¼ 5).

For example, Fig. 3 shows that for a server with Ec
u of

1 MWh, delaying hardware refresh from 1.5 years to 3 years
could yield an overall energy waste of 0.25MWh over
5 years. On the other hand, there would be no energy bene-
fit in refreshing a server with Ec

u of less than 0.5MWh over
5 years (given the three refresh intervals in Fig. 3). More
details are discussed in Section 4 for various data center
types and hardware utilization scenarios.

3.4 Efficiency Calculation

To be able to address efficiency, the facility energy con-
sumption needs to be related to the useful IT load per-
formed. Otherwise, we risk referencing PUE as an efficiency
metric, which is evidently not [17], [18]. For this, consider a
workload, v, which runs over # servers, where each server
sm has an average utilization of bsm and active idle and
100 percent capacity power as Psm

i and Psm
f , respectively.

Based on Equations (9) and (10), the use phase energy con-
sumption, Ev

u , of workload v; can be calculated as

Fig. 2. Payback time after hardware refresh (one server) introduced at point n in time (in intervals of 1.5 years) vs. current annual server use phase
energy in MWh, for n ¼ 1:5, 3, 4.5, and 6.
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Ev
u ¼

X#
m ¼ 1

ðPsm
i asm þ Psm

f bsmÞ
 !

� 8:76� PUE (15a)

Where an identical pool of servers is used (same active idle
and 100 percent capacity power), with balanced load (simi-
lar average utilization), Equation (15a) can be written as:

Ev
u ¼ #� ðPs

i þ bsðPs
f � Ps

i ÞÞ � 8:76� PUE (15b)

Equations (15a) and (15b) can be used to calculate true
efficiency by comparing the energy savings running a work-
load within different deployment scenarios (given specific
values of PUE, utilization and hardware profile). For exam-
ple, the current average Ps

i and Ps
f figures for a server are 33

and 171 watts respectively, producing 1,986,066 Server Side
JavaScript Operations (ssj_ops using SPECpower bench-
mark) at 100 percent capacity (see Section 4 for calculation
details). Assuming a hardware profile consistent with
Equation (15b), an average workload of v ¼ 1,986,066 (a
workload equivalent to the average full capacity of 1 recent
server), we can calculate the use phase energy of running
the workload on 1 server (100 percent capacity), 2 servers
(50 percent capacity), 3 servers (33 percent capacity), 4 serv-
ers (25 percent capacity), etc. for different PUE values. This
is shown in Fig. 4.

One of the observations that can be made from Fig. 4 is
that running workload v in a facility with a PUE of 3 and
utilization level of 50 percent, is more energy efficient than
running the workload in a data center of PUE 1.1, but with
utilization level of 5 percent. This allows us to make a direct
comparison between the impact of server utilization level
and PUE on the overall energy consumption for a given
workload to better understand use phase energy efficiency.

4 CASE STUDIES

In this section, various case studies representing real-life
data center scenarios are evaluated. First, a workload model
is calculated based on benchmark data and used across all
experiments. Then, the running of the workload is assessed
in various data center deployment types, including virtual-
ised vs non-virtualised, assuming worst, average and best
case scenarios.

4.1 Workload and Hardware Profile

For running the experiments, a model workload, v, is
needed as a benchmark. Additionally, average server watts
@ 100 percent capacity (Pv

f ), and average server watts @
active idle (Pv

i ) for the workload are also required for the
various time intervals.

For this, server performance data published by SPEC-
power is used [23]. SPECpower_ssj2008 is an industry-
standard benchmark that evaluates the power and perfor-
mance characteristics of volume server class computers and
spans server models from November 2007 until April 2016.
The data provided in the benchmark include system type,
technical specification (cores, memory, etc.), and system per-
formance in terms of server-side java operations (ssj_ops) @
100 percent capacity, average watts at 100 percent capacity,
averagewatts @ active idle, and overall ssj_ops at 100 percent
capacity.

First, in order to calculate a representative power perfor-
mance for various server vendors, the SPECpower data is
broken into six, 18-month brackets, in line with the analysis
window (see Section 3.3). Table 1 below shows the time
intervals (starting with the first available SPECpower mea-
surement) along with the number of samples in every inter-
val. To ensure consistency of trends (and minimise bias

Fig. 3. Potential energy savings (z5) over s ¼ 5 years vs. current annual server use phase energy, for hardware refresh rates of n ¼ 1:5, 3, and
4.5 year.
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from high-end servers), only single node server measure-
ments are used (see Section 6).

Then, for every interval, the average for all reported
measurements in the time frame is calculated for:
ssj_ops@100 percent, watts @100 percent, watts @ active
idle, and overall ssj_ops/watt. Additionally, the Dynamic
Range ratio for every interval (Avg watts @100 percent /
Avg watts @active idle) is also calculated. These calculations
are shown in Table 2.

The data reported in Table 2 provides a snapshot of how
server power performance has been evolving over the past
decade, in 18-month windows. Most notable is the major
drop in active idle power.

Using the data from Table 2, the power performance
characteristics of a model workload v over the six intervals
can be calculated. For the purpose of this experiment, a
workload equivalent to the average of 100 servers running
at full capacity using today’s performance characteristics
(interval 6) is used. Accordingly, v equals 200M ssj_ops.

Looking at the fifth column (Avg Overall ssj_ops/watt)
in Table 2, it is interesting to see how the technology trend
has roughly followed Koomey’s law so far (note that inter-
val 6 only has partial data as it covered 10 months rather
than 18 – see Table 1).

Table 3 shows the normalised averagewatts @ 100 percent
and active idle for runningv over the six time intervals.

The next section studies how this workload performs in
various typical data center deployments, namely: On-
Premise (virtualised and non-virtualised), Colocation, Pub-
lic Cloud, and Private Cloud. For every case, the worst,
average and best case scenarios are analysed. The parame-
ters used for the different scenarios (PUE and utilization
values) are based on published data [27] and can be
adjusted to suit other deployment scenarios.

4.2 Deployment Scenarios

In this section, five main deployment options are discussed,
with worst, average, and best case scenarios for each
deployment. The PUE and utilization (b) values of the dif-
ferent scenarios are based on [27].

Fig. 4. Annual use phase energy consumption (in MWh) for running a workload v ¼ 1; 986; 066 ssj_ops (workload equivalent to the average full
capacity of 1 current server) versus facility utilization level given PUE’s of 1.1, 1.5, 2, 2.5, and 3.

TABLE 1
18-Month Time Intervals for

Calculating Average Server Performance

Interval From (inclusive) To # of Servers reported

1 01/11/2007 01/05/2009 81
2 01/05/2009 01/11/2010 82
3 01/11/2010 01/05/2012 84
4 01/05/2012 01/11/2013 112
5 01/11/2013 01/05/2015 15
6 01/05/2015 01/11/2016� 13

� This interval includes measurements up until April 2016, the time the ana-
lytical work was concluded.

TABLE 2
Average Server Power Performance over

the Time Intervals Defined in Table 1

Interval Avg ssj_ops
@100%

Avg watts
@100%

Avg watts
@ active idle

Avg Overall
ssj_ops/watt

Dynamic
Range

1 294,105 237 139 823 1.71
2 638,826 230 86 2,066 2.67
3 939,688 287 106 2,788 2.71
4 1,402,689 290 73 4,402 3.99
5 2,349,339 226 46 8,213 4.93
6 1,986,066 171 33 9,139 5.26
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Using the normalised workload data in Table 3, the val-
ues of PUE and b for the various deployment scenarios, and
Equation (15b), the annual use phase energy for running the
workload using the 6 different hardware profiles (represent-
ing the six time intervals) can be calculated. These calcula-
tions are presented in Table 4.

As can be seen from Table 4, the annual use phase energy
consumption for workload v varies substantially between
the different deployment scenarios, and across the 6 differ-
ent hardware profiles over time. It is interesting to note that,
for example, a worst case scenario for on-premise non-
virtualised data center, adopting best practices (decreasing
PUE and increasing utilization), and refreshing its hardware
(from 1 to 6) can achieve annual energy savings of 99 per-
cent. Yet, by just refreshing the hardware from interval 1 to
interval 6, energy savings of 94 percent can be achieved for
the same scenario.

Additionally, using the information in Table 2 and
Equations (9) and (10), the average annual use phase energy
of a given server can be calculated by specifying its approxi-
mate age interval, for the various deployment scenarios as
shown in Table 5.

While various figures tend to be referenced to estimate
the average annual server use phase energy consumption,
Table 5 demonstrates that without considering the specific

deployment scenario, such estimations could be substan-
tially imprecise.

Using the data from Tables 4 and 5, the number of serv-
ers (rounded to the nearest server) needed to run the work-
load can be calculated for each deployment scenario. This is
presented in Table 6.

Table 6 shows the substantial reduction of servers
needed to run the same workload. While this sounds com-
mon sense given Moore’s Law, yet in practice, it is common
to see servers being refreshed with the same number of new
servers to run the same workload (based on existing infra-
structure and the way budgets are allocated) [12]. Unless
there is an increased workload scalability requirement,
without carefully considering the number of new replace-
ment servers genuinely needed, the overall server utilisa-
tion could go down after a refresh leading to decreased
efficiency (due to the excess capacity introduced by the
newly installed servers).

5 LIFE CYCLE IMPACT ANALYSIS

In this section, the overall environmental impact of hard-
ware refresh is analysed, taking into consideration the age
of existing hardware, deployment environment, and the
evaluation time interval (number of years). The aim is to
assess whether decisions made based on the reasoning
framework discussed earlier would also result in reduced
environmental impact, following a full LCA approach.

5.1 The LCA Model

The environmental impact dataset from [28] as shown in
Table 7 is used as the basis for the LCA analysis.

Table 7 shows the production (embodied), distribution,
usage and end-of-life impact for a typical rack server on
15 environmental impact parameters, classified under three
main categories [28]. While the use phase impact is directly
dependent on the energy consumption of a server (depending

TABLE 3
Normalised Average Watts @100 percent and Average Watts

@ Active Idle for v ¼ 200M ssj ops Scenario

Interval Avg watts @100% Avg watts @active idle

1 161,131 94,405
2 72,161 27,072
3 61,012 22,504
4 41,298 10,358
5 19,244 3,901
6 17,268 3,284

TABLE 4
Annual Use Phase Energy Consumption of Workload v for Various Deployment Options Using Worst,

Average, and Best Case Scenarios for the Six Different Hardware Profiles

Annual Use Phase Energy in GWh (for running workload vv)

Scenario PUE bb Hardware 1
(7.5Y old)

Hardware 2
(6Y old)

Hardware 3
(4.5Y old)

Hardware 4
(3Y old)

Hardware 5
(1.5Y old)

Hardware 6
(Current)�

On-Premise (non-virtualised)

Worst 3 5% 51.37 15.41 12.84 6.26 2.45 2.09
Average 2 10% 17.71 5.53 4.62 2.36 0.95 0.82
Best 1.5 25% 5.84 2.02 1.69 0.95 0.41 0.36

Colocation (non-virtualised)

Worst 2.5 5% 42.81 12.85 10.7 5.21 2.04 1.74
Average 1.8 10% 15.94 4.98 4.16 2.12 0.86 0.74
Best 1.3 25% 5.06 1.75 1.46 0.82 0.35 0.31

On-Premise (virtualised)

Worst 3 6% 43.1 13.04 10.87 5.35 2.11 1.81
Average 2 30% 6.68 2.37 1.99 1.15 0.5 0.44
Best 1.5 60% 2.94 1.19 1 0.63 0.29 0.26

Private Cloud

Worst 2.5 7% 31 9.46 7.88 3.92 1.56 1.33
Average 1.8 30% 6.01 2.13 1.79 1.03 0.45 0.39
Best 1.3 60% 2.55 1.03 0.87 0.55 0.25 0.22

Public Cloud

Worst 2 7% 24.8 7.57 6.31 3.13 1.25 1.07
Average 1.5 40% 3.98 1.48 1.25 0.75 0.33 0.29
Best 1.1 70% 1.94 0.81 0.68 0.44 0.2 0.18

� As of 2016
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on age, utilization and deployment environment as explained
earlier), it can be assumed that the embodied, distribution
and end-of-life impact is comparable formost server types.

In order to analyse the environmental impact of hard-
ware refresh for a particular scenario, the net environmental
impact over a chosen time duration T, NEIT , is defined to
be the difference between the Hardware Refresh scenario
environmental impact (HWR) and the Business As Usual
scenario environmental impact (BAU) over the same time
period, as shown in Equation (16).

NEIT ¼ HWRT �BAUT (16)

BAUT is calculated by adding the total of the environ-
mental impact of Production, Distribution, Use and End-of-
life for current hardware. The Production impact (PI), Dis-
tribution impact (DI), and End-of-life impact (EI) are calcu-
lated based on the values in Table 7, multiplied by the

number of servers currently deployed (h). To calculate the
Use phase impact (UI), first, the energy consumption of
deployed servers need to be calculated over the comparison
duration (Ec

uðT Þ). For example, this can be done by using
annual server energy consumption values from Table 5
(after converting from end-use energy to primary energy),
multiplied by the number of years. Once the Use phase
energy is calculated, the environmental impact can be
extrapolated from the values in Table 7 for every server
(UIsEc

uðTÞ
), then the total is calculated for all servers. This is

summarised under

BAUT ¼ h � PI þDI þEIð Þ þ
Xh

s ¼ 1
UIsEc

u Tð Þ

� �
(17)

HWRT is calculated in a similar way; However, for
HWRT , the PI, DI, and EI of existing hardware are also
included in addition to those of the new refreshed

TABLE 5
Annual Use Phase Energy Consumption of a Server Given Various Deployment Options Using Worst,

Average, and Best Case Scenarios for the Six Different Hardware Profiles

Annual Use Phase Energy in KWh (for a server)

Scenario PUE bb Hardware 1
(7.5Y old)

Hardware 2
(6Y old)

Hardware 3
(4.5Y old)

Hardware 4
(3Y old)

Hardware 5
(1.5Y old)

Hardware 6
(Current)

On-Premise (non-virtualised)

Worst 3 5% 3,777 2,462 3,016 2,194 1,441 1,040
Average 2 10% 2,604 1,767 2,169 1,653 1,119 815
Best 1.5 25% 2,146 1,609 1,984 1,667 1,194 885

Colocation (non-virtualised)

Worst 2.5 5% 3,148 2,051 2,514 1,829 1,201 866
Average 1.8 10% 2,344 1,591 1,953 1,488 1,007 733
Best 1.3 25% 1,860 1,395 1,719 1,445 1,035 767

On-Premise (virtualised)

Worst 3 6% 3,803 2,500 3,064 2,251 1,489 1,076
Average 2 30% 2,948 2,272 2,803 2,413 1,750 1,301
Best 1.5 60% 2,598 2,272 2,816 2,665 2,023 1,523

Private Cloud

Worst 2.5 7% 3,191 2,115 2,593 1,924 1,280 927
Average 1.8 30% 2,653 2,045 2,523 2,172 1,575 1,171
Best 1.3 60% 2,251 1,969 2,440 2,310 1,753 1,320

Public Cloud

Worst 2 7% 2,553 1,692 2,074 1,539 1,024 742
Average 1.5 40% 2,340 1,893 2,340 2,095 1,549 1,158
Best 1.1 70% 2,000 1,805 2,239 2,164 1,657 1,251

TABLE 6
Number of Servers Needed to Run Workload v Given Various Deployment Scenarios and Hardware Profiles

Number of servers needed to run workload vv

Scenario PUE bb Hardware 1
(7.5Y old)

Hardware 2
(6Y old)

Hardware 3
(4.5Y old)

Hardware 4
(3Y old)

Hardware 5
(1.5Y old)

Hardware 6
(Current)

On-Premise (non-virtualised)

Worst 3 5% 13,601 6,261 4,257 2,852 1,703 2,014
Average 2 10% 6,800 3,131 2,128 1,426 851 1,007
Best 1.5 25% 2,720 1,252 851 570 341 403

Colocation (non-virtualised)

Worst 2.5 5% 13,601 6,261 4,257 2,852 1,703 2,014
Average 1.8 10% 6,800 3,131 2,128 1,426 851 1,007
Best 1.3 25% 2,720 1,252 851 570 341 403

On-Premise (virtualised)

Worst 3 6% 11,334 5,218 3,547 2,376 1,419 1,678
Average 2 30% 2,267 1,044 709 475 284 336
Best 1.5 60% 1,133 522 355 238 142 168

Private Cloud

Worst 2.5 7% 9,715 4,472 3,041 2,037 1,216 1,439
Average 1.8 30% 2,267 1,044 709 475 284 336
Best 1.3 60% 1,133 522 355 238 142 168

Public Cloud

Worst 2 7% 9,715 4,472 3,041 2,037 1,216 1,439
Average 1.5 40% 1,700 783 532 356 213 252
Best 1.1 70% 971 447 304 204 122 144
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hardware. Thus, considering the refreshed hardware will
encompass k servers,HWRT can then be calculated as per

HWRT ¼ hþ kð Þ � PI þDI þ EIð Þ þ
Xk

s¼1
UIsEr

u Tð Þ

� �
(18)

By substituting Equations (17) and (18) in (16) the net
environmental impact NEIT can then be calculated for the
refresh scenario as per

NEIT ¼ k � PI þDI þ EIð Þ þ
Xk
s ¼ 1

UIsEr
u Tð Þ

� �

�
Xh
s ¼ 1

UIsEc
u Tð Þ

� �
:

(19a)

Equation (19a) can be further simplified by adding all the
fixed environmental impact, that is PI; DI, and EI, under
one impact, OI, which would represent all the environmen-
tal impacts, with the exception of use phase impact (the var-
iable part).

NEIT ¼ k � OI þ
Xk
s¼1

UIsEs
u Tð Þ

� �
�
Xh
s ¼ 1

UIsEs
u Tð Þ

� �
(19b)

Table 8 shows a simplified version of Table 7, with over-
all environmental impact factored under OI and UI, and
water usage combined under 1 entry.

Using the data from Table 8, and Equation (19b), the
environmental impact of different hardware refresh scenar-
ios can then be evaluated and analysed.

5.2 Case Study

Consider the case study from Section 4 where we had a spe-
cific workload v along with its energy consumption under
various deployment environments (Table 4). Assume we
have an On-premise, virtualised, average scenario (PUE of 2
& 30 percent utilization) with hardware average age of 4.5
years (Hardware 3 case). According to the previous section,
this workload required 709 servers (Table 6), each consum-
ing 2,803 KWh per year (Table 5). To upgrade the hardware
to current hardware (Hardware 6), this will require 336 new
servers consuming 1,301 KWh each annually (assuming
PUE and utilization levels remain the same). To analyse the
environmental impact of the hardware refresh for this sce-
nario, the environmental impact of the Use phase (UIsEs

uðTÞ
)

need to be calculated for both Business as usual and the
Refresh scenario, over a fixed period of time, say T ¼ 5
years. The Use phase impact can be calculated by extrapo-
lating data from Table 8, then using Equation (19b) to com-
pare the overall impact. Note that the end-use energy
calculated for servers in the previous section need to be con-
verted into primary energy to be used with Table 8 data. For

TABLE 7
Life Cycle Impacts (per unit) of Rack Server (Source: [28])

Life Cycle phases Unit
PRODUCTION

Distribution Use
End-of-life

Total
Resources Use and Emissions Material Manuf. Total Disposal Recycl. Total

Other Resources & Waste debet credit balance

Total Energy (GER) MJ 8 451 552 9 002 92 119 659 9 -4 654 -4 646 124 107
of which, electricity (in primary MJ) MJ 5 809 245 6 053 0 119 632 0 -3 239 -3 239 122 446
Water (process) Itr 1 730 16 1 746 0 17 0 -961 -961 802
Water (cooling) Itr 560 142 702 0 5 320 0 -212 -212 5811
Waste, non-haz./ landfill g 36 016 2 011 38 027 70 61 981 298 -19 990 -19 693 80 385
Waste, hazardous/ incinerated g 2 214 4 2 218 1 1 909 0 -1 233 -1 233 2 895

Emissions (Air)

Greenhouse Gases in GWP100 kg CO2 eq. 475 33 508 7 5 109 0 -263 -263 5 361
Acidification, emissions g SO2 eq. 3 747 154 3 901 20 22 624 0 -2 080 -2 080 24 465
Volatile Organic Compounds (VOC) g 19 2 22 1 2 671 0 -11 -11 2 683
Persistent Organic Pollutants (POP) ng i-Teq 442 45 487 0 283 0 -245 -245 525
Heavy Metals mg Ni eq. 1 435 105 1 540 4 1 223 0 -801 -801 1 966
PAHs mg Ni eq. 493 3 497 4 284 0 -231 -231 555
Particulate Matter (PM, dust) g 2 506 31 2 538 137 503 2 -1 398 -1 396 1 782

Emissions (Water)

Heavy Metals mg Hg/20 744 3 748 0 522 0 -415 -415 855
Eutrophication g PO4 12 1 13 0 23 0 -6 -6 29

TABLE 8
Life Cycle Impact (per unit) of Rack Server, Factored Under Use
PHASE IMPACT (UI) and Other Impact (OI) – which Designates

the Total of All Remaining Production, Distribution,
and End-of-Life Impact

Other Resources & Waste UI Reference OI

Total Energy (GER) – in MJ 119659 4448
of which, electricity – in primary MJ 119632 2814
Total Water (process þ cooling) – in ltr 5337 1276
Waste, non-haz./ landfill – in g 61981 18404
Waste, hazardous/ incinerated – in g 1909 986

Emissions (Air)

Greenhouse Gases in GWP100 – in Kg CO2 eq. 5109 252
Acidification, emissions – in g CO2 eq. 22624 1841
Volatile Organic Compounds (VOC) – in g 2671 12
Persistent Organic Pollutants (POP) – in ng i-Teq. 283 242
Heavy Metals – in mg Ni eq. 1223 743
PAHs – in mg Ni eq. 284 271
Particulate Matter (PM, dust) – in g 503 1279

Emissions (Water)

Heavy Metals – in mg Hg/20 522 333
Eutrophication – in g PO4 23 6
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this, 40 percent grid efficiency factor is used to convert end-
use energy to primary energy (which is the EU average,
meaning 40 percent of primary energy produced make it as
end-use energy, factoring in various losses such as produc-
tion, transmission, etc.).

A negativeNEI value indicates an environmental impact
reduction, while a positive NEI value indicates an
increased environmental impact over the assessment
period, if the hardware is refreshed. As can be seen from
Table 9, all environmental impact indicators show a signifi-
cant negative value (improvement) except for Particulate
Matter. Fig. 5 shows these values as percentage change com-
pared to business as usual scenario over the assessment
period of 5 years.

This demonstrates the validity of the refresh reasoning
framework in not only reducing energy consumption but
also the wider environmental footprint, without conducting
a full LCA. This can be attributed to the fact that in a data

center environment, the majority of the environmental
impact is associated with the use phase (the focus of the rea-
soning framework).

The data and equations presented in this section can be
similarly applied to the remaining case studies (discussed
under Section 4) or any deployment scenario for validation.

6 STUDY LIMITATIONS

As with any research, this work exhibits a number of limita-
tions, which are discussed in this section along with the mit-
igation measures.

First, the case studies discussed under Section 4 depend
on the quality of the SPECpower benchmark dataset. One of
the main limitations of the dataset is that the servers
reported are not randomly selected (e.g., servers reported in
the first few years were higher end products rather than vol-
ume servers). In order to address this limitation, only single

TABLE 9
Life Cycle Impact Assessment for a Hardware Refresh Scenario of 4.5-Year-Old Kit Deployed within a PUE

of 2 and 30% Utilization Data Center, with k ¼ 336 and h ¼ 709 and Five Year Assessment Period

Other Resources & Waste UI Reference OI UI per server BAU UI per server HWR NENEII5

Total Energy (GER) 119659 4448 126135.00 58545.00 -68264067
of which, electricity (in primary MJ) 119632 2814 126106.54 58531.79 -68797350.59
Total Water (process þ cooling) 5337 1276 5625.84 2611.21 -2682618.946
Waste, non-haz./ landfill 61981 18404 65335.44 30325.15 -29949831.22
Waste, hazardous/ incinerated 1909 986 2012.32 934.01 -781609.4886

Emissions (Air)

Greenhouse Gases in GWP100 5109 252 5385.50 2499.66 -2893763.904
Acidification, emissions 22624 1841 23848.42 11069.14 -12570724.04
Volatile Organic Compounds (VOC) 2671 12 2815.56 1306.83 -1553102.919
Persistent Organic Pollutants (POP) 283 242 298.32 138.46 -83670.84613
Heavy Metals 1223 743 1289.19 598.37 -463334.4057
PAHs 284 271 299.37 138.95 -74509.82438
Particulate Matter (PM, dust) 503 1279 530.22 246.10 136505.9378

Emissions (Water)

Heavy Metals 522 333 550.25 255.40 -192426.649
Eutrophication 23 6 24.24 11.25 -11392.49986

Fig. 5. Percentage change in environmental impact for the given hardware refresh scenario showing significant improvement in all indicators, except
for Particulate Matter which is 11 percent worse off.
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node servers were selected in the analysis which ensured
trend consistency. Additionally, the dataset has a substan-
tial number of records to be representative enough of the
wider server population. Furthermore, dates reported in the
benchmark are measurement dates rather than production
dates (age). Thus, a manual check on various models was
conducted to ensure reliability. This confirmed that mea-
surement dates were in line with production dates for the
selected measurements.

Second, the quality of the environmental impact analysis
section depends on the quality of the dataset used. How-
ever, this is the only such dataset available and is the one
officially acknowledged by the EU Commission. Addition-
ally, extrapolating the dataset could introduce a margin of
error in the analysis provided under Section 5. Yet, studying
the methodology used in creating the dataset in [28], the
potential error due to extrapolation seems to be marginal.

The third limitation is the lack of published data by
OEMs about the thermal influence on server energy perfor-
mance. It is known that server performance is dependent on
the operating temperature and it is generally surmised that
increases in operating temperature reduce energy efficiency;
However, this could not be captured in this work due to
the lack of such thermal performance data. It is anticipated
that legislative work in the EU under EcoDesign will soon
require OEMs to publish such data, particularly in relation
to the increase in server fan power consumption at elevated
temperatures. This is also defined as a requirement in the
EU Code of Conduct for Data Center Energy Efficiency pub-
lished by the EU Commission Joint Research Center (JRC).

Finally, the case studies assumed a fixed PUE and utilisa-
tion levels for the various hardware refresh scenarios. While
this is true when the hardware being refreshed represents a
small percentage of the overall data center IT load (which
tends to be the case in most large data centers due to busi-
ness continuity concerns), when refreshing a significant pro-
portion of IT equipment (with a smaller and more efficient
kit), the PUE will tend to increase due to the baseline over-
head of the facility (this is one of the limitations of PUE
when considered as an efficiency metric). Nonetheless, the
overall facility energy consumption would still decrease,
which suffices for this work.

7 CONCLUSION AND FUTURE WORK

This work sheds new light on the relationship between IT
footprint and the overall data center energy consumption.
The work shows that optimising IT equipment (e.g., hard-
ware refresh or increased utilization) can yield more energy
savings in a data center than decreasing the PUE. Addition-
ally, the work demonstrates that the embodied energy of
existing equipment is not a deciding factor when it comes to
calculating the best data center hardware refresh rate from
an environmental impact perspective. Equations andmodels
are provided to help guide refresh strategies that would
reduce the environmental impact and running cost of facili-
ties. These can be adapted to the various types of data centers
(e.g., enterprise, co-location, wholesale, etc.) to help identify
the optimal refresh rate for each scenario. Most importantly,
the work emphasises the importance of linking energy con-
sumption to IT workload (rather than just IT equipment) to
better understand and optimise for energy performance.

Going forward, some of the underlying technology
evolvement assumptions made in this work will have to be
revisited and redefined. For example, computing efficiency
cannot continue to evolve per Koomey’s law. It is expected
by 2048, Koomey’s law will come to an end due to Landau-
er’s principle [29]. Yet, Moore’s law is expected to seize
much earlier, potentially within the next decade [25].

Finally, this work will next consider the creation of com-
plementary business case analyses models to support the
uptake of the methodologies discussed. From a cost perspec-
tive, the work will capture elements related to hardware
refresh such as procurement costs, project management,
installation, decommissioning and energy consumption. On
the other hand, additional benefits related to the reduction of
IT equipment footprint (e.g., less maintenance and support
requirements, reduced risk of incidents/outages, etc.) will
also be considered, including scalability which could extend
the life of existing facilities (minimising the environmental
impact of building new ones).
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