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Reinforcement Learning of Impedance Policies for
Peg-in-Hole Tasks: Role of Asymmetric Matrices

Shir Kozlovsky , Elad Newman, and Miriam Zacksenhouse

Abstract— Robotic manipulators are playing an increasing role
in a wide range of industries. However, their application to assembly
tasks is hampered by the need for precise control over the environ-
ment and for task-specific coding. Cartesian impedance control
is a well-established method for interacting with the environment
and handling uncertainties. With the advance of Reinforcement
Learning (RL) it has been suggested to learn the impedance ma-
trices. However, most of the current work is limited to learning
diagonal impedance matrices in addition to the trajectory itself.
We argue that asymmetric impedance matrices enhance the ability
to properly correct reference trajectories generated by a baseline
planner, alleviating the need for learning the trajectory. Moreover,
a task-specific set of asymmetric impedance matrices can be suf-
ficient for simple tasks, alleviating the need for learning variable
impedance control. We learn impedance policies for small (few mm)
peg-in-hole using model-free RL, and investigate the advantage of
using asymmetric impedance matrices and their space-invariance.
Finally, we demonstrate zero-shot policy transfer from the simula-
tion to a real robot, and generalization to new real-world environ-
ments, with larger parts and semi-flexible pegs.

Index Terms—Compliance and impedance control, machine
learning for robot control, force and tactile sensing, reinforcement
learning.

I. INTRODUCTION

INDUSTRIAL robotic manipulators are becoming increas-
ingly vital in modern manufacturing businesses. However,

their application to contact-rich assembly tasks is hampered by
the need for precise control over the location of the assembled
items, substantially increasing the cost of the overall system [1].
Impedance and admittance control, have been demonstrated to
enhance the ability to interact with the environment and handle
uncertainties in location [2]–[6], but have to be properly tuned
for each task.
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Reinforcement learning (RL) provides a powerful tool for
learning control polices. Given the importance of impedance
control for assembly tasks, it has been suggested to learn the
impedance matrices implicitly or explicitly, thus alleviating the
need for tuning the impedance parameters for each task [7]–[9].
This is especially important for small and medium size industries
where a variety of tasks are performed in small batches.

Focusing on manipulation tasks, it has been shown that learn-
ing the impedance in the Cartesian end-effector (EEF) space
outperforms learning the impedance in the joint space and
facilitates policy transfer [7]. However, learning impedance in
the Cartesian space is usually restricted to diagonal matrices.
We argue that asymmetric impedance matrices in the Cartesian
space enhance the ability to perform assembly tasks, and demon-
strate, for the first time, the advantage of learning asymmetric
rather than symmetric impedance matrices.

RL includes model-based and model-free algorithms. Model-
based RL algorithms are less suitable for contact-rich assem-
bly tasks since it is difficult to model the interaction with
the environment accurately. Model-free RL includes off-policy
and on-policy algorithms. Off-policy algorithms seek to reuse
previous experience, but are brittle and cannot be guaranteed to
converge in continuous state and action spaces [10]. On-policy
algorithms are guaranteed to converge and can be less brittle, but
suffer from sample inefficiency since each gradient step requires
new samples.

To overcome sample inefficiency, and to facilitate the tran-
sition from simulation to the physical world, our approach: (1)
reduces the action-space and simplifies the policy by learning
impedance matrices that depend only on task specifications
(e.g., hole location), (2) specifies the impedance in the Cartesian
EEF space, and (3) performs residual learning, i.e., the learned
impedance policy is used to modify the reference trajectory
generated by a baseline planner after initial contact, while a
standard PD controller is used to follow the reference trajectory
in free space. Thus, there is no need to learn the trajectory
itself. While specifying the impedance in the Cartesian space
is common, item (3) and especially item (1) are novel features
of our approach. Learning only the impedance matrices has also
the promise of facilitating the transfer from simulations to real
robots.

Focusing on our approach, we address the following research
questions, either in simulation ((1)–(4)) or on a real robot
((5)-(6)): (1) How well can RL learn impedance policies for
small (few mm) peg insertion despite location uncertainties,
even-thought the forces and especially the torques are small?
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(2) How robust is the learned impedance policy to new types
of uncertainties (e.g., in orientation) that were not included in
training? (3) What is the contribution of asymmetric impedance
matrices to performance? (4) Are the parameters of the learned
impedance matrices invariant to space? (5) How well does the
learned policy transfer to real robots without retraining? (6)
How well does the learned policy generalize to other real world
environmental conditions, e.g., different sizes and semi-flexible
pegs like electric wires?

II. RELATED WORK

In a series of seminal papers, Hogan explained the importance
of Cartesian impedance control for successful interaction with
the environment [2], [11], [12]. Impedance control endows the
EEF with the desired impedance, e.g., stiffness, damping and
inertia, which determines the desired trade-off between position
and force control. Interestingly, humans can modify the stiffness
of their hands by co-contracting their muscles or by changing
the posture of the arm [2], [13].

In robotic applications impedance control is usually imple-
mented in software rather than in hardware. The standard dy-
namic based impedance control introduced by Hogan [2] relies
on an accurate dynamic model of the robot [3], [14] and thus
may hamper sim2real. Instead we implemented position based
impedance control, also known as admittance control, which
modifies the reference trajectory in response to force and torque
(F/T) measurements [3], [6].

Given the importance of impedance control in robotic manip-
ulations, it has been suggested to learn the proper impedance
implicitly or explicitly [7], [9], [15]. Luo et al.learned the
impedance control implicitly, via a neural network that deter-
mines the trajectory given the state and F/T measurements [15].
A number of researchers learned variable impedance explicitly,
in addition to the trajectory itself, either in the Cartesian EEF
space [7], [8] or in the joint space [16]. Focusing on manip-
ulation tasks, Martin-Martin et al.compared between learning
impedance in the joint space versus EEF space, and concluded
that the latter is superior [7]. In either case, in all these papers
explicit learning of the impedance matrices was restricted to
diagonal matrices.

The potential role of non-diagonal or asymmetric impedance
matrices was considered only lately. Impedance matrices in
the joint space, developed for legged locomotion tasks using
risk sensitive optimal control with measurement uncertainties,
included asymmetric elements [17]. Focusing on the Cartersian
EEF space, Oikawa et al. designed pre-determined non-diagonal
stiffness matrices and learned which one to apply during specific
insertion tasks [18], [19]. In a previous paper from our group [9],
full asymmetric stiffness matrices were learned explicitly for
a residual admittance policy. The learned policy successfully
inserted pegs of different shapes and sizes (in the range of
25–60 mm), handled uncertainties in hole location and peg
orientation, generalized well to new shapes and transferred well
from simulations to the real world. Thus, our previous work
suggests that: (1) learning asymmetric impedance matrices can
be sufficient for properly modifying the trajectories generated by

a baseline planner, thus alleviating the need to learn the trajectory
explicitly, and (2) learning impedance matrices that depend only
on task requirements (e.g., size, location), independent of state,
can be sufficient, thus alleviating the need to learn variable
impedance parameters.

III. REINFORCEMENT LEARNING OF IMPEDANCE POLICIES

A. Impedance and Admittance Control

We designed and implemented admittance control in the six-
degrees of freedom (6-DOF) Cartesian space of the EEF. Given
F/T measurements, Q ∈ R6, admittance control modifies the
reference trajectory to satisfy the desired spring-mass-damper
behavior at the EEF [3]–[5]:

Q = M(ẍm) + C(ẋm − ẋref ) +K(xm − xref ) (1)

where x, ẋ, ẍ ∈ R6 denote the 6-dimensional position, velocity,
and acceleration vectors of the EEF in Cartesian space, the
indices ∗ref and ∗m refer to the reference trajectory and the
modified trajectory, respectively, and M,C,K ∈ R6×6 are the
desired inertia, damping, and stiffness, respectively. Eq. (1) was
implemented in the 12-dimensional state space defined by the
position and velocity X = [x, ẋ] and converted to a discrete
dynamical system. At each time step, the discrete dynamical
system was evolved to compute the modified trajectory Xm

given the reference trajectory Xref and F/T measurements, Q.
Finally, the modified trajectory Xm was followed by a standard
PD controller with diagonal gain-matrices.

Thus, the admittance controller was implemented by two con-
trol loops, as depicted in Fig. 1: (1) an external loop that modified
the reference trajectory Xref given the F/T measurements Q
and computed Xm according to the desired dynamic behavior
in (1), and (2) an inner loop that followed the modified trajectory
Xm using standard PD control with diagonal gain-matrices. The
reference trajectory Xref was generated by a baseline planner
as a minimum jerk trajectory [20] to the desired location Xdes,
via an intermediate point a few mm above Xdes. The reference
trajectory included a short pause at the intermediate point to
prevent additional position errors. Xdes was generated by the
physical simulation or the experimental application by adding
an error to the actual hole location as detailed in Sections IV-B
and V-A, respectively.

B. Action Space and Impedance Matrices

The action learned in this research determines the Cartesian
impedance matrices: the stiffness matrix K, damping matrix
C and inertia matrix M . Proper selection of action space has
a significant impact on robustness, task performance, learning
efficiency, and exploration [7]. Learning the impedance matrices
is motivated by the insight that humans control the stiffness of
the hand to affect the interaction with the environment. Given
the impedance matrices, the admittance controller modifies the
reference trajectory in response to the F/T measurements, alle-
viating the need to learn the trajectory. Furthermore, learning
proper Cartesian impedance policies that handle uncertainties
in simulation facilitates the transfer to real robots. Finally a
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Fig. 1. Block Diagram of the overall system including the impedance policy learned using deep RL, and the admittance controller. Xdes represents the erroneous
hole location generated by the physical simulation. The baseline planner generates the reference trajectory Xref as a minimum jerk trajectory to Xdes. The
impedance policy determines the desired impedance matrices (K,C,M ). The admittance model modifies the reference trajectory to impose the desired impedance
relationship and calculates the modified trajectory Xm. The inner PD controller calculates the joint torques τ required to follow Xm.

standard PD controller is applied to determine the joint torques
needed to follow the modified trajectory, alleviating the need to
implicitly learn the non-linear Jacobian.

We compared three types of Cartesian impedance matrices. In
all cases, the inertia matrix was diagonal positive definite, while
the stiffness and damping matrices were either: (1) diagonal,
(2) non-diagonal symmetric, or (3) asymmetric matrices. We
checked that the learned stiffness and damping matrices are
positive definite (asymmetric matrices are positive definite if
the symmetric part is positive definite [21], [22]). The use of
asymmetric impedance matrices is motivated by the insight
that peg-in-hole insertion can be facilitated by modifying the
trajectory in the plane perpendicular to the axis of the hole in
response to torques. The contribution of asymmetric Cartesian
matrices to those modifications is demonstrated in Fig. 2 as
explained next.

Matrices can be represented as the sum of a symmetric and
anti-symmetric matrices. The symmetric part of an impedance
matrix can be related to a potential function that yields a
conservative force field, while the anti-symmetric part results
in a curl field [12], [23]. Fig. 2 demonstrates the effects of
the symmetric (upper panels) and anti-symmetric (lower panel)
parts of the stiffness, K, and compliance, K−1, matrices for a
two dimensional case. The choice of the stiffness matrix was
motivated by the results presented in Section IV-E. The stiffness
matrix relates deviations in the x-axis, px = x1, and in the angle
around the y-axis, θy = x5, to the vector field representing
the force along the x-axis, Fx = Q1, and torque around the
y-axis, Ty = Q5 (left panels). The compliance matrix, K−1,
relates the F/T measurements Fx and Ty to required trajectory
modifications px and θy, represented by the vector-field in the
right panels.

Focusing on the effects of the compliance matrix, which is
most relevant for admittance control, it is evident that the curl

Fig. 2. The effect of symmetric (upper panels) and anti-symmetric (lower pan-
els) of the stiffness matrix K = [1 1;−1 2.5] (left panels) and the compliance
matrix K−1 (right panels). The selected stiffness matrix was motivated by the
mean stiffness matrix, μK , generated by one of the impedance policies studied
in Section IV-E. In this example, the stiffness matrix relates deviations in the
x-axis, px = x1, and in the angle around the y-axis, θy = x5, to the vector field
representing the force along the x-axis, Fx = Q1, and torque around the y-axis,
Ty = Q5. The compliance matrix K−1 relates the F/T measurements Fx and
Ty to the trajectory modifications px and θy represented by the vector-field in
the right panels.

field generated by the anti-symmetric part contributes signifi-
cantly to the ability to modify the trajectory along one axis, e.g.,
px, in response to forces or torques in another axis, e.g., Ty . This
coupling is also generated by the symmetric part, but in that case
the coupling is affected by the diagonal terms, which determine
the shape of the equi-potential ellipsoids, and depends on the
vector of applied forces and torques. In particular, the coupling
vanishes when the diagonal terms are equal, so the ellipsoids



KOZLOVSKY et al.: REINFORCEMENT LEARNING OF IMPEDANCE POLICIES FOR PEG-IN-HOLE TASKS: ROLE OF ASYMMETRIC MATRICES 10901

degenerate to circles, or when the vector of applied forces and
torques is along one of the main axes of the matrix.

To limit the action-space, we restricted the stiffness and damp-
ing matrices to have only 4 off-diagonal parameters, which are
expected to be most relevant for peg-in-hole tasks. Specifically,
the stiffness and damping matrices have the form of the matrix A
in (2), with the proper restrictions for the diagonal and symmetric
cases:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Axx 0 0 0 Axyθ
0

0 Ayy 0 Ayxθ
0 0

0 0 Azz 0 0 0

0 Ayθx 0 Axθxθ
0 0

Axry 0 0 0 Ayθyθ
0

0 0 0 0 0 Azθzθ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2)

C. Reinforcement Learning of Impedance Policies

As mentioned in Section I, we used model-free RL, since it is
difficult to accurately model the interaction with environment.
We implemented an on-policy algorithm, known as the proximal
policy optimization (PPO, [24]), which facilitates convergence.
The policy was implemented as a deep neural network (DNN)
with two hidden layers of 32 neurons each and Leaky RelU
activation functions using PyTorch [25]. The DNN received the
3-dimensional (erroneous) hole location as an input and deter-
mined the parameters of the impedance matrices. The number of
parameters was 18, 22, and 26 for the diagonal, symmetric and
asymmetric matrices, respectively. The action was determined
once per episode, i.e., once per insertion trial, and the resulting
impedance matrices were used throughout the trial.

The reward function included two parts: (1) Cumulative re-
ward, and (2) Terminal reward. The cumulative reward was
based on the relative state of the hole and peg at each step of the
simulation. It included the cosine of the relative angle, the total
and horizontal distances. The terminal reward was a constant of
40,000 points given only when the robot succeeded to insert the
peg in the hole.

IV. SIMULATION

The simulation was designed to address the first four research
questions raised in Section I. The basic research questions are
about the ability to learn impedance policies for small peg-in-
hole tasks and to handle uncertainties. The main research ques-
tions are about the contribution of the anti-symmetric part of the
impedance matrices to performance and about space-invariance.

A. Simulation Architecture

The simulation was constructed based on Robosuite [26]
using Mujoco physical engine [27], and includes four modules:
� RL module (detailed in Section III-C) includes the NN,

which determines the action in the form of the impedance
parameters (Eq.(2)). The action is determined only once
every episode and sent to the Environment module.

� Environment module places the board in a random location.
It adds a random error to the position of the hole, as detailed

Fig. 3. Actual and erroneous hole locations. The center of the actual hole in
the board is indicated by a blue dot. The baseline planner is given an erroneous
estimate of the hole locationXdes, uniformly distributed in a ring (red shadowed
region) around the actual center of the hole with inner and outer radii of 0.21[mm]
and 0.8[mm], respectively. The peg (yellow circle) is illustrated at a possible
Xdes. The diameters of the peg and hole are 4.2[mm] and 4.6[mm], respectively.

in Section IV-B, and sends the resulting desired location,
Xdes, to the robot module. The Environment module also
computes the reward based on the state it receives from
MuJoCo, as detailed in Section III-C, and sends the state
and reward to the RL module.

� Robot module simulates a UR5e robot with F/T sensor.
Initial tests were conducted to assure that similar forces
are observed in both the simulation and the physical robot
upon contact with the board under the same admittance
controller. The robot module sends the action and Xdes

that it receives from the Environment to the Controller.
� Controller module implements both the baseline planner

and the admittance controller depicted in Fig 1. The base-
line planner generates the reference trajectory to Xdes by
computing a minimum jerk trajectory [20]. The admittance
controller computes the vector of required joint torques,
τ , as detailed in Section III-A and sends it to the Robot
module.

B. Environmental Conditions

Simulations of peg insertion were conducted under the fol-
lowing conditions:
� Size: The diameters of the peg and hole were Dp =
4.2[mm] and Dh = 4.6[mm], respectively.

� Board location: The board was randomly located in the
x, y plan, at the beginning of each episode, with uniform
distribution in the working space.

� Location uncertainty: A random translation error was
added to the actual center of the hole to generate the desired
location Xdes that was sent to the baseline planner. Errors
were uniformly distributed in a ring with inner and outer
radii of 0.21[mm] and 0.8[mm], respectively, as shown in
Fig. 3, to assure overlap between the peg and the board.

� Orientation uncertainties: Orientation uncertainties were
included only during testing. The orientation of the peg
was uniformly distributed in a cone with apex angle of 24◦

around the z axis.
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Fig. 4. Average episode reward during training of impedance policies with
asymmetric matrices as a function of the number of episodes.

C. Performance With Asymmetric Impedance Matrices

Three types of impedance policies were compared, with
three types of stiffness and damping matrices: (1) diagonal,
(2) non-diagonal, and (3) asymmetric matrices, as detailed in
Section III-B. Six training sessions were performed with each
type of impedance policy to support statistical evaluation. Each
training session was initialized with a randomly selected NN
and seed. Training was conducted for 10000 trials and the best
policy was saved for evaluation. This sub-section focuses on the
performance of impedance policies with asymmetric matrices,
while the next sub-section compares the performance of the
different types of impedance policies.

Fig. 4 depicts average episode reward from 3 training
sessions with asymmetric matrices. Reward grew rapidly after
2000–4000 episodes and converged after about 4000–6000
episodes reaching close to the maximum reward of 40,000.
Performance of the best 6 policies, one from each of the
6 training sessions, were evaluated on 200 episodes with
uncertainties in hole location. Success-rates ranged from
96–99.5%, with a mean of 98%.

As detailed in section IV-B, training was performed with
uncertainties only in the position of the hole. To assess robust-
ness to a new type of uncertainties, the policy that obtained a
success-rate of 98.5% was also tested with uncertainties in both
hole location and peg orientation. The resulting success rate was
97%, indicating that the policy generalizes well to new types of
uncertainties that were not included in training.

D. Comparison of Different Types of Impedance Policies

Fig. 5 and Fig. 6 depict average episode reward from 3 training
sessions with diagonal and non-diagonal symmetric matrices,
respectively. Rewards obtained with diagonal matrices (Fig. 5)
increased at earlier stages compared to rewards obtained with
non-diagonal matrices (Fig. 4 and Fig. 6) but reached lower max-
imum levels. Most importantly, the maximum rewards reached
with asymmetric matrices (Fig. 4) were higher than the rewards
reached with symmetric matrices (Fig. 5 and Fig. 6).

Those differences are also evident in Fig. 7, which com-
pares three representative training curves, one from each of
the three types of matrices. The representative training curves
are those that achieved the highest reward with the given type

Fig. 5. Average episode reward during training of impedance policies with
diagonal matrices as a function of the number of episodes.

Fig. 6. Average episode reward during training of impedance policies with
non-diagonal symmetric matrices as a function of the number of episodes.

Fig. 7. Comparison of average episode reward during training sessions that
resulted in best performance with diagonal, non-diagonal symmetric and asym-
metric impedance matrices.

of impedance matrices. The early increase in the reward ob-
tained when training with diagonal matrices can be attributed
to the smaller dimension of the action-space (18 parameters
compared to 22 and 26 for symmetric and asymmetric matrices,
respectively). However, the small dimension of the action-space
restricts the maximum reward that can be obtained with diagonal,
and even non-diagonal symmetric matrices.

The superior performance of the trained policies with asym-
metric impedance matrices is also apparent when comparing
success rates. Specifically, success-rates obtained by the best 6
policies with diagonal matrices (one from each training session)
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Fig. 8. Distribution ofKxx, the first element of the stiffness matrix, generated
by one of the learned policies with asymmetric impedance matrices for 200
different hole locations.

ranged from 70–94.5% with a mean of 78%, while success-rates
obtained by the best 6 policies with non-diagonal symmetric
matrices ranged from 80–97% with a mean of 90%. Statistical
analysis, conducted using Wilcoxon rank-sum test, indicates that
the success-rates obtained by the best policies with asymmetric
matrices (reported in Section IV-C) are significantly better than
the success-rates obtained with diagonal matrices (p = 0.004)
or with non-diagonal symmetric matrices (p = 0.01).

E. Space Invariance

The learned policy determines the set of impedance parame-
ters as a function of the estimated location of the hole. However,
space invariant policies can be advantageous, especially for
real-world applications, reducing computation load and memory
requirements. Since the admittance is defined in the Cartesian
space of the EEF, it is hypothesized that space-invariant policies
can provide similar performance to space-dependent policies.
To verify this hypothesis, we estimated the distributions of the
learned impedance parameters over space and evaluated the
performance of a space-invariant policy.

Focusing on one of the learned policies with asymmetric
impedance matrices, the distribution of each impedance pa-
rameter was computed over 200 different hole locations. The
mean, μ, and standard deviation, σ, of the parameters of the
stiffness K and damping C matrices are summarized in (3)
and (4), respectively. The coefficient of variation (Cv = σ/μ) of
each parameter (including the parameters of the inertia matrix)
is smaller than 1.2 · 10−3, indicating that the distributions are
narrow around the mean. This is also evident in Fig. 8, which
depicts the distribution of the first element in the main diagonal
of the stiffness matrix, Kxx.

μK =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

49.2 0 0 0 42.53 0

0 1.15 0 24.94 0 0

0 0 32.7 0 0 0

0 −16.16 0 82.36 0 0

−50.2 0 0 0 119.2 0

0 0 0 0 0 23.3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

σK =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.003 0 0 0 0.026 0

0 0.0007 0 0.016 0 0

0 0 0.02 0 0 0

0 0.009 0 0.025 0 0

0.031 0 0 0 0.073 0

0 0 0 0 0 0.014

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(3)

μC =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

118 0 0 0 −86.32 0

0 17.7 0 −42.9 0 0

0 0 47.8 0 0 0

0 25 0 53.05 0 0

−14.4 0 0 0 28.3 0

0 0 0 0 0 71.2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

σC =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.007 0 0 0 0.05 0

0 0.00011 0 0.02 0 0

0 0 0.02 0 0 0

0 0.001 0 0.03 0 0

0.008 0 0 0 0.011 0

0 0 0 0 0 0.04

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

Note: the 2-dimensional stiffness matrix considered in Fig. 2
is approximately proportional to the 2-dimensional sub-matrix
of μK : [μK(1, 1) μK(1, 5);μK(5, 1) μK(5, 5)].

The narrow distributions of the impedance parameters gener-
ated by the learned policy over different hole locations suggest
that a space invariant policy can be sufficient. This was investi-
gated by evaluating the performance of a space-invariant policy,
which generates the mean impedance matrices independent of
hole location. The success rate was 98% - a minor degradation
from the success rate of 98.5% obtained with space-dependent
parameters over the same number of trials. Thus, space invariant
policies can be sufficient.

V. SIMULATION TO REAL TRANSFER (SIM2REAL)

Transferring policies that were learned in simulation to real
robots, a step known as sim2real, usually requires re-training
on the real robot. As mentioned above, we expect our method,
which learns Cartesian impedance matrices that depend only on
task specifications, to facilitate sim2real. Thus, we evaluated the
performance of a policy that was learned in simulation on a real
robot, without retraining. Furthermore, we evaluated the ability
of the policy to generalize to new environments.

A. Sim2Real - Experimental Conditions

The performance of one of the policies with asymmetric
matrices was evaluated on a physical robot, without any retrain-
ing. Experiments were conducted using the industrial cobot,
UR5e, with OnRobot HEX-E F/T sensor. For comparison we
also evaluated the performance of a PD controller with param-
eters that provided the best performance during hand-tuning
peg-insertion experiments on the physical robot. The following
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TABLE I
EXPERIMENTAL RESULTS WITH A UR5E COBOT: SUCCESS RATES AND THEIR

95% CONFIDENCE INTERVALS ESTIMATED FROM 200 (FIRST 5 LINES) OR 100
(LAST 2 LINES) TRIALS, AS DETAILED IN THE TEXT

Fig. 9. Experimental set-up to evaluate basic performance: inserting a rigid
4.2[mm] diameter peg into a 4.6[mm] diameter hole with translation errors in a
ring of ±(0.21–0.8)[mm].

7 experiments were performed with each controller, under the
conditions specified in Table I:
� Experiment 1: Basic performance was evaluated under the

exact same conditions as in simulation, inserting a rigid
4.2[mm] diameter peg into a 4.6[mm] hole with errors of
±(0.21–0.8)[mm], as shown in Fig. 9.

� Experiments 2-5: Generalization and evaluation of the
effects of size, including larger pegs, errors and clearance,
as detailed in Table I.

� Experiments 6-7: Generalization to semi-flexible pegs in-
volving the insertion of a 4[mm] electrical wire with
crimped terminal into either a 6[mm] diameter hole or
a connector, as shown in Fig. 10. The cross-section of
the hole in the connector was non-circular with 5–6[mm]
diameter. Translation errors were±(2.5)[mm]. The gripper
held the electrical wire just above the terminal.

Each of the first 5 experiments included 2 sets of 100 trials
each, while the last 2 experiments included 1 set of 100 trials.
Each set of 100 trials was conducted at a different location
in space, and performed automatically. We note that multiple
contacts with the surface during the automatic testing might
have caused additional errors beyond the pre-set errors.

Fig. 10. Experimental system to evaluate generalization to semi-flexible pegs:
inserting a 4[mm] electrical wire with crimped terminal into a connector with
non-circular cross section 5–6[mm] diameter and ±2.5[mm] errors.

B. Sim2Real - Results

Success rates and their 95% confidence intervals are summa-
rized in Table I for each of the experiments. Basic performance,
reported in the first line, was evaluated under the same conditions
as in simulation. The learned impedance policy achieved a suc-
cess rate of 84%. While this is a good performance, it is below the
success rate of 98.5% achieved by the selected policy in simula-
tion. This discrepancy may be attributed to larger errors, beyond
the planned ones, caused by multiple contacts with the surface
during automatic testing, and to other differences between the
simulation and physical world. Nevertheless, the relatively good
performance indicates that despite those differences, sim2real
transfer remains relatively effective.

In the interest of evaluating performance with larger errors,
we next tested insertion of parts with a larger clearance. Inserting
4.5[mm] and 8.5[mm] pegs into holes with 1.5[mm] clearance
(in diameter), the learned impedance policy achieved success
rates of 79%, and 94%, respectively, despite translation errors
of±2.5%[mm] (2nd and 3rd lines). The better performance with
the larger peg may be attributed to larger interaction forces and
torques. As expected, success rate deteriorated with the size of
the error as is evident by comparing the 3rd and 4th lines (with
a 8.5[mm] peg).

Interestingly, performance with large parts remained high
even with clearance of 0.5[mm]. Specifically, inserting a
9.5[mm] peg into a 10[mm] hole, the learned policy achieved a
success rate of 84% (line 5). In this case the success rate of the
PD controller was especially poor. This may be attributed to the
difficulty of the task, which requires precise correction despite
large area of contact, compared with other experiments.

Most importantly, the impedance policy generalized well to
an industrial application involving the insertion of a 4[mm]
diameter crimped terminal wire into either a 6[mm] diameter
hole or a connector, as shown in Fig. 10. The learned impedance
policy achieved over 80% success rate, much better than the
below 55% success rate of the PD controller. Finally, we note
that the impedance controller outperformed the PD controller
in other experiments too, with non-overlapping 95% confidence
intervals.
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VI. CONCLUSION

This study proposes to learn Cartesian impedance policies for
robotic control of assembly tasks, and demonstrates their success
on small (few mm) peg-in-hole tasks. The policy determines the
elements of asymmetric impedance matrices, as a function of
hole location. A fixed set of impedance matrices is learned for
each hole-location, and used to modify the reference trajectory
after initial contact with the surface, thus facilitating peg inser-
tion despite uncertainties in hole location. By simplifying the
policy, reducing the action space and using residual learning,
we overcome the problem of sample inefficiency of on-policy
RL and facilitate sim2real.

We demonstrated the ability of the learned policies to handle
uncertainties in hole location, which were included in train-
ing, and even uncertainties in peg orientation, which were not
included in training. The learned policy was evaluated on a
real robot, UR5e, without further re-training (single-shot policy
transfer [28]), and successfully generalized to new environ-
ments, with either larger pegs and holes or crimped terminal
wires and connectors.

The most significant contribution of our work is in demon-
strating the advantage of learning impedance policies with asym-
metric, rather than symmetric or diagonal matrices. Specifically,
success rates obtained with asymmetric matrices were signifi-
cantly better than those obtained with symmetric or diagonal
matrices. Furthermore, the impedance parameters for different
hole locations in the workplace were narrowly distributed, and
a space-invariant policy achieved similar performance to space-
dependent policy. Space-invariant policies can further simplify
learning and industrial implementation.
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