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Data-Driven Modelling and Control for Robot Needle
Insertion in Deep Anterior Lamellar Keratoplasty
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Abstract—Deep anterior lamellar keratoplasty (DALK) is a tech-
nique for cornea transplantation which is associated with reduced
patient morbidity. DALK has been explored as a potential appli-
cation of robot microsurgery because the small scales, fine control
requirements, and difficulty of visualization make it very challeng-
ing for human surgeons to perform. We address the problem of
modelling the small scale interactions between the surgical tool and
the cornea tissue to improve the accuracy of needle insertion, since
accurate placement within 5% of target depth has been associated
with more reliable clinical outcomes. We develop a data-driven
autoregressive dynamic model of the tool-tissue interaction and
a model predictive controller to guide robot needle insertion. In an
ex vivo model, our controller significantly improves the accuracy of
needle positioning by more than 40% compared to prior methods.

Index Terms—Medical robots and systems, surgical robotics:
planning, model learning for control.

I. INTRODUCTION

D EEP anterior lamellar keratoplasty (DALK) is a cornea
transplantation technique which has been shown to im-

prove patient outcomes compared to prior methods. Whereas the
alternative penetrating keratoplasty (PKP) method transplants
the full thickness of the cornea, DALK is a partial thickness
transplant, replacing only the anterior layers (around 90% of
the total thickness), while leaving the original endothelium
and Descemet’s membrane intact [1]. This has been shown to
significantly reduce the risk of tissue rejection [2].

One approach to DALK is the “big-bubble” technique. As
shown in Fig. 1, a cannulation needle is carefully inserted into
the cornea and its tip is positioned just above the cornea apex. Air
is then injected through the needle to perform pneumodissection.
Ideally, an air bubble is formed which separates the endothelium
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Fig. 1. Top: In deep anterior lamellar keratoplasty (DALK), a cannulation
needle is inserted from the side of the cornea and air is injected to separate the
cornea layers for dissection. Bottom: Needle deflection and corneal deformation
are sources of error that can prevent the needle from reaching the desired target
depth.

and Descemet’s membrane from the anterior cornea layers [3].
In practice, the air bubble frequently fails to form properly.
Borderie et al. [4] found that the bubble failed to achieve pneu-
modissection in around 59% of cases, though the success rate can
vary significantly depending on the surgeon and technique [5].

Successful bubbles can be classified as either type I or type
II. Type I bubbles form within the stroma, while type II bubbles
form deeper, between the stroma and the Descemet’s Membrane.
Depending on the type of bubble formed, the surgeon will have
to modify the graft preparation [6]. Moreover, the type of bubble
impacts the perforation rate and the histological properties of the
graft [6], [7]. Thus, it is highly desirable to control the type of
bubble formation. Yoo et al. [6] found that the relative depth
of the needle within the cornea is an important factor for both
the success rate and type of bubble formation. They found that
type I bubbles were consistently formed when the relative depth
of the needle was between 75% and 85%, while type II bubbles
dominantly formed for depths greater than 90%. Depths between
85% and 90% yielded a mix of bubble types. Thus, when the
needle depth can be controlled to within 5% of intended, it is
possible to reliably achieve bubble formation of a particular
type. Depending on thickness of the cornea, this corresponds to
an accuracy of approximately 30 µm, which is challenging for
human surgeons to achieve due to the small scales and difficulty
of depth perception [8].

The need for small scale manipulation and visualization
make the DALK procedure a promising application for surgical
robotics, and there have been several recent works addressing

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0003-1453-9448
https://orcid.org/0000-0003-0156-4759
https://orcid.org/0000-0002-5051-0880
https://orcid.org/0000-0003-1993-2249
https://orcid.org/0000-0002-5207-1527
mailto:wre2@illinois.edu
mailto:gaotang2@illinois.edu
mailto:kkhauser@illinois.edu
mailto:yuan.tian277@duke.edu
mailto:mark.draelos@duke.edu
mailto:joseph.izatt@duke.edu
mailto:anthony.kuo@duke.edu


EDWARDS et al.: DATA-DRIVEN MODELLING AND CONTROL FOR ROBOT NEEDLE INSERTION IN DEEP ANTERIOR LAMELLAR KERATOPLASTY 1527

Fig. 2. Four points in time of the same needle insertion. Notice that the rigid predicted path (magenta) diverges from the actual path (green) and that the cornea
surface deforms as the insertion proceeds.

this. Guo et al. [9] and Park et al. [10] use custom robots
to guide the needle insertion, but these devices have limited
range of movement and are limited to steeper needle insertion
angles, which has been associated with worse pneumodissection
outcomes [11]. Draelos et al. [12], [13] develop a surgical robot
system which mounts the needle on a 6-DoF arm, granting
a wider range of movement. The needle insertion is guided
using feedback from an optical coherence tomography (OCT)
sensor, which images the location of the needle with respect
to the cornea surfaces. The system can be operated either in
cooperative mode, wherein the needle is guided by a human
surgeon, or automatic mode, wherein the needle insertion is done
autonomously.

Planning for automatic needle insertion in Draelos et al.
is based on the assumption that both the cornea and needle
remain rigid [13]. However, they observe that as the needle
is inserted into the cornea, the relationship between the robot
end-effector and the needle tip deviates from this rigid assump-
tion, suggesting that either the needle or some component of the
attachment assembly is deforming. Moreover, the cornea itself
can deform significantly as the needle is inserted, effectively
creating a moving target. Fig. 1 illustrates both of these effects
and Fig. 2 shows examples in OCT data. To address these issues,
the authors’ approach reacts to deformation via feedback control
rather than constructing an accurate plan. Once embedded, the
needle cannot be translated laterally, which makes it difficult
to correct course once the needle has drifted off track. This can
cause the needle to miss its target position by more than 100 µm.

This paper presents an insertion controller which accounts
for the predicted needle and cornea deformation. A data-driven
model is created to predict the motion of both the needle and
the cornea in response to the robot’s motion. A model predictive
controller (MPC) then uses this model to plan an insertion path
consistent with the learned dynamics. We use a cross-simulation
controller selection procedure, similar to cross-validation, to
compare candidate models for MPC without using physical
experiments.

An autoregressive linear model (ARX) is chosen for the
MPC controller based on this scoring procedure. We evaluate
the method on ex vivo corneas and find that it outperforms
the state-of-the-art [13] in terms of both final error in cornea
depth achieved by the needle (3.96± 1.48% vs 7.80± 3.37%
for a target depth of 90%) and in terms of vertical error
(43.29± 15.78 µm vs 75.71± 33.90 µm). Furthermore, the
method achieves less than 5% error in relative depth (the thresh-
old found by Yoo et al. [6] to be associated with reliable control
of bubble type) in 61% of trials, as opposed to 42% for the
baseline.

II. RELATED WORK

Robots have been widely studied in microsurgery applications
to overcome the limits of human perception and dexterity. Tasks
to which surgical robots have been applied include cochlear
implantation [14], vascular anastomosis [15], and variocolec-
tomy [16]. In particular, there has been considerable effort to
develop robotic surgical tools for ophthalmic surgery [17]–
[20], including systems which use magnetic fields to guide
the tool [21], [22]. Many of these systems are designed for
teleoperation by human surgeons, but there has also been work
on automatic motion planning for surgical robotics. In par-
ticular, automatic steering of flexible needles has been done
using sampling-based planners [23] and inverse kinematics [24],
though these techniques require a model of needle-tissue inter-
action. Learning from demonstration (LfD) has also been used
for surgical tasks [25], [26], and Keller et al. [27] uses LfD
and reinforcement learning (RL) for DALK. LfD and RL can
pose safety concerns in a surgical setting and typically require
large amounts of data to be effective, which can be expensive
to obtain.

A significant challenge in surgical robotics is modelling
the interaction of surgical instruments and tissues [28]. Finite
Element Modelling (FEM) has been used to model such in-
teractions [29], but such FEM models are often difficult to
develop and computationally intensive to simulate. They are,
therefore, not well-suited for the real-time demands of surgical
robots. In other robotics domains, data-driven model predictive
control (MPC) has been used to control challenging systems
such as cutting food [30], aggressive driving [31], and robotic
fish [32]. Data-driven MPC is less computationally intensive
than techniques like FEM and more data-efficient than LfD and
RL, making it a more suitable choice for surgical robotics. In
this work, we apply data-driven MPC to the DALK task.

III. DALK WORKSTATION

Our experimental platform is the DALK workstation (shown
in Fig. 3) previously described in [13]. It includes a manipulation
subsystem, which guides the needle, and a perception subsys-
tem, which tracks the position of the needle and cornea. The
manipulation subsystem consists of an IRB 120 robot arm (ABB
robotics; Shanghai, China), and a custom-designed “DALK
handpiece,” which attaches to the robot’s end-effector and holds
the 27-gauge cannulation needle. The arm and handpiece are
designed so that they can guide the needle into the cornea without
colliding with either the patient’s anatomy or other equipment
in the surgical theater. The perception subsystem consists of a
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Fig. 3. The DALK Workstation uses an IRB 120 robot arm which holds the
needle via the DALK Handpiece. The artificial anterior chamber (AAC) holds
the cornea sample while the OCT scanner provides feedback.

custom optical coherence tomography (OCT) scanner mounted
beneath a stereo microscope. The OCT scanner captures volu-
metric images of the cornea and needle during the DALK pro-
cedure at a rate of ∼1.5 Hz. Fig. 2 shows sample cross-sections
of the OCT volumetric image, capturing the needle at several
points through the insertion.

The perception subsystem extracts features of interest from
the OCT-acquired volumetric image in real-time. The anterior
and posterior cornea surfaces are segmented using Dijkstra’s
algorithm using the method described in [33]. The cornea apex
is then identified by fitting a parabola to the posterior cornea
surface. The needle is tracked by matching a 3D model of
the needle to the OCT voxels using the iterative closest point
algorithm [34]. The positions of both the needle and the posterior
cornea surface are corrected for the index of refraction imposed
by the curved anterior cornea surface. Refer to [13] for more
details.

Draelos et al. [13] also proposed methods for automatic needle
insertion. The insertion is divided into an embedding phase and
an advancement phase. During the embedding phase, the robot
executes an open-loop motion to embed the needle tip in the
peripheral cornea. During the advancement phase, the needle
is steadily advanced centripetally. Ideally, the needle tip moves
steadily deeper as it is advanced, reaching the target depth at
the cornea apex. A target depth of 90% is used since this depth
has been associated with successful pneumodissection [35]. The
advancement phase uses feedback from the perception system
to correct the needle if it drifts off path. Draelos et al. describe
multiple advancement planners; however, we take as a baseline
the line planner, which attempts to follow a straight line path
between the needle tip and the target position under the assump-
tion of no needle or cornea deformation. In this work, we design
a data-driven model predictive controller for the advancement
phase which predicts and plans for the mechanical effects of
needle-cornea interaction.

IV. SOURCES OF ERROR

The DALK procedure requires great precision, with less than
50 µm on average separating a successful pneumodissection
from a failure [35]. There are several sources of error which
affect needle insertion performance. As the needle is inserted
along its axial direction, both the cutting force at the needle tip
required to separate the cornea tissue and the friction along the
needle shaft are difficult to model. When the needle is pitched
or translated along its lateral direction, it will pull against the
cornea tissue, both deforming the cornea and applying torque to
the needle. These forces can cause the needle shaft and holder to
flex independently from the robot end-effector, accentuating the
non-rigid relationship between the end-effector and needle. The
deformation induced in the cornea also complicates planning by
effectively creating a moving target. We have also observed that
even after the robot has stopped moving, the needle and cornea
may continue to move due to residual tension in the needle shaft
and cornea.

Limitations of the perception system can also create error. The
RMS tracking error for the needle tip position and orientation
is typically around 12 µm and 0.5◦ respectively, but failures
of the ICP algorithm can occasionally lead to much larger
errors or cause the needle tracking to fail entirely. Error in
calibration and actuation give the robot a total repeatability of
25.4 µm [13].

As shown in Fig. 2, the opaque needle shaft creates a shadow
which makes segmentation of the posterior cornea surface be-
neath the shaft difficult and prone to error. This is complicated
by the fact that as the needle shaft is inserted, the cornea
tissue is displaced, causing the posterior cornea surface to de-
form downward. This deformation occurs within the needle’s
shadow and makes it difficult to judge the needle’s depth in
real-time.

Finally, there are also anatomical differences between indi-
vidual corneas, due to factors such as the patient’s age, medical
history, and in the case of ex vivo corneas, tissue preservation
time. The cornea thickness varies, and we have observed that
some corneas are more resistant to cutting than others. There
is also variation in the cornea optical properties, and as a result
we have observed that some corneas produce needle tracking
failures and surface segmentation failures more frequently than
others.

V. DATA-DRIVEN MODELLING OF NEEDLE-TISSUE

INTERACTION

We train a data-driven model to predict the cornea-needle
interaction, based on the features extracted by the perception
system and the commanded robot arm movements. Formally,
we consider a discrete-time sequence of features and control
inputs, where xt and ut denote the features and control inputs
at time t respectively and xl:h and ul:h denote the sequence of
features and control inputs respectively between times l and h
inclusive. The learning task is to predict xt+1:t+H given x1:t

and u1:t+H−1, for a prediction horizon H .
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Fig. 4. Selected state features include the 2D needle position (nx, ny), 2D
apex position (ax, ay), needle pitch np, and needle depth d.

A. Dynamic Model

We select the dynamic model and features of the system state
based on their relevance to planning (see Fig. 4) and model
selection experiments in Section V-B. The needle state is
represented by the 2D needle tip position in the OCT coordinate
frame, denoted (nx, ny), and the needle pitch np. Since the
needle predominantly moves within a plane and the OCT
volume is re-sampled such that the z-axis is perpendicular to
the needle shaft, it suffices to consider only two dimensions. We
also include the 2D apex position in the OCT coordinate frame,
denoted (ax, ay). Modelling apex movement allows the planner
to account for cornea deformation as it guides the needle to its
target position just above the cornea apex. Finally, we consider
the needle depth ratio d. As shown in Fig. 4, the depth ratio
is computed by finding the index-corrected ray normal to the
anterior cornea surface which intersects the needle tip and
then intersecting the ray with the posterior cornea surface.
Modelling the depth ratio allows the planner to ensure that the
needle is embedded in the cornea with sufficient depth and to
accommodate variations in corneal thickness. The perception
system also provides a segmentation of the cornea surface, but
experiments below indicate that including cornea shape features
reduces performance due to overfitting.

Control inputs are also modeled in the OCT coordinate
frame. Prior to insertion, the system is calibrated using the
method described in [13] to obtain a rigid transform between
the robot end-effector and the needle tip. At each time step,
forward kinematics calculates the rigid needle tip position,
denoted (rx, ry), and the rigid needle pitch, denoted rp. As
previously noted, the rigid needle tip position will differ from
the actual needle tip position due to the mechanical interaction
of the needle and the cornea. We then choose our control
inputs to be [ux]t = [rx]t+1 − [rx]t, [uy]t = [ry]t+1 − [ry]t,
[up]t = [rp]t+1 − [rp]t. Since movement is largely limited to
the plane it suffices to consider only 2 dimensions. We define
the control inputs in the OCT coordinate frame rather than the
robot workspace and use the system calibration to convert to
Cartesian robot movements. This approach makes the model
invariant to variability in needle mounting.

Let N denote the number of insertions in the training set and
let x(i)

t = [nx ny np ax ay d]
T and u

(i)
t = [ux uy up]

T denote
the features and controls respectively at the t-th timestep of the
i-th insertion. Let Ti denote the i-th insertion length. We model
the cornea-needle interaction using a linear autoregressive model
with an exogenous variable (ARX), which models the dynamics

as a linear function of a fixed-size window of the feature and
control history. ARX has a long history of use in time-series
prediction and control problems [36] and is straightforward to
use in MPC. In contrast to nonlinear models such as neural
networks, trajectory optimization with an ARX model can be
formulated as a quadratic program (QP), which can be optimized
quickly and reliably. Specifically, ARX predicts x̂t+1 = AkΘt,
where

Θt = [xt xt−1 . . .xt−k+1 ut ut−1 . . .ut−k+1 1]
T ,

Ak is the learned parameter matrix, and k is a hyperparameter
controlling the size of the history window, which is also known
as the order of the model. Let Θ(i)

t denote the feature vector at
the t-th time step of the i-th insertion. Ak is learned by using
linear least-squares regression to minimize the objective

N∑
i=1

Ti−1∑
t=1

∥∥∥AkΘ
(i)
t − x

(i)
t+1

∥∥∥2
2

,

where ‖ · ‖2 denotes the L2-norm. Since this ARX model con-
siders features of the needle, depth, and apex, we refer it as the
ARXk-NDA model. In order to make predictions within the first
k time steps of an insertion, we also train separate ARX models
with orders 1 ≤ h ≤ k. We normalize the OCT coordinate frame
by applying a translation so that the initial cornea apex position
is at the origin. This makes the model invariant to translations
of the cornea with respect to the OCT scanner.

B. Training and Model Selection

Using a dataset of 38 insertions from Draelos et al. [13],
we combined 19 randomly selected insertions with 5 additional
insertions taken from preliminary ex vivo experiments as a train-
ing set, and used the remaining 19 from Draelos et al. [13] for
validation. Altogether, this yields 771 time steps in the training
set and 545 time steps in the validation set. We compare the
prediction accuracy of several models on the validation set at
varying prediction horizons. In Fig. 5(a), we evaluate the impact
of model order on the prediction accuracy of the ARXk-NDA
model. We observe that at k = 1, the model prediction accuracy
is significantly worse, while among 2 ≤ k ≤ 5 the impact of
model order is minor, only becoming apparent at the longest
horizons. In Fig. 5(b) we compare ARXk-NDA to several other
model classes, using k = 4 as a representative example. We
compare against the rigid model and two other data-driven
models. The multi-layer perceptron (MLP) model operates over
the same feature space as the ARXk-NDA models, and uses
hyperparameters automatically selected by AutoMPC [37]. The
ARX4-NDAS model expands the feature space to include points
sampled along the top and bottom cornea sufaces. For each
surface, 10 points are sampled at even intervals in the x-axis.
We find that the ARX4-NDA model significantly outperforms
each of these alternatives at most prediction horizons. A key
property of the ARX model is that it considers a window of
history, whereas the rigid and MLP models only use the most
recent observation. The superior prediction accuracy of ARX
suggests that historical observations and controls are very useful
for predicting the needle-tissue interaction. On the other hand,
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Fig. 5. Comparison of several models in needle tip (nx, ny) prediction
accuracy. Heatmaps in (c,d) evaluate model accuracy at varying prediction
horizons H and prediction starting timesteps.

Fig. 6. The needle advancement MPC begins by constructing a straight-line
reference trajectory between the needle tip and goal, then optimizes a trajectory
to track it, while predicting needle and apex motion.

the ARX4-NDAS model suffers from overfitting due to its larger
feature space.

Figs. 5(c) and (d) evaluate the rigid and ARX4-NDA models
respectively at varying prediction horizons and varying starting
points in the insertion. We observe that the performance of
the rigid model varies with the insertion starting point, with
particularly high error occurring when prediction begins from
the first few time steps. Though similar trends do hold for the
ARX model, it does consistently outperform the rigid model at
more than 90% of all starting points and prediction horizons.

VI. NEEDLE ADVANCEMENT MPC

Using the data-driven model of cornea-needle interaction, we
design a model predictive controller (MPC) to control the needle
advancement phase. At a high level, the controller begins by
constructing as a reference trajectory a straight line path between
the needle tip and the goal position (see Fig. 6). The controller
then optimizes for a trajectory consistent with the data-driven

dynamics model which closely tracks the reference trajectory.
The optimized trajectory is penalized for deviations from the
reference trajectory at both intermediary states and the terminal
state.

A. MPC Optimization

During the advancement phase, the controller is triggered
whenever a new OCT volume is acquired and processed, which
normally occurs every∼0.65 s. At this time, we observe the state
(nx, ny, np, ax, ay, d). The needle starting point is adjusted to
account for the expected time for planning, which is denoted
tlag. This is computed as sx = nx + tlagvx, sy = ny + tlagvy,
and sp = np + tlagvp, where vx, vy, and vp denote the current
commanded needle tip velocities in x, y, and pitch respectively.
The initial state for planning is xinit = [sx sy sp ax ay d]

T . The
goal needle tip position is computed by adding a constant offset
to the current apex position, gx = ax + xoff and gy = ay + yoff.
The goal needle pitch is horizontal gp = 0 and the goal depth is
set to gd = 90%. Finally, in order to limit cornea deformation,
the goal apex is the same as the current apex position. Thus, the
goal state is xgoal = [gx gy gp ax ay gd]

T .
A reference trajectory is constructed for all state dimensions.

The length of the reference trajectory is determined by the
horizontal distance between the start position sx and the goal
position gx as well as the desired x-axis speed vref

x . We have
m = �|sx−gx|/vref

x �. The state reference trajectory is computed by
linearly interpolating betweenxinit andxgoal. That is, the i-th step
of the reference trajectory is given by xref

i = i
mxgoal +

m−i
m xinit

for 0 ≤ i ≤ m. The reference control trajectory is constructed
as the sequence of controls needed to achieve the reference state
trajectory assuming the rigid dynamics model. That is, for the
x-axis, we have [uref

x ]i = [nref
x ]i+1 − [nref

x ]i for 0 ≤ i < m and
uref
y and uref

p are defined similarly.
Next, we optimize for a state and control trajectory which

tracks the reference trajectory and is consistent with the data-
driven dynamics model. This is done by constructing and solving
a quadratic program (QP). Although the reference trajectory ism
steps long, in order to account for movement of the needle after
the robot has stopped moving, we solve for a longer m+ l + 1
state trajectory with the final l steps having zero control input.
The quadratic program is given by

min
x0:m+l,u0:m−1

(
m∑
i=1

x̄T
i Qx̄i + ūT

i Rūi

)
+ x̃T

mF x̃m

+ x̃T
m+lGx̃m+l

s.t. x0 = xinit

xi = Ah [xi−1 . . .xi−k ui−1 . . .ui−k 1]T

where x̄i = xi − xref
i ūi = ui − uref

i

x̃i = [[nx]i − [gx]i [ny]i − [gy]i [d]i − gd]
T

h = min(i, k).

Q,R, F, andG denote tune-able cost matrices. The QP is solved
using the OSQP [38] solver.
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To achieve good real-world performance, there are several
additional practical considerations. To avoid large out-of-plane
angular changes near the apex, replanning is stopped once the
needle-apex horizontal distance is less than 0.5 mm and the last
active plan is followed until completion. The controller must also
be able to gracefully handle failures of perception, for which we
use a simple outlier rejection scheme. When the observed needle
position differs from the needle position predicted by the rigid
model by more than a certain threshold, we assume a perception
failure. In this case, the rigid model prediction is used to replace
the observed needle position, and the observed needle depth is
replaced by the observation at the previous time step. Outlier
rejection does not apply to the apex observations which are less
susceptible to perception failures.

B. Cross-Simulation Controller Selection

The designer of a data-driven MPC must make a number of
key choices, such as feature selection, model class selection,
cost matrix tuning, and regularization. Each of these can have
a significant impact on system performance, so the designer
must weigh each option carefully. The gold standard would be
to evaluate each design option with a sufficiently large sample
size of physical experiments in order to achieve a reliable com-
parison. However in many applications, this approach would
be prohibitively expensive and time-consuming for comparing
more than handful of candidate designs. Instead, designers often
use simulators as a proxy for physical experiments. This ap-
proach often suffers from the so-called sim-to-real gap, where
inaccuracies in the simulation create bias in the estimation of
MPC performance, a problem which can be especially signifi-
cant in hard to model systems such as those involving deformable
objects. Moreover, in a novel application, developing a high-
quality simulator may be itself a more challenging problem than
designing a data-driven MPC. We faced both of these challenges
in the DALK task. Physical experiments are not only time and
labor-intensive, but consume a limited supply of cornea tissue
samples, and the interaction of the needle with deformable tissue
is very hard to model in simulation.

Instead we propose cross-simulation controller selection. We
randomly re-sample the training set for the planning model in
order to obtain a simulation model training set, which is used
to train an ARX simulation model. We then simulate the needle
advancement MPC using the planning model in the controller
and the simulation model in place of a simulator. This process is
repeated, each time with a new simulation model created through
random re-sampling. This technique allows us to assess how
robust the MPC is to model uncertainty caused by the limited
size of the training set, and we find it to be empirically a good
predictor of real-world performance.

We use the cross-simulation technique to compare several
candidate controllers, which mainly differ in the choice of
planning model. For each controller, we run 100 trials, each
with a different simulation model and initial configuration. Each
simulation model is of the same class as the planning model,
but uses a randomly bootstrapped training set. Each initial
configuration is sampled randomly from real-world data. For
each trial, we evaluate the final depth error |d− gd| and the final

TABLE I
RESULTS OF CROSS-SIMULATION CONTROLLER SELECTION. 100 TRIALS ARE

RUN PER CONTROLLER. WE REPORT FINAL ERROR IN RELATIVE DEPTH AND

VERTICAL POSITION (SMALLER IS BETTER), WITH ±95% CI

error in vertical position |ny − gy|. We present the summary
statistics in Table I.

First, we evaluate the impact of ARX model order on con-
troller performance. We consider orders 3 ≤ k ≤ 5 and denote
the corresponding controllers ARX3-NDA-MPC, ARX4-NDA-
MPC, and ARX5-NDA-MPC. For brevity, we will drop the
-MPC suffix when this does not create ambiguity. We find that
of these three controllers, ARX4-NDA achieves the lowest error
both in final depth and final vertical position, which leads us
to choose k = 4 as the model order. We note that this occurs
in spite of the fact that the ARX3-NDA model had slightly
better prediction accuracy, suggesting that prediction accuracy
alone is not sufficient to evaluate the suitability of a model for
control. Qualitatively, we observe that every controller produces
some outliers with much higher depth and vertical error, creating
relatively high standard deviations. Typically, this is caused
by sudden deformations of the needle or apex in the last few
steps of the simulation. When the model fails to predict these
deformations, the needle cannot correct, so errors remain high.

In the interest of avoiding overfitting and unnecessary com-
plexity in trajectory optimization, we next consider performing
feature selection amongst ARX models. We propose several con-
trollers which use hybrid models, where ARX is used to predict
only some state dimensions, while the rigid model is used to
predict others. For example, the ARX4-DA-RN-MPC controller
uses the rigid model to predict the needle tip, but uses ARX
for the apex and depth dimensions. The ARX4-ND-RA-MPC
controller is similar, but uses the rigid model to predict the
apex. Since the rigid model cannot be used to predict the needle
depth, we cannot use the hybrid model to assess the impact
of modelling the depth dimension. Instead, the ARX4-NA-MPC
controller entirely removes the depth feature from the model, as
well as the associated cost terms in the MPC formulation. For
these comparisons, we always take the simulation model to be
the ARX4-NDA, rather than choosing the same class as planning
model. We find that while the ARX4-NA slightly outperforms
ARX4-NDA in terms of vertical accuracy at 36.43± 5.2 µm
vs 40.4± 8.1 µm, none of the three outperform ARX4-NDA in
terms of depth error, which is the most clinically relevant factor.
Thus, we choose to proceed with ARX4-NDA-MPC in the ex
vivo experiments.

VII. EX VIVO EXPERIMENTS

We evaluate our controller on human cadaver corneas in
an ex vivo setting, simulating intraocular conditions using an
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TABLE II
RESULTS OF N = 46 INSERTIONS (22 MPC, 24 BASELINE) ON 6 EX VIVO

CORNEAS. WE REPORT # OF PERFORATIONS, FINAL ERROR IN RELATIVE

DEPTH (AUTO-GRADED), AND VERTICAL POSITION (SMALLER IS BETTER),
WITH ±95% CI. P-VALUES ARE FROM A TWO-SAMPLE T-TEST

Fig. 7. Example plan produced by MPC in testing.

artificial anterior chamber (Katena Products; Denville, NJ). This
model has been well-validated in literature [8], [39], and we
used only cornea samples with short preservation times suitable
for transplantation, so the effects of post-mortem deterioration
should be minimal. We used 6 corneas and performed 8 needle
insertions per cornea, for a total of 48 trials. The baseline
controller is the automatic line planner used in [13]. For each
cornea, we randomly assigned half of the trials to the MPC and
half to the baseline. Two of the MPC trials were excluded due to
needle tracking failures in the final steps of the insertion which
prevented accurate measurement of the final depth. We choose
the target depth to be 90% and measure the actual final depth
based on the needle and cornea segmentations given by the
perception system (referred to as auto-graded depth). Table II
summarizes the results.

We find that the MPC significantly (p < 0.05) outperforms the
baseline in terms of final depth error, and also outperforms the
baseline in terms of final vertical error, though this result is not
statistically significant due to the large variance in the baseline.
This variance is caused by a number of factors, including per-
ception noise, unpredictable needle and tissue deformation, and
differences in cornea geometry and mechanical properties. We
also note that under the baseline planner, the needle perforated
the posterior cornea surface in 2 of 24 insertions, which would
result in a clinical failure. No perforations were observed in the
MPC insertions. Fig. 7 shows an example plan generated by the
MPC in one of the ex vivo experiments. Qualitatively, we observe
that the needle tracks the planned path well, and that the MPC
correctly anticipated that the needle would take a lower path
than the rigid model would have predicted.

To better understand the factors influencing performance in
the ex vivo experiments, we perform post hoc analyses. First, we
calculate the plan tracking error for both MPC and baseline. For
a starting time t and a planning horizon Hplan, the plan tracking
error is the minimum distance between planned path computed

Fig. 8. Analysis of the ex vivo experiments. 8(a) compares the plan tracking
accuracy in the needle tip (nx, ny) dimension of the MPC vs the baseline
planner; 8(b) evaluates model prediction accuracy in the needle tip (nx, ny)
dimension on the ex vivo data.

at time t and the actual position [(nx, ny)]t+Hplan . The plan
tracking error is averaged over all insertions and starting points.
In essence, this metric measures how accurately the needle
reaches the positions intended by the planner. Fig. 8(a) compares
the plan tracking errors of the MPC and baseline over varying
planning horizons. We observe that while the MPC tracking error
is higher than the baseline at the one-step planning horizon, the
MPC exhibits lower tracking error for all longer horizons. This
indicates that the MPC is superior to the baseline in producing
realistic plans that can be followed by the needle. In the baseline
trials, we frequently observe that the needle deflects significantly
early in the insertions, but this deflection decreases as the needle
is inserted deeper. As a result, the plan tracking accuracy of the
baseline actually improves as the horizon increases from 10 to 15
time steps. Although the cause of this phenomenon is not known,
it may be that as the needle is inserted, the tension created by
needle deflection increases until some other part of the system
begins to give, allowing the needle to return closer to its rigid
position.

We also analyze model prediction accuracy on a testing set
taken from the ex vivo experiments (Fig. 8(b)), comparing the
ARX and rigid models. Both models perform worse on the
testing set compared to the validation, but ARX still outperforms
the rigid model at all prediction horizons. The difference in
model accuracy between the validation and testing set may be
partially explained by domain shift, since the MPC drives the
system to a different distribution of states than the planners used
in the training and validation sets.

Finally, we note that while the results presented here based
on the auto-graded depth are significant, we also manually
graded the depths to correct for perception errors and did not
find a significant difference between the MPC and the baseline
in terms of depth error (MPC 5.40± 1.96% vs Baseline
5.45± 3.11%). This indicates that the performance of the
planner is constrained by limitations of the perception system.
Improving the perception accuracy is outside the scope of this
work, but an important area of future research.

VIII. DISCUSSION & CONCLUSION

In this paper, we demonstrate that data-driven techniques can
accurately model the interaction between cannulation needle and
cornea in the DALK procedure. We also demonstrate that the
technique of cross-simulation controller selection can evaluate
controller performance with offline data, and the results are
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predictive of real-world performance. The data-driven model
predictive controller (MPC) developed using this approach en-
ables the surgical robot to achieve superior accuracy in needle
placement compared to the baseline. These improvements have
the potential to signficantly improve the reliability and consis-
tency of the DALK procedure. In future work, we hope to directly
evaluate the impact data-driven MPC on the pneumodissection
success rate, particularly when combined with an improved
perception system.

ACKNOWLEDGMENT

The authors would like to thank Miracles in Sight for donating
the cornea samples and Alexander Smith for his assistance in
manuscript preparation.

REFERENCES

[1] S. Shimmura and K. Tsubota, “Deep anterior lamellar keratoplasty,” Curr.
Opin. Ophthalmol., vol. 17, no. 4, pp. 349–355, 2006.

[2] J. Sugita and J. Kondo, “Deep lamellar keratoplasty with complete removal
of pathological stroma for vision improvement,” Brit. J. Ophthalmol.,
vol. 81, no. 3, pp. 184–188, 1997.

[3] M. Anwar and K. D. Teichmann, “Big-bubble technique to bare descemet’s
membrane in anterior lamellar keratoplasty,” J. Cataract Refractive Surg.,
vol. 28, no. 3, pp. 398–403, 2002.

[4] V. M. Borderie, O. Sandali, J. Bullet, T. Gaujoux, O. Touzeau, and L.
Laroche, “Long-term results of deep anterior lamellar versus penetrating
keratoplasty,” Ophthalmology, vol. 119, no. 2, pp. 249–255, 2012.

[5] M. Busin, V. Scorcia, P. Leon, and Y. Nahum, “Outcomes of air injection
within 2 mm inside a deep trephination for deep anterior lamellar kerato-
plasty in eyes with keratoconus,” Amer. J. Ophthalmol., vol. 164, pp. 6–13,
2016.

[6] Y.-S. Yoo et al., “Effect of air injection depth on big-bubble formation in
lamellar keratoplasty: An ex vivo study,” Sci. Rep., vol. 9, no. 1, pp. 1–8,
2019.

[7] H. D. McKee, L. C. Irion, F. M. Carley, V. Jhanji, and A. K. Brahma,
“Residual corneal stroma in big-bubble deep anterior lamellar kerato-
plasty: A histological study in eye-bank corneas,” Brit. J. Ophthalmol.,
vol. 95, no. 10, pp. 1463–1465, 2011.

[8] N. D. Pasricha et al., “Needle depth and big bubble success in deep
anterior lamellar keratoplasty: An ex vivo microscope-integrated OCT
study,” Cornea, vol. 35, no. 11, pp. 1471–1477, 2016.

[9] S. Guo, N. R. Sarfaraz, W. G. Gensheimer, A. Krieger, and J. U. Kang,
“Demonstration of optical coherence tomography guided big bubble tech-
nique for deep anterior lamellar keratoplasty (DALK),” Sensors, vol. 20,
no. 2, p. 428, 2020.

[10] I. Park, H. G. Shin, K. Kim, H. K. Kim, and W. Kyun, “Robotic needle in-
sertion using corneal applanation for deep anterior lamellar keratoplasty,”
J. Korea Robot. Soc., vol. 16, no. 1, pp. 64–71, 2021.

[11] A.-M. Jablonka et al., “The effect of needle entry angle on bubble forma-
tion in DALK using the big-bubble technique,” Invest. Ophthalmol. Vis.
Sci., vol. 61, no. 7, pp. 1862–1862, 2020.

[12] M. Draelos, B. Keller, G. Tang, A. Kuo, K. Hauser, and J. Izatt, “Real-time
image-guided cooperative robotic assist device for deep anterior lamellar
keratoplasty,” in Proc. IEEE Int. Conf. Robot. Automat., 2018, pp. 1–9.

[13] M. Draelos, G. Tang, B. Keller, A. Kuo, K. Hauser, and J. A. Izatt,
“Optical coherence tomography guided robotic needle insertion for deep
anterior lamellar keratoplasty,” IEEE Trans. Biomed. Eng., vol. 67, no. 7,
pp. 2073–2083, Jul. 2020.

[14] J. Troccaz, G. Dagnino, and G.-Z. Yang, “Frontiers of medical robotics:
From concept to systems to clinical translation,” Annu. Rev. Biomed. Eng.,
vol. 21, pp. 193–218, 2019.

[15] J.-Y. Lee, T. Mattar, T. J. Parisi, B. T. Carlsen, A. T. Bishop, and A. Y. Shin,
“Learning curve of robotic-assisted microvascular anastomosis in the rat,”
J. Reconstructive Microsurgery, vol. 28, no. 7, pp. 451–456, 2012.

[16] S. J. Parekattil and A. Gudeloglu, “Robotic assisted andrological surgery,”
Asian J. Andrology, vol. 15, no. 1, pp. 67–74, 2013.

[17] K. Grace, P. Jensen, J. Colgate, and M. Glucksberg, “Teleoperation for
ophthalmic surgery: From the eye robot to feature extracting force feed-
back,” Automedica, vol. 16, no. 4, pp. 293–310, 1998.

[18] X. He, J. Handa, P. Gehlbach, R. Taylor, and I. Iordachita, “A sub-
millimetric 3-DOF force sensing instrument with integrated fiber Bragg
grating for retinal microsurgery,” IEEE Trans. Biomed. Eng., vol. 61, no. 2,
pp. 522–534, Feb. 2014.

[19] M. D. de Smet et al., “Robotic assisted cannulation of occluded retinal
veins,” PLoS one, vol. 11, no. 9, 2016, Art. no. e0162037.

[20] H. Yu, J.-H. Shen, R. J. Shah, N. Simaan, and K. M. Joos, “Evaluation
of microsurgical tasks with OCT-guided and/or robot-assisted ophthalmic
forceps,” Biomed. Opt. Exp., vol. 6, no. 2, pp. 457–472, 2015.

[21] S. L. Charreyron, Q. Boehler, A. N. Danun, A. Mesot, M. Becker, and
B. J. Nelson, “A magnetically navigated microcannula for subretinal
injections,” IEEE Trans. Biomed. Eng., vol. 68, no. 1, pp. 119–129, 2020.

[22] F. Ullrich, J. Lussi, V. Chatzopoulos, S. Michels, A. J. Petruska, and
B. J. Nelson, “A robotic diathermy system for automated capsulotomy,”
J. Med. Robot. Res., vol. 3, no. 1, 2018, Art. no. 1850001.

[23] W. Sun, S. Patil, and R. Alterovitz, “High-frequency replanning under
uncertainty using parallel sampling-based motion planning,” IEEE Trans.
Robot., vol. 31, no. 1, pp. 104–116, 2015.

[24] D. Glozman and M. Shoham, “Image-guided robotic flexible needle steer-
ing,” IEEE Trans. Robot., vol. 23, no. 3, pp. 459–467, Jun. 2007.

[25] C. E. Reiley, E. Plaku, and G. D. Hager, “Motion generation of robotic
surgical tasks: Learning from expert demonstrations,” in Proc. Annu. Int.
Conf. IEEE Eng. Med. Biol., 2010, pp. 967–970.

[26] A. Murali et al., “Learning by observation for surgical subtasks: Multi-
lateral cutting of 3D viscoelastic and 2D orthotropic tissue phantoms,” in
Proc. IEEE Int. Conf. Robot. Automat., 2015, pp. 1202–1209.

[27] B. Keller et al., “Optical coherence tomography-guided robotic oph-
thalmic microsurgery via reinforcement learning from demonstration,”
IEEE Trans. Robot., vol. 36, no. 4, pp. 1207–1218, Aug. 2020.

[28] A. Takacs et al., “Review of tool-tissue interaction models for robotic
surgery applications,” in Proc. IEEE 12th Int. Symp. Appl. Mach. Intell.
Inf., 2014, pp. 339–344.

[29] N. Chentanez et al., “Interactive simulation of surgical needle insertion
and steering,” in Proc. ACM SIGGRAPH papers, 2009, pp. 1–10.

[30] I. Lenz, R. A. Knepper, and A. Saxena, “DeepMPC: Learning deep latent
features for model predictive control,” in Proc. Robot. Sci. Syst., Rome,
Italy, 2015.

[31] G. Williams et al., “Information theoretic MPC for model-based rein-
forcement learning,” in Proc. IEEE Int. Conf. Robot. Automat., 2017,
pp. 1714–1721.

[32] G. Mamakoukas, M. L. Castano, X. Tan, and T. D. Murphey, “Derivative-
based Koopman operators for real-time control of robotic systems,” IEEE
Trans. Robot., vol. 37, no. 6, pp. 2173–2192, Dec. 2021.

[33] B. Keller et al., “Real-time corneal segmentation and 3D needle tracking
in intrasurgical OCT,” Biomed. Opt. Exp., vol. 9, no. 6, pp. 2716–2732,
2018.

[34] P. J. Besl and N. D. McKay, “Method for registration of 3-D shapes,” Sen-
sor Fusion IV: Control Paradigms Data Structures, vol. 1611. International
Society for Optics and Photonics, 1992, pp. 586–606.

[35] V. Scorcia, M. Busin, A. Lucisano, J. Beltz, A. Carta, and G. Scorcia,
“Anterior segment optical coherence tomography-guided big-bubble tech-
nique,” Ophthalmol., vol. 120, no. 3, pp. 471–476, 2013.

[36] H. Akaike, “Autoregressive model fitting for control,” in Selected Papers
of Hirotugu Akaike. New York, NY, USA: Springer, 1998, pp. 153–170.

[37] W. Edwards, G. Tang, G. Mamakoukas, T. Murphey, and K. Hauser,
“Automatic tuning for data-driven model predictive control,” in Proc. IEEE
Int. Conf. Robot. Automat., 2021, pp. 7379–7385.

[38] B. Stellato, G. Banjac, P. Goulart, A. Bemporad, and S. Boyd, “OSQP:
An operator splitting solver for quadratic programs,” Math. Program.
Comput., vol. 12, no. 4, pp. 637–672, 2020. [Online]. Available: https:
//doi.org/10.1007/s12532-020-00179-2

[39] P. K. Bhullar et al., “Intraocular pressure and big bubble diameter in deep
anterior lamellar keratoplasty: An EX-Vivo microscope-integrated OCT
with heads-up-display study,” Asia-Pacific J. Ophthalmol. Philadelphia,
PA, USA, vol. 6, no. 5, pp. 412–417, 2017.

https://doi.org/10.1007/s12532-020-00179-2
https://doi.org/10.1007/s12532-020-00179-2


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


