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Synchronization of Moving Chaotic Robots
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Abstract—In this letter we introduce a robotic system ruled by
the interaction mechanisms of the mathematical model for syn-
chronization of moving chaotic agents discussed in [1]. Our aim
is to provide a proof-of-concept demonstrating the applicability
of the theoretical model in a real scenario where factors commonly
neglected in numerical simulations such as parameter mismatches,
noise, message loss, and deviations from planned movements are
present. The experimental setup is based on a team of Elisa-3
robots, each of them carrying an internal variable with chaotic
dynamics. The robots move as independent random walkers and,
when in the proximity of other units, exchange information on the
state variables of the associated chaotic oscillators. We contrast our
results with a theoretical analysis based on the master stability func-
tion and show that the mismatches and non-idealities of the system
do not hamper synchronization of the units, but a regime of robust
synchronization emerges, under given conditions on the parame-
ters of agent motion and on the system dynamics. Synchronization
emerges also in the presence of a significant loss of messages in
the communication among robots, while the entire repertoire of
dynamical behaviors of the theoretical model is observed when the
loss of messages is reduced acting on the communication system.

Index Terms—Chaotic oscillators, control of complex systems,
synchronization, teams of robots, time-varying networks.

I. INTRODUCTION

YNCHRONIZATION is a universal phenomenon found
S in many natural and artificial systems wherein the units
interact with each other giving rise to a homogeneous coherent
dynamical behavior or, even more interestingly, to a pattern
of spatially-diversified coordinated motions [2], [3], [4].
The introduction of the appropriate mathematical formalism
to describe the oscillatory dynamics of the units and the
way in which they interact allowed to derive fundamental
theoretical results unveiling the underlying mechanisms of the
phenomenon. In this way, it has been possible, for instance, to
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characterize the conditions for the stability of synchronization
not only in networks of pairwise couplings [5], [6], but also in
structures with multi-body interactions, such as hypergraphs
and simplicial complexes [7]. Likewise, the type and the critical
point of the transition from incoherent to synchronous motion,
the path to synchronization, the onset of synchronous clusters,
and the properties of several diverse patterns of synchronization
such as chimera states have now been elucidated [5], [6].

Compared to the large body of studies on theoretical aspects of
synchronization, the number of papers focusing on experimental
characterization of the phenomenon in networks of coupled
oscillators is more limited. To carry out such investigations,
typically mechanical systems (e.g., metronomes, pendulums,
clocks), lasers, or electronic circuits are used [8], [9], [10],
[11], [12], [13]. The experimental setups considered in these
works, especially the ones based on electronic circuits, are
often designed to allow the reconfiguration (and tuning) of the
couplings, in order to explore the effect of the structure of
interactions on the global dynamical behavior of the system.
Still, most of these studies focus on structures having a topology
fixed in time. However, oscillators that interact according to
the links of a time-varying network produce a rich scenario of
dynamical behaviors where diverse patterns and synchronization
phenomena may emerge [14].

The focus of this work is the experimental characterization of
one of such scenarios, specifically of a case study where the time-
varying nature of the couplings among units is inherited by their
motion. In more detail, we consider a set of mobile robots, each
associated to a chaotic oscillator, that interact when they are in
the proximity of other units. The robots move as random walkers
in an arena and exchange information on the state variables of the
chaotic oscillators only with robots that are at a distance lower
than a given radius. In this way, the oscillators associated to
the robots are coupled with time-varying links, whose presence
or absence is determined by the robot positions in the arena.
Based on the information received from the neighbors, each
robot then modifies the dynamical evolution of its state, such
that the motion characteristics ultimately determine whether in
the multi-agent system synchronization may emerge or not.

Our work leverages the results of the theoretical model pro-
posed in [1], where it is shown that synchronization depends on
the interplay of the dynamical features of the chaotic oscillator
and the motion characteristics. In particular, for some oscil-
lator dynamics, synchronization is promoted by large enough
values of the agent density, in a scenario recalling quorum
sensing and crowd synchrony that may be observed in bacterial
populations [15]. In addition, the system readily prompts for
a form of spatial pinning control, where, by acting only on
agents lying in a smaller portion of the whole arena, one may
control synchronization in the entire multi-agent system [16].
Notice that in this model oscillator dynamics and motion are
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decoupled, in contrast with swarming models where synchro-
nization refers to robot headings [17]. The model under consid-
eration is potentially relevant in scenarios where there is a re-
quirement to synchronize independent variables associated with
robots, which exhibit chaotic behavior (e.g., non-georeferenced
clocks), or in situations where chaotic dynamics encode a quan-
tity that needs to be measured in a distributed manner.

The motivation of this work is twofold. First, it aims at
providing an experimental validation of the mathematical model
for synchronization in a network of mobile agents. This is
particularly important in view of the multifaceted factors that are
often neglected in a numerical simulation but are unavoidable in
a physical implementation of a model. For instance, parametric
mismatches and component non-idealities can indeed have a
deep impact on the dynamical behavior that emerges in a system
composed of many interacting units [18]. Second, the availabil-
ity of physical (e.g., as in this case, robotic) implementations
of mathematical models of interacting units can pave the way
to experimental validations of the fundamental mechanisms of
interactions at work in real complex systems that, for their
nature, have less controllable parameters. This is the case for
instance of social systems or some bacterial populations where
some or all the parameters ruling the system may be difficult to
control.

Our work shares the intent of other papers that have pro-
posed robotic implementations of other mathematical models
of complex systems. For instance, a special case of consensus
dynamics, known as the naming game, has been implemented
using kilobots [19]. The same robotic platform has also been
used to apply consensus dynamics to find the best-of-n solution
through a voter model in [20]. Instead, in [21] the collective
dynamics arising from face-to-face interaction networks has
been investigated through distributed and decentralized control
of ateam of 6 Elisa-3 robots. Synchronization dynamics has also
been studied via robotic implementations. For instance, in [22],
[23] the case of pulse-coupled oscillators via swarms of e-puck
robots has been dealt with, whereas the theoretical model of
swarmalators, namely mobile agents where the motion headings
are the variables used in the synchronization process, has been
implemented using both teams of small wheeled robots and
drones [24], [25]. However, to the best of Authors’ knowledge,
our work provides the first robotic implementation of the model
of mobile continuously-coupled chaotic oscillators presented
in [1].

The rest of the letter is organized as follows. In Section II the
mathematical model of the interacting mobile agents is briefly
recalled. In Section III the robotic implementation of the model
is described. In Section V the obtained results are illustrated.
Finally, in Section VI the conclusions of the letter are drawn.

II. SYNCHRONIZATION IN NETWORKS OF MOBILE
OSCILLATORS

Before introducing the model of coupled mobile oscillators,
we first briefly recall the notion of proximity graph and tempo-
ral proximity graph [14]. In proximity graphs, also known as
random geometric graphs, the nodes are distributed uniformly
in a random way in a two-dimensional Euclidean space and
connected to each other if their relative distance is smaller
than a given threshold, namely the interaction radius r. Let
us indicate with y; = [y;1,v:2]T (i =1,..., N) the positions
of the NV nodes of the proximity graph in a two-dimensional
rectangular space of size L,, x L,,, and let us indicate with
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Aij (4,5 =1,..., N) the coefficients of the N x IV adjacency
matrix of the graph, then

Ajj=1eyi—yjll<r (D

and A;; = 0 otherwise. Here, || - || indicates the Euclidean norm
in R?, thatis, [ly; — y;ll = v/(yi1 — y;,0)% + (vi2 — yj.2)%

Temporal proximity graphs extend the notion of proximity
graphs to account for time-varying links [14]. In more detail,
nodes are now agents able to move in time, and therefore their
position and neighborhood can change in time. Let y;(t) =
[yi1(t),yi2(t)]T withi = 1,..., N indicate the agent positions
at time ¢, and let us extend the rule for linking two nodes in the
time-varying case. We consider two agents connected at time ¢
if, at that time, their distance is less than the interaction radius
r. In this way, we obtain a time-varying matrix A(¢) whose
coefficients are given by:

Aijt) =1 [lyi(t) —y; (@) <7 (2)

and A;;(t) =0 otherwise. Notice that temporal proximity
graphs represent a class of temporal networks, as the model
is fully specified only when the rule of motion for the agents is
given. The model is particularly suited for agents equipped with
limited sensing/communication capabilities, where 7 represents
the maximum distance at which the communication system
between robots can operate [26].

Let us now illustrate the model of coupled mobile oscilla-
tors at the basis of our robotic implementation. Following [1],
we now associate a dynamical state x;(¢) € R™ to each agent
1 =1,..., N of the system. The evolution of these variables is
ruled by the dynamical equations of a nonlinear oscillator that is
coupled with the other agent variables according to a temporal
proximity graph:

N
).(1' = f(Xi) —+ O'ZAij(t)B(Xj — Xi) (3)

j=1

for i =1,...,N. Here, f is the uncoupled dynamics of the
dynamical oscillator, B € R™*" is the inner coupling matrix,
and o the coupling strength. In the model, the evolution of
the dynamical variables of the oscillators is influenced by the
agent motion through the matrix A(¢). In this way, the motion
type and characteristics influence the dynamical process, while
no interaction from the dynamical process to the motion is
considered, as, instead, occurs in swarmalators systems [27].
In the original work [1], agents are let move as random walkers
in a planar space of size L and periodic boundary conditions.
At each step of the random walk, each agent is moving with a
direction of motion 6;(t) drawn from a uniform distribution in
[0, 27[, and fixed velocity modulus v. In addition, with a given
probability, named jumping probability, agents were allowed to
perform jumps into fully random positions of the plane.

In view of the robotic implementation, the model that we
consider is slightly different. First, rather than periodic boundary
conditions we assume that, at the boundaries of the arena, agents
turn into random directions to avoid hitting the walls delimiting
the space where they move. Second, we focus on the case of zero
jumping probability, as its effect is equivalently reproduced by
using a large enough agent velocity v. Taking into account these
considerations, the dynamical equations for the update of the
agent positions can be expressed as follows:

Yi (tm + TJM) =Yi (tm) + TMmVi (tm) 4
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wherei =1,...,N,v;(t,,) = velittm) and 70y =t — tm1
Vm. The heading of agent i, 6; (t,,) = 7;(t,), is updated at each
time step t,, through 7;(t,,), an independent random variable
drawn with uniform probability in [—, 7]. In the mathematical
model, (4) are used to simulate the motion of robots/agents
considered as mass-less points. In the experiments, the robot
velocity is controlled to realize random walk, by fixing the
modulus and randomly updating the headings.

From the positions of the agents, the matrix .A(¢) can be
obtained using (2). Specifically, since the motion direction is
updated at time intervals of length equal to 7,7, in (3) we
consider that A(t) = A(t,,) for t,, <t < t;,41. In addition,
the neighborhood of agent ¢ at time ¢,,, can be calculated as

M(t'm) = {] : “Yj(tm) - Yi(t'm)H < T} (5)

from which we get N;(t) = N;(t) for ty, <t < tpy1.

As result of the time-varying interactions that arise during
agent motion, the coupled oscillators of (3) may synchronize,
that is, their state variables may converge to acommon trajectory
where x1 () = x2(t) = ... = xy(t). The level of synchroniza-
tion of the system can be evaluated through the synchronization
error, defined as:

N

3(t) =D > lIxilt) = x;(0)] (6)
i=1 j=1,
J#i
The system synchronizes if lim;_, ., §(¢) = 0. In [1] the con-
ditions for the onset of synchronization in this system have
been derived by using an approach combining together the fast
switching method and the local analysis of stability via the
master stability function. A key role is played by the param-
eter Piny = %2’), representing the probability that two agents
interact. In particular, this parameter can be changed by vary-
ing the agent density p = N/(L,, L,,) or the radius . Two
scenarios, exemplified by the following case studies, emerge for
synchronization. To illustrate them, we fix as the nodal dynamics
the Rossler oscillator [28], i.e., a paradigmatic chaotic system
for the study of synchronization, that, by varying the way in
which the units are coupled, can display the different scenarios
we are interested in. In our robotic implementation each of the
Rossler oscillators is implemented in a robot of the team, which
numerically integrates the oscillator equations and memorizes
its state variables.
Consider first the following system of coupled Rossler oscil-
lators:
Tj1 = —Tj2 — T3
Tia =1 +avis+o Z;Vﬂ A () (2 — 242) N
iq;,:; =b + xi,g(xi,l — C)

withi = 1,..., N. The parameters a, b, and care settoa = 0.2,
b=0.2, ¢ =7, such that the uncoupled dynamics is chaotic.
When coupled through a network with static links, this system
has a master stability function of type II, which means that syn-
chronization may be achieved for any network with large enough
coupling [29]. In the case of mobile oscillators, the analysis
carried out in [1] leads to the conclusion that synchronization is
obtained when the agent density p is such that p > ﬂ‘j;g, where
a. = 0.157. This result is particularly interesting as a similar
density-dependent behavior is found in some real systems, such
as yeast cell populations [15].
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Fig.1. Experimental setup including 6 Elisa-3 robots in an arena of dimensions
80 x 60cm. A computer receives data from the robots through a 2.4 GHz
radio link and both RGB and IR camera mounted over the arena through USB
connection.

Consider now the following system of Rdssler oscillators,
where, at variance of (7), coupling occurs through the first
variable:

i1 = —Tig— wig+0 Y0y Aiy(t) (@1 — i)
Tio = Ti1 +aT;2 (8)
' b+ z3(win —c)

T3

where the parameters are set as above. In this case, when coupled
through a network with static links, the system has a master
stability function of type III, which indicates that synchroniza-
tion may eventually be achieved only if some conditions on the
spectrum of their Laplacian matrix and on the coupling strength
o are satisfied [29]. For mobile oscillators, synchronization
in systems with type III master stability function requires the
following condition on the agent density: p € [-%, 22|,
where av; = 0.186 and oy = 4.614.

Notice that, although the condition for synchronization in both
cases is expressed as a function of the agent density, also the
agent velocity is an important parameter of the system. In fact,
for low values of the agent velocity, the system deviates from
the assumption of fast switching and the previous results are no
longer valid.

III. TEAM OF ROBOTS AND EXPERIMENTAL SETUP

In this work, we use Elisa-3 robots.! These are two-wheel
differential-drive robots with diameter d = 5 cm and height h =
3 cm. Each robot can detect obstacles and communicate with
other Elisa-3 units at a distance up to 5 cm, thanks to eight IR
sensors, uniformly distributed along the external circumference
of the chassis. Robots can also communicate with a computer
through a 2.4 GHz radio link. The two communication systems
(the local one and the computer-based one) are used to realize
two different implementations of our system of mobile chaotic
oscillators, which are described in detail in Section IV.

The experimental setup, shown in Fig. 1 includes N =6
robots moving in an arena of size L,, X L,,. AnIR and an RGB
camera are positioned above the arena, to capture the whole area
where the robots move. The IR camera allows us to track and
localize each robot inside the arena, by detecting the IR emitter

Thttps://www.gctronic.com/doc/index.php/Elisa-3


https://www.gctronic.com/doc/index.php/Elisa-3

TOMASELLI et al.: SYNCHRONIZATION OF MOVING CHAOTIC ROBOTS

placed on top of them. Camera data are acquired, processed and
recorded by a computer.

Each robot of the team is equipped with an 8-bit Atmel
ATmega2460 microcontroller that performs several tasks. It
handles the routine for motion control, local communication
with the other robots, communication with the central station,
i.e., the computer, and numerical integration of (3).

Robots are controlled to move as random walkers, while
always checking for potential obstacles (either the walls of the
arena or other units of the team). Each step of random walk
is realized by first rotating the robot in a randomly selected
direction (left or right) for a randomly selected duration of time
(this time is denoted as t,., and drawn from a uniform distribution
in the interval [0.1 s, 1 s]). Overall, this corresponds to rotate the
robot with an angle of rotation randomly drawn from a uniform
distribution in the interval [—,7]. Second, the robot moves
forward for a fixed duration of time ¢y = 2 s ata constant velocity
v = 6.cm/s. If, during this motion, an obstacle is encountered, the
robot heading is changed and, then, the robot proceeds straight
in the new direction for the remaining time up to ;.

During their motion, the robots iterate the calculation of the
state variables of the chaotic oscillators associated to them,
namely (3). The calculation is carried out in a distributed way,
as each robot ¢ only integrates, in single precision, the equations
related to its state variables x;. To this aim, either a fourth-order
Runge-Kutta method or a forward Euler method with fixed step
size equal to At = 0.025 has been used (here time is expressed
in the arbitrary time unit of the dynamical evolution of the
chaotic oscillators). The robots provide a new value of the state
variables after an interval of time equal to ¢5. In the following,
we indicate as xf, with h = 1,2,..., the calculated samples.
At each iteration h, namely at time t;, = htg, the sample x?,
which represents the value of the state variables after a period
of time equal to hAt, will be available. The value of ¢ is, thus,
a limiting factor for the time required to integrate the chaotic
trajectory of the oscillators associated to the robots. Robots send
the values of all their state variables to the computer at each
t, = 100 ms. In this way, experimental data are collected and
available for post-processing, including the computation of the
level of synchronization achieved by the multi-agent system.

IV. COMMUNICATION AMONG ROBOTS

Interactions among robots occur through either the local com-
munication system or the vision-based virtual communication,
yielding two different implementations of the system of coupled
mobile oscillators. In the first case, using the local communica-
tion system, a fully decentralized and autonomous team of robots
is obtained. In the second case, the communication among robots
is not physical, but virtually simulated through the vision-based
localization and the central communication with the computer
via the radio link. The purpose of this second implementation is
to overcome the limitations of the local communication system
on board of the Elisa-3 robots and prove the general validity of
the proposed method.

A. Local Communication System

In the case of the fully decentralized implementation, the
communication among robots occurs through the local com-
munication system on board of each Elisa-3 robot. This local
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communication system has no transmission/reception queue and
allows to send one-byte packets with a throughput of about
1 B/s. A single scalar signal, encoding the coupling variable
in a one-byte packet, is sent via this communication system. In
more detail, each robot continuously checks if new messages
are received to detect nearby units and, when it detects another
unit, it allocates a sufficiently large window of time to retrieve
the information on the coupling variable of the other units.
Therefore, in contrast to the mathematical model presented in
Section II, which first computes the positions of the agents and
then uses (5) to calculate each agent neighborhood, the robotic
implementation takes into account all data received from nearby
units within time intervals of length ¢. Assuming that robot @
has correctly received the data from all its neighbors during the
time interval of length ¢, the neighborhood of agent ¢ at time
step ty, is, thus, given by:

Ni(tn) =47 : ly; () — y:(t)] < r for some ¢’ € [th,l,th(}g})
where r is set to 10 cm, which corresponds to the maximum
communication distance achievable through the use of the IR
sensors of the local communication system.

However, since communication is not perfect and some of the
messages may be lost, the actual neighborhood of each robot is a
subset of the ideal one, namely \; (t5,) C N; (). Consequently,
unlike the original mathematical model where interactions are
mutual and the adjacency matrix is symmetric, in the robotic
implementation, when a unit receives a message from another
robot, it cannot be taken for granted that the latter also receives
the message from the former, and, in general, the adjacency
matrix describing interactions is no longer symmetric.

Algorithm 1 summarizes the main steps of the robot con-
trol law in the case of the implementation based on the lo-
cal communication system. In illustrating the algorithm, we
consider the case in which the evolution of the robot state
variables is described by (8). The steps are the same when
the dynamics is ruled by (7), with the exception that each
robot now broadcasts x?z (rather than a:? 1) and uses a cou-

pling term given by v; = 0 3¢ 1,,)(%j,2 — @i,2) (rather than
Vi = 0D jenitn) (@1 — Ti1)).

Notice that the communication between the computer and
the robots is only used to collect the experimental data, so that
Algorithm 1 is fully decentralized.

B. Virtual Inter-Robot Communication System

In the second implementation the robots do not communicate
in a direct way, but through the central communication via the
radio link. The robots periodically send the value of their status to
the central station, namely the computer. In addition, the robots
are tracked through the IR camera mounted above the arena, in
order to determine their positions. From them, the neighborhood
of each robot is calculated by the computer that sends the appro-
priate information about the state of the neighbors to each robot
of the team. In more detail, the computation of the neighborhood
occurs in a way similar to the mathematical model discussed in
Section II, namely by computing:

Ni(tn) = {7 : 135 (tn) = Filtn)ll < r}

where ¥ (¢1,) is the position of each robot k (withk = 1,...  N)
detected by the tracking software at time step t;,. In contrast to

(10)
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Algorithm 1: Implementation Based on the Local Commu-
nication System: Robot 7.

Algorithm 2: Implementation Based on the Virtual Inter-
Robot Communication System: Robot 7.

Parameter
Initialization
1 while rrue do
2 Random walk with obstacle avoidance
3 Send xf} to the central station
4 Broadcast a:ffl to neighboring units via the local
communication system

ta, boc oty ts, At
: x? = rand, ¢ = getCurrentTime

5 Check IR sensors
6 if messageReceivedFromRobot == true then
7 | Update NV;(ts) as Eq. (9)
8 end
9 if (getCurrentTime — t) > ts then
10 Compute the coupling term
Yilth) = 0 2 jen, (1) (Ti1 — Ti,1)
11 Update xzh through the integration algorithm
12 Reset the coupling term
13 t = getCurrentTime
14 end
15 end

the fully decentralized implementation of Section IV-A, where
r is constrained by the local IR-based communication system,
here r is a free parameter. The importance of varying this
parameter is twofold. On the one hand, it allows to theoretically
study the effect of the radius on synchronization in the coupled
mobile oscillators. On the other hand, in phase of design and
development of a more close-to-the-market prototype, it can be
used to determine the requirements of the local communication
system to operate the robots.

Using the virtual inter-robot communication system results
in all interactions being mutual, such that the adjacency matrix
is symmetric. In addition, the time window for neighborhood
detection is no longer constrained by the limited throughput of
the local communication system. As the radio link bandwidth
is Bw=1 kHz, the communication duration between robots and
the corjr\lfputer depends on the number of agents and is given by
ta = 5, Therefore, to ensure that each robot properly receives
the coupling term from the computer at each time step ¢, ¢ has
to be selected such that £, > 4.

To properly operate, the tracking system needs calibration.
First, a linear calibration of the 2D vision system is carried
out to transform the robot position from pixel to real-world
coordinates [30]. This step needs to accomplished only once
the setup is established. Instead, at the beginning of each ex-
perimental session, exposure, brightness, and contrast of the IR
camera are all tuned. Finally, at the beginning of each run, a
third calibration step is performed: each robot spins one at a
time, so that the tracking software is able to associate the moving
robot with the corresponding ID. Algorithms 2 and 3 summarize
the tasks performed by each robot and by the computer in this
implementation.

V. RESULTS

In this section, we discuss the results of a series of exper-
iments carried out using the setup described in Section III.
To quantitatively evaluate synchronization of the oscillators
associated with the robots, we consider the temporal average
of the synchronization error 0(¢) defined in (6) in the last part

of the experiment, namely we calculate (§) = == | Z - 0(t)dt,
where 7' is the overall duration of each experiment. Videos

Parameter ta, bty ts, Al
Initialization : xlh = rand, ¢t = getCurrentTime
1 while true do

2 Random walk with obstacle avoidance

3 Send x? to central station

4 if A message from the central station is received then

5 Get the value of the coupling term ~; by decoding the
message

6 end

7 if (getCurrentTime — t) > ts then

8 Update xlh through the integration algorithm

9 t = getCurrentTime

10 end

11 end

Algorithm 3: Implementation Based on the Virtual Inter-
Robot Communication System: Central Station.

Parameter o, N, 7, tp, ts
Initialization : ¢t = getCurrentTime
1 Perform linear calibration
2 while true do

3 if A message from robots is received then

4 ‘ Get x" by decoding the message

5 end

6 if (getCurrentTime — t) > ts then

7 Track the robot positions

8 fori=1:N do

9 Compute N;(tp) as in Eq. (10)

10 Compute the coupling term
Yiltn) =0 2 jenty) (@1 — @i,1)

11 Send ~y; to robot ¢

12 end

13 t = getCurrentTime

14 end

15 end

of two representative experiments (one for each implementa-
tion) are available as supplementary downloadable material at
https://ieeexplore.ieee.org.

A. Experiments With the Local Communication System

We start by illustrating the experiments with the implemen-
tation employing the local communication system described in
Section IV-A. First, we show the effect of the coupling strength o
on the system dynamics, and then discuss how the robot density
affects the synchronization error.

In all the experiments, the robots perform a random walk
at a velocity of v = 12 cm/s, with t; = 2 s and ¢, € [0.1s, 1s].
Moreover, due to the low throughput of the local communication
system, ¢4 has been selected as t; = 0.7 s. This is a quite large
value which constrains the duration of the whole experiment, set
to T" = 2400 s, in order to observe a sufficiently large number
of oscillations of the chaotic systems associated to the robots.

Preliminarily to a systematic analysis of the system behavior,
we discuss two experiments with two different values of o (0 =
0 and o = 2), while maintaining the robot density fixed, using
N = 6 robots and an arena of dimensions L,; = Lyo = 30 cm.
In these experiments, the dynamics of the oscillators associated
to the robot are ruled by (7). After proving here the viability of
the approach with these dynamics, in the rest of the letter we
will then consider only (8), as a master stability function of type
IIT represents the most challenging and general case.
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Fig. 2. Implementation based on the local communication system: temporal
evolution of the state variables x; 1 (t) (experimental results on ateam of N = 6
Elisa-3 robots). (a) 0 = 0. (b) o = 2. The other parameters are fixed as L, =
Ly, =30cm,ts =0.7s, N =6,ty =2s,v==06cm/s, T = 2400 s.

Fig. 2(a) illustrates the time evolution of the state variables
a:m(t) for o = 0. Under this condition, the dynamical oscillators
are decoupled from each other, regardless of robot motion,
such that each oscillator evolves without synchronizing with
the ones at the other units. Accordingly, the value of the average
synchronization error is large, (§) = 11.6.

The time evolution of the state variables x; 1 (¢) in the second
experiment, where the coupling strength is fixed to o = 2, is
illustrated in Fig. 2(b). After a transient, the state variables con-
verge to acommon trajectory displaying a small synchronization
error, (9) = 0.99.

Next, we contrast the experimental results with the behav-
ior of the mathematical model discussed in Section II. In the
model, rather than performing the motion step of the random
walk in a single time interval, we consider a smaller step size
tq < Tar and check after each interval of fixed length ¢, whether
during its motion the agent finds an obstacle, which can be
one of the arena walls or another unit to be considered as a
neighbor. If no obstacle is encountered, then the full motion
step of length v7y, is performed; otherwise, the agent stops,
rotates to a random direction and, then, continues its random
walk.

For the purpose of comparison, we fix the model parameters
so that the agents move with a velocity of v = 0.6 at each time
step ¢, = 0.1, whereas 7); = 2. The interaction radius used in
(9) is fixed as » = 10 and the parameters for the integration
of (3) as At =0.025 and t, = 0.7. In addition, to emulate
the characteristics of the local communication system, in the
calculation of the coupling terms the values of the state vari-
ables of the neighboring units are encoded in 1 B. Finally, a
further parameter, indicated as p and representing the reception
probability of a message, is introduced in the model to account
for the possibility that a message is lost during communication.

The results of the numerical simulations are illustrated in
Fig. 3 which shows the case o = 2 for two different values of
p: p =1 in Fig. 3(a) representing the ideal scenario where no
messages are lost, and p = 0.7 in Fig. 3(b) where the value of
the reception probability has been empirically tuned to match the
experimental situation. When p = 1, we obtain a synchroniza-
tion error equal to (§) = 0, whereas, when p = 0.7, (§) = 1.56.
These results suggest that the non-zero synchronization error
observed in the experiment of Fig. 2(b) can be attributed to the
loss of messages during transmission between robots. Despite
the non-idealities of the local communication system, however,
the chaotic oscillators associated with the robots still reach a
quite small synchronization error, demonstrating the robustness
of the interaction mechanisms.
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Fig. 3. Implementation based on the local communication system: temporal
evolution of the state variables x; 1 (t) obtained for o = 2 (numerical results).
(a) p=1. (b) p = 0.7. The other parameters are fixed as L,, = Ly, = 30,
ts =0.7, N =6, 7y =2,t, =0, T = 2400, v = 0.6, t, = 0.1.
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Fig. 4. Implementation based on the local communication system: synchro-
nization error (d) vs. robot density p. Parameter values: t; = 0.7 s, ty =2s,
v==6cm/s, T = 2400s, 0 = 2.

We now move to illustrate the effect of different values of
the robot density. To tune this parameter, the dimensions of the
arena, namely L,, and L,,, have been changed while keeping
fixed the number of robots to six, i.e., N = 6. For these experi-
ments, the dynamics of the chaotic oscillators are given by (8),
with the coupling strength set to o = 2.

Fig. 4 shows the synchronization error (J) vs. agent density p
obtained from a series of experiments (black squares) contrasted
with the results of numerical simulations for p = 1 (depicted
in blue) and p = 0.7 (depicted in red). For the numerical sim-
ulations, the average error across 50 trials is presented for
each robot density value, with the shaded area proportional
to the corresponding standard deviation. We notice that in the
ideal scenario of no loss of messages during robot interaction
(p = 1) there are two transitions (from incoherent behavior
to synchronization and from synchronization back to a disor-
dered state), while in the experiments and in the numerical
simulations with p = 0.7 only the first transition appears. We
conclude that the loss of messages has a threefold effect: a
shift of the point where the first transition occurs, the absence
of a second transition in the considered range of values of
the agent density, and a small, but non-zero, synchronization
error.

B. Experiments With the Virtual Inter-Robot Communication
System

In this section, we illustrate the results obtained using
the virtual inter-robot communication system, as described in
Section IV-B. In particular, we first discuss the effect of the
robot density on the synchronization error, and then that of the
interaction radius.
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Fig. 5. Implementation based on the virtual inter-robot communication sys-
tem: synchronization error () vs. robot density p. Parameter values: ts = 0.1,
ty =2s,v=6cm/s, T =600s, 0 =2.

Asin Section V-A, the parameters regulating the robot random
walk are set to v = 12 cm/s, ty = 2 s and ¢, € [0.1s, 1s]. The
dynamics of the chaotic oscillators associated to the robots is
here given by (8) with o = 2, to study the dynamic behavior
characterizing a system with a master stability function of type
III. Finally, ¢, is selected according to the considerations dis-
cussed in Section IV-B, thatis, t; = 0.1 s > 4.

In this set of robot experiments, similarly to the experimental
campaign illustrated in Section V-A, we adjust the robot density
by changing the dimensions of the arena, without changing the
number of robots N. During the experiments, each lasting 7" =
600 s, the interaction radius is kept fixed to » = 10 cm. Notice
that, in this case, a smaller duration 7' for the experiments can
be selected in virtue of the smaller value of ¢, which allows to
have a longer trajectory of the dynamical oscillators associated
to the robots in a shorter time window.

Also in this case, the experimental results are compared with
the outcomes of the mathematical model simulating the scenario
of Section IV-B. The model parameters have been set such that
the units perform a movement with a velocity of v = 0.6 at each
time step t, = 0.1. Eqs (3) are integrated with A¢ = 0.025, and
the neighborhood is calculated from (10). The remaining param-
eters are set as in the robot experiments, namely 75, = 2 and
ts = 0.1. In contrast to the scenario discussed in Section V-A,
here there is no need to introduce a parameter to account for the
loss of messages, as, using the virtual inter-robot communication
system, this appears to be a negligible factor.

The results are illustrated in Fig. 5, which shows the exper-
imental synchronization error (4) vs. agent density p (black
squares) contrasted with the results of the numerical simulations
(the blue curve represents the average synchronization error
across 50 trials for each value of the robot density, while the
shaded area is proportional to the standard deviation). The
analysis of these results reveals two important differences with
the case dealt with in Section V-A. First, in the range of values of
p where synchronization is attained, the synchronization error is
smaller than the previous case: for instance in correspondence
of p = 6.7 x 1073 cm~2 we obtain (§) = 0.32. Second, the two
transitions characterizing synchronization in class III systems
are clearly visible in Fig. 5. Altogether, these findings reinforce
the conclusion that avoiding or at least reducing the loss of
messages in inter-robot communication is important to closely
reproduce the behavior of the theoretical model of synchroniza-
tion in moving agents.

Finally, we illustrate the effect of the interaction radius . To
this purpose, we consider a team of N = 5 robots moving in
an arena of dimensions L,, = L,, = 40 cm, corresponding to
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Fig. 6. Implementation based on the virtual inter-robot communication sys-
tem: synchronization error (&) vs. interaction radius 7. Parameter values:
Ly, =Ly, =40cm, ts =0.1s, N =5,ty =2s,v=06cm/s, T" =420 s,
o=2.

p=3.1 x 1072 cm~2, that interact with a coupling strength
o = 2 for a time window 7" = 420 s.

The results are illustrated in Fig. 6, which shows the syn-
chronization error (¢) vs. the interaction radius r for the robot
experiments (black circles) and the numerical simulations (the
continuous blue line is the average of 50 trials for each value of r,
while the shaded area is proportional to the standard deviation).
Also in this case, the synchronization error first decreases,
reaches a region where the oscillators are fully synchronized,
and then increases again.

Overall, the experiments described in this section yield the
conclusion that synchronization can be either induced or ham-
pered by tuning the interaction radius 7 or the robot density p.
Such an experimental observation corroborates the theoretical
expectations, as, under the assumption of very fast motion [1],
both r and p affect the probability that two robots interact at
some time. Specifically, the interaction occurs if the robots lie
in the area delimited by the radius 7 of their communication
system. Thus, the probability of interaction in a L, X L,,

arena is given by p;,,; = . Taking into account that agent

T
Lyl Ly2
densityis p = N/(L,, Ly, ), one gets the well-known expression
Dint = ”ﬁp . Therefore, synchronization ultimately depends on
the probability of interaction, p;,:, as expected.

VI. CONCLUSION

In this work we have proposed a robotic system for the study
of synchronization of chaotic oscillators associated to mobile
agents, starting from the theoretical model introduced in [1]. The
system should be intended as a proof-of-concept demonstrating
the applicability of the theoretical model in a real scenario. In
a more general perspective, this work constitutes an example
of a framework for the experimental validation of fundamental
interaction mechanisms in real-world complex systems that, for
their nature, are characterized by some parameters and quantities
that cannot be freely adjusted. In this way, a full experimentation
of complex systems, otherwise to be studied through theoretical
tools, can be enabled.

Throughout the letter, two different implementations of the
mechanisms of interactions among the robots are illustrated. In
the first case, the local communication system on board of the
robots is employed, such that the control law is fully distributed.
The finite bandwidth of the communication system proved to be
sufficient to elicit the synchronization behavior in the robots for
suitable values of the robot density and the coupling strength, but
not enough to observe the full repertoire of dynamical behaviors
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of the original model. Specifically, from the analysis of the
model, one expects the existence of two transitions as the agent
density is varied (from incoherent behavior to synchronization
and from synchronization back to incoherent behavior), but in
the experiments only the first transition was observed.

To prove that a local communication system with a larger
bandwidth can overcome the observed limitations, a second
implementation, this time based on a virtual communication
system among the robots has been investigated. The virtual
communication system simulates the interactions among robots
through central communication with a computer via radio link
and a camera monitoring the arena where the robots move. In
this way, the computer identifies the neighborhood of each unit
and calculates the corresponding coupling terms to be used in
the interaction among the chaotic oscillators associated with the
robots. This approach offers a higher communication through-
put, negligible message loss, and, furthermore, a wider set of
controllable parameters. For instance, the interaction radius,
which in the first implementation is fixed by the maximum
range of the local communication system, is a free parameter in
the second approach. Using this approach, it has been possible
to experimentally find also the second dynamical transition
observed in the theoretical model as a function of the agent
density. Even more importantly, having the possibility of varying
the interaction radius makes clear that the key quantity on which
synchronization depends is the interaction probability. Finally,
these findings highlight how a better local communication sys-
tem on board of the robots can yield a fully distributed robotic
system able to reproduce the entire dynamical repertoire of the
original model in a real-world scenario.
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