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Distributed Coverage Control for Spatial Processes
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Abstract—The present study addresses the challenge of effec-
tively deploying a multi-robot team to optimally cover a domain
with unknown density distribution. Specifically, we propose a dis-
tribute coverage-based control algorithm that enables a group of
autonomous robots to simultaneously learn and estimate a spatial
field over the domain. Additionally, we consider a scenario where
the robots are deployed in a noisy environment or equipped with
noisy sensors. To accomplish this, the control strategy utilizes
Gaussian Process Regression (GPR) to construct a model of the
monitored spatial process in the environment. Our strategy tackles
the computational limits of Gaussian processes (GPs) when deal-
ing with large data sets. The control algorithm filters the set of
samples, limiting the GP training data to those that are relevant to
improving the process estimate, avoiding excessive computational
complexity and managing the noise in the observations. To evaluate
the effectiveness of our proposed algorithm, we conducted several
simulations and real platform experiments.

Index Terms—Distributed robot systems, multi-robot systems.

I. INTRODUCTION

MULTI-VEHICLE systems have various applications, two
of which are coverage control and autonomous explo-

ration. In these applications, a group of networked robots work
together to explore an unknown environment and maximize its
coverage. This is achieved by coordinating the robots to concen-
trate in areas of higher interest, resulting in a more effective and
efficient exploration. The focus of this paper is on addressing the
spatial coverage problem [1] in an unknown environment with a
limited sensing range multi-robot systems. This approach, which
is based on Voronoi partitioning of the environment, ensures that
networked robots converge to a configuration that maximizes the
coverage of the environment’s most important areas. These areas
are defined by a probability density function that is specified
over the environment. In recent years, various coverage control
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strategies have been developed that consider heterogeneous and
limited robot capabilities [2], [3], as well as different scenarios
associated with different density functions [4], [5]. In most
cases, the density distribution is used to describe a spatial
process or phenomenon that a group of robots is responsible for
monitoring. However, it is commonly assumed that the density
function is known in advance to each of the robots involved.
This assumption cannot be applied when the multi-robot system
is deployed in an environment that is either partially known or
completely unknown. This work aims to address the problem of
efficiently sampling data and collecting information in order to
obtain an accurate reconstruction of a physical process. These
types of algorithms have been extensively studied in the field
of informative sampling and information gathering [6], [7]. The
GP is a commonly used tool for reconstructing a signal from a
limited number of samples and making predictions about the
signal across its domain [8]. It provides a statistical model
that characterizes the distribution over functions and enables
uncertainty quantification in the prediction process.

Control strategies to generate the trajectory for a single
robot with the aim to optimize the information gathering in
an unknown environment have been widely studied in the last
years [9], [10], [11]. Only a few works can be found in this
field that exploit a team of robots. A multi-robot approach has
been presented by [12], which is based on a discretization of the
environment exploiting Voronoi partitioning. Alternatively, the
work presented recently by [13] coordinates a group of robots
scheduling meeting points to exchange data.

Existing literature in this research field with multi-robot ap-
proaches typically neglects the optimal deployment of robots
based on the estimated process in the environment. Instead,
robots are usually directed towards areas that require sampling
to improve the accuracy of the estimation. This paper proposes
the use of a coverage-based control algorithm to optimize the
deployment of robots in the environment according to the density
distribution. This distribution is learned and estimated by the
robots through an exploration of the environment. GPs are
well-suited for this task as they provide both the estimation of the
spatial signal and the associated uncertainties across the domain
of estimation.

Some works have been recently dedicated to the problem
of multi-robot optimal coverage with the aim of cooperative
exploration and estimation of unknown processes [14]. In [15]
the authors focus on a methodology for regulating the sam-
pling process. The approach does not consider the exploration
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of unknown areas in the environment, nor does it address
the trade-off between exploration and exploitation. Instead,
the robots start from a spread configuration and then follow the
estimated density function once it has been estimated. In [16],
[17] the authors propose two control strategies that enable the
multi-robot team to optimally learn the spatial field and opti-
mally cover it. On the other hand, [18] primarily focuses on
the decentralized aspect of such control strategies. Differently,
in [19] the robots, starting in random positions, are coordinated
to optimally cover the spatial field, which is estimated from the
data sampled along the way. Moreover, no filtering strategy on
the acquired samples has been provided. Some works are more
focused on a real world implementation without considering
an optimal strategy to explore and cover the spatial process
with a multi-robot system [20], [21]. Other approaches divide
the control strategy in two different phases, an initial optimal
exploration phase to estimate the density function and a final
exploitation phase where the robots use the density function to
optimally cover the environment [22], [23]. It is noteworthy that
the issue of optimally balancing the coordination of a group
of robots for estimating a spatial field and their coordination
for optimal coverage of the same field remains a current topic,
which has been addressed by only a few studies [16], [17],
[18]. However, these studies have not taken into account the
computational complexity introduced by the GP regression, nor
have they considered a sampling strategy, which is essential
for obtaining an accurate prediction of the spatial field and
preventing excessive computational complexity.

Moreover, an issue that is generally ignored or only marginally
considered is the presence of noise in the environment or on the
sensors of the robots. Noise can have a significant impact on the
accuracy of the spatial process estimation and can lead to sub-
optimal robot deployment strategies. Therefore, it is important to
take into account the presence of noise and develop appropriate
filtering and control strategies to mitigate its effects. Kalman
filtering techniques can be exploited to deal with noise-corrupted
observations. However, these approaches assume that the state-
transition matrices in the estimation systems are known a priori,
which is usually not the case in practice [24]. In summary the
contributions of this work are as follows:
� A novel control strategy that optimizes the exploration and

exploitation trade-off to learn, estimate and cover a spatial
process with a team of robots, even with noisy observations.

� A novel approach to filter the collected data efficiently,
addressing the GP computational complexity.

� An efficient sharing of sampled data by the robot, making
it feasible to deploy a distributed approach.

II. NOTATION AND DEFINITIONS

We denote by N, R, R≥0, and R>0 the set of natural, real,
real non-negative, and real positive numbers. Given x ∈ R

n,
let ‖x‖ be the Euclidean norm. Let F(R2) be the collection
of finite point sets in R

2. We can denote an element of F(R2)
as P = {p1, . . . , pn} ⊂ R

2, where {p1, . . . , pn} are points in
R

2. With B(pi, R) = {x ∈ R
2|‖x− pi‖ ≤ R}, we denote the

closed ball in R
2 centered at pi with radius R, for pi ∈ R

2 and
R ∈ R>0.

The limited Voronoi partitioning is defined on a polygonal
environment inR2 following the idea presented in [2]. In the rest
of the paper, we will use Q ⊂ R

2 to denote the polygonal envi-
ronment to be covered by the robots. An arbitrary point in Q is
denoted by x ∈ Q. Let N(R)(pi,P) be the set of neighbors loca-
tions of the agent i in the sensing range with radiusR. ThenP is a
set of n points {p1, . . . , pn} in Q and Pi = {pi ∪N(R)(pi,P)}
the set of points including the robot position pi and its neighbors
locations. The limited Voronoi partitioning generated by P
consists of the set Vr(P) = {V r

1 (P1), . . . , V
r
n (Pn)}, where:

V r
i (Pi) =

{x ∈ B∩Q(pi, r) | ‖x− pi‖ ≤ ‖x− pj‖, ∀pj ∈ N(R)(pi,P)},
(1)

whereB∩Q(pi, r) = {Q ∩B(pi, r)} is the intersection between
the environment and the ball of radius r for robot i and r consists
in half of the sensing radius R: r = R/2. Two agents are said
to be Voronoi neighbours if V r

i (Pi) ∩ V r
j (Pj) 
= ∅. We refer

to [25] for a discussion about the Voronoi diagrams and to [2]
for information about the limited Voronoi partitioning.

III. BACKGROUND

A. Coverage Control

We will now briefly summarize the solution to the coverage
problem for the multi-robot system control previously intro-
duced in [2], upon which we build.

The control strategy is based on the definition of a perfor-
mance function that has to be maximized in order to obtain the
optimal coverage of the group of robots over Q.

Moreover, an integrable probability density function
φ : Q → R≥0 is defined to encode which are the areas of the en-
vironment Q with highest relevance. We have a limited Voronoi
partitioning Vr(P) of the environment Q into, so-called, n
Voronoi cells {V r

1 , . . . , V
r
n }, as depicted in [2].

The optimization function H : Q → R is defined as:

Hr
V(P) =

n∑
i=1

∫
V r
i

f(‖x− pi‖)φ(x)dx, (2)

where each agent covers its designated environment portion. The
performance function f(x) is chosen as in [2, Eq. (12)], for a
limited Voronoi partitioning, namely:

fr(x) = −min(x2, r2) (3)

We compute the gradient of the optimization function to solve
the optimization problem, obtaining:

∂Hr
V(P)

∂pi
= 2MV r

i
(CV r

i
− pi), (4)

as demonstrated by Theorem 1 in [2]. MV r
i

and CV r
i

are respec-
tively the mass and the centroid of the i-th limited Voronoi cell
V r
i . These elements are weighted by the Voronoi cell density

function φ of robot i at pi in V r
i ⊂ Q.
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Thus, the mass and centroid can be computed as follows:

MV r
i
=

∫
V r
i

φ(q)dq, (5)

CV r
i
=

1

MV r
i

∫
V r
i

qφ(q)dq. (6)

The solution to the coverage problem is achieved when each
agent is located at the centroid of its Voronoi cell, such that pi =
CV r

i
, ∀i. In particular, this is used to design the control input for

each robot that drives the multi-robot system to a configuration
that optimizes the coverage of the environment according to the
density function φ:

ui = k(CV r
i
− pi), (7)

where k ∈ R>0 is a proportional gain. The limited Voronoi
partitioning Vr(P) of the region Q is continuously updated with
the control input. More details on coverage control and the used
methodology can be found in [1], [2], [26].

B. Gaussian Process Regression

GPs are a powerful tool that can be used to model an unknown
function starting from a few samples and have the ability to
provide the uncertainty over the predicted values of the func-
tion [27]. In particular, a GP defines a prior distribution over the
space of functions such that, together with the observed data, it
can lead to a posterior multivariate Gaussian distribution able
to predict the function behaviour. A GP is completely specified
by its mean function μ(x) and covariance function k(x, x′). Let
φ(x) be the environmental spatial process that the GP has to
model, then, μ(x) represents the expected value of φ at input
x, and k(x, x′) represents the correlation between two variables
x and x′. We assume the robots’ sensory observations of the
spatial process are white Gaussian noisy measurements:

y = φ(x) +N (0, σ2
r). (8)

Thus, we define the set of noise values for every robot sensor as
ν = {σr,1, σr,2, . . . , σr,n}.

In the GPR, we have that φ(x) can be modeled as a GP:

φ(x) ∼ GP(μ(x), k(x, x′)). (9)

Without loss of generality, to simplify the notation and to reduce
the computational complexity, we consider a zero-mean GP. This
assumption can be done since the zero-mean assumption is on
the prior distribution, the posterior will have an updated non-zero
mean according to the observations. The mean function allows
to incorporate prior knowledge or beliefs about the underlying
data before observing any actual data points. A GP with a mean
μ(x) 
= 0 can be treated by a change of variables. The learning
and the estimation of the process is defined by the so called
kernel k(x, x′). The kernel has to be chosen according to the
type of the function we want to estimate, e.g. periodic, linear,
quadratic, etc. Since we are assuming the spatial process has a

smooth behaviour, we consider a squared exponential kernel:

k(x, x′) = σ2
f exp

(
−‖x− x′‖2

2λ2

)
, (10)

where λ and σf are hyper-parameters that can be estimated
from the sampled data by maximizing the likelihood func-
tion. We have the observations Dt = {Xt, yt} collected by
the robots until time t, with Xt = [x1, . . . , xn] the set of the
visited locations. The objective is to predict spatial process
values in unvisited locations X∗ = [x∗

1, . . . , x
∗
n]. Hence, we can

define the covariance function k(X∗, X∗) and the predicted
values φ∗ = [φ(x∗

1), . . . , φ(x
∗
n)]. Applying Bayesian theorem,

as in [27], reveals φ∗’s conditional distribution:

(φ∗|Xt, yt, X
∗) ∼ N (μ(X∗|Dt),Σ(X

∗|Dt)), (11)

which is a multivariate normal distribution with mean:

μ(X∗) = k(X∗, Xt)
T [k(Xt, Xt) + σ2

νI]
−1yt (12)

and covariance matrix:

Σ(X∗) = k(X∗, X∗)− k(X∗, Xt)
T [k(Xt, Xt)

+ σ2
νI]

−1k(X∗, Xt) (13)

where k(X∗, Xt) is a covariance vector. The spatial process
estimation is associated with the mean of the distribution, while
the uncertainty of this estimation is described by the covariance
matrix. The process predicted values are strongly influenced
by how similar the observed data Xt are to the points X∗ that
we want to predict. This correlation is described by the kernel
k(X∗, Xt).

The kernel hyper-parameters λ, σf , σν are unknown and need
to be inferred from the sampled data. The estimation of the
hyper-parameters can be optimized by maximising the marginal
(log) likelihood function. Given the observations Dt and the
hyper-parameters θ = (λ, σ2

f , σ
2
ν), the log marginal likelihood

function can be expressed in closed form:

log p(y|X, θ) = −1

2
yTK−1

y y − 1

2
log |Ky| − n

2
log 2π (14)

where Ky = K(Xt, Xt) + σ2
νI . For more details the reader is

referred to [27], [28].
It should be emphasized that the computational complexity

of GPs can become a significant issue when dealing with large
datasets [29], [30], especially if the control algorithm is executed
on board the robots. In particular, the algorithm has a time
complexity of O(N3) and a memory complexity of O(N2),
where N represents the total number of sampled data. The pres-
ence of noise in the observations directly impacts not only the
estimate but also the associated uncertainty and computational
complexity. This is due to the fact that an increased number
of samples is needed to enhance the accuracy of the process
estimate. As a result, the algorithm can be hardly executed
onboard the platforms in the presence of high noise and large
datasets.
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IV. PROBLEM STATEMENT

In this work we get rid of the assumption that the density
function φ(x) in (2) is known beforehand. For this reason,
we need to define a strategy that allows the robots to learn
and estimate online the spatial process from the data sampled
during the motion. We consider a multi-robot system constituted
by n robots that move in a 2-dimensional space. We assume
each robot to be modeled as a single integrator system,1 whose
position pi ∈ R

2 evolves according to

ṗi = ui, (15)

where ui ∈ R
2 is the control input, ∀i = 1, . . . , n. The set of

robots is represented by P = {p1, . . . , pn}. We consider the
following setting:

1) Convex unknown environment: The multi-robot system
has to maximize coverage of an unknown spatial field
distributed in the environment, a convex polytope Q.

2) Time invariant signal: The signal does not evolve over
time and is therefore considered time invariant.

We also consider the following assumptions:
1) Limited sensing capabilities: Each robot is able to measure

the position of neighboring robots and objects, and to
detect the boundaries of the environment Q within its
limited sensing range. This allows the computation of the
limited Voronoi partitioning of the environment as defined
in (1).

2) Communication capabilities: The team of robots pos-
sesses restricted communication capabilities, enabling the
exchange of information and data only when the robots are
within their respective sensing ranges.

3) Spatial process behaviour: The behavior of the spatial pro-
cess in the environment exhibits a smooth characteristic,
making it suitable for modeling through the use of a GP
with a Squared Exponential Kernel.

4) Noisy observations: Sensor sampling is affected by noise
that varies depending on the quality of the sensor.

The problem in this paper is formalized as follows:
Problem 1: Define a distributed control strategy that en-

ables a multi-robot system to optimally explore and estimate
an unknown spatial field while concurrently covering it in the
environment Q, in the presence of noisy observations.

V. EXPLORATION-EXPLOITATION PROBLEM

The primary objective of this study is to perform efficient
exploration of the unknown spatial field and utilize GPs to
learn and optimally cover the environment. By leveraging the
information obtained from the GP, the robot can concentrate their
coverage efforts on the areas of higher interest. Equation (11)
provides the distribution of the density function: the mean
function corresponds to the estimation, while the covariance

1We would like to remark that, even though the single integrator is a very
simplified model, it can still effectively be exploited to control real mobile robots:
using a sufficiently good trajectory tracking controller, the single integrator
model can be used to generate velocity references for widely used mobile
robotic platforms, such as wheeled mobile robots [31], and unmanned aerial
vehicles [32].

function represents the uncertainty associated with the estima-
tion. Bayesian Optimization relies on an essential component
known as the acquisition function, which plays a crucial role
in balancing the trade-off between exploration and exploita-
tion [27]. This function combines both the mean and variance
to formulate a criterion that maximizes utility, facilitating the
process of learning about the function or utilizing its information
effectively. In coverage-based control, the multi-robot system
employs a substitute for the density function that coincides with
an acquisition function, in our study:

φ′
t(x) = σt−1(x) +Wtμt−1(x), (16)

where σt−1(x) =
√

Σt−1(x, x) is the standard deviation. The
weight Wt is a term introduced in order to balance the explo-
ration and exploitation process. We propose a novel approach for
defining the weight Wt, which is selected according to the pref-
erence over the trade off between exploration and exploitation
and is defined by:

Wt = C1 arctan(C2t). (17)

The idea behind this definition is that, during the initial phase,
the environment is inherently unknown. Consequently, we prefer
a strategy that prioritizes exploration by the robots. As time
progresses, the variable Wt gradually converges to a value
that strikes a balance between the exploration and exploitation
behaviors of the robots. The constants C1 and C2 are chosen by
the user to tune the exploration-exploitation trade off according
to the monitoring scenario. High values of Wt mean that the ex-
ploitation is preferred over the exploration, and viceversa. These
constants can be learnt similarly to the GP hyper-parameters,
but this procedure is left as a topic for future works. The
substitute density function φ′

t(x) aims to adapt the coverage
control strategy to push the robots to the high utility areas.
The utility distribution in the environment is more weighted
towards the exploration if the density function is completely
unknown (φ′

t(x) ∼ σt−1(x)) and is more weighted towards the
exploitation if the density function has been sufficiently explored
already (φ′

t(x) ∼ μt−1(x)).

VI. NOISY DATA ACQUISITION

Given the decentralized architecture of our system, each robot
autonomously computes its individual GP. This locally com-
puted GP, denoted as GPi, encompasses unique kernel hyper-
parameters λi, σf,i, σν,i and manages an exclusive dataset Dt,i.
Stable interconnections among the robots allow for data sharing,
within their visual range, promoting the exchange of collected
sample datasets with neighboring robots. This collaborative data
sharing enables the robots to improve their process estimates.
This entails that every local GPi will eventually converge to
a unique and less uncertain GP estimation. The present study
is focused on tackling the challenge of managing noisy ob-
servations. We remind that the observations of each robot are
influenced by a certain amount of noise as detailed in (8). The
hyper-parameter σν,i represents the noise estimated in the GP
computation by maximizing (14). Although each robot is af-
fected by a unique value of noise correlated to the sensor quality,
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Fig. 1. Figure shows an example GP. Total uncertainty (grey) includes aleatoric
(orange) and epistemic (blue) around the mean prediction. They are shown
with a 95% confidence interval with z = 1.96. Aleatoric uncertainty remains
constant once noise in observations is known, while epistemic uncertainty
peaks in areas where there is few data. The tolerance (black dotted line) sets
the minimum desired epistemic uncertainty for sufficient process knowledge,
making additional samples unnecessary.

this value will eventually converge to a hyper-parameter equal
for all robots, due to the collaborative data sharing. The noise
directly influences the mean function and the variance function
(respectively in (12) and (13)). The dataset Dt,i is expected to
not only contain samples collected by the i-th robot but also to
include data from the shared datasets of its neighboring robots,
as previously mentioned.

In this work, we propose an algorithm to efficiently filter the
data collected by robots during the exploration. The proposed
policy filters and selects only the samples that provide a signifi-
cant contribution to the estimation and prediction of the spatial
process. Specifically, a new sample is added into the dataset
during robot movement only if it can considerably improve
the model and reduce the uncertainty. GPs entail two types
of uncertainty: aleatoric and epistemic. Aleatoric uncertainty
stems from inherent data randomness, like noise in observations,
and it cannot be reduced. Epistemic uncertainty, on the other
hand, refers to lack of knowledge of the model, often due to
insufficient training data. Consequently, regions with high epis-
temic uncertainty indicate areas requiring further exploration
by robots. This can be clearly seen in Fig. 1. The goal is to
minimize the epistemic uncertainty, which reflects the lack of
knowledge in our model. By minimizing epistemic uncertainty
the model becomes more confident in its predictions and attains
a better understanding of the explored domain. We address the
uncertainty by employing a confidence interval centered around
the mean (Fig. 1). The z-score, denoted as z, quantifies the devi-
ation of a value from the mean in terms of standard deviations.
Following the empirical rule, we establish a 95% confidence
interval around the mean, resulting in a z-score of 1.96. As
mentioned before, in the presented strategy, the robot selectively
filters observations and incorporates additional samples into the
dataset only if they contribute to an improved understanding of
the underlying process. To achieve this, we introduce a threshold

Algorithm 1: Filter Algorithm on the i-th Robot.

ε that reflects the desired level of epistemic uncertainty or con-
fidence in the predictions. Specifically, we define this threshold
as a percentage error around the estimated mean value, which is
aligned with the maximum variability inherent in the estimated
process. The definition of ε is as follows:

ε = e ·Δ, (18)

where Δ = (μi,max − μi,min) is the range between the mini-
mum and maximum values of the estimated mean, and the con-
stant e is typically set to 0.05, corresponding to a 5% tolerance
of error. It’s important to note that while smaller errors enhance
signal estimation accuracy, they necessitate a larger dataset and
a higher computational effort.

When the i-th robot collects a new sample, we compute the
posterior GPi in this points and get the epistemic uncertainty
σy,i. The sample is then added to the dataset only if:

σy,i ≥ ε/z. (19)

To tackle these challenges, we propose a decentralized filtering
approach for effectively managing the acquired observations, as
outlined in Algorithm 1. By employing this filtering strategy,
we achieve a harmonious balance between the error in the
learned spatial process through GPi and the number of noisy
observations acquired. The proposed algorithm is intentionally
designed to be decentralized, with execution taking place on
individual robots indexed by i. Efficient exchange of datasets
among neighbors is facilitated through the implementation of a
filtering strategy. Each robot can filter the samples shared by its
neighbors using the same method employed for filtering its own
collected data. Only the samples that enhance the accuracy of
the spatial process estimation are integrated into the dataset.

The Algorithm 1 operates independently on each robot, and
follows a sequence of steps to achieve a precise estimate of the
spatial process. The algorithm takes the threshold ε as input, as
defined in (18), the confidence interval z and the n neighbours
of the robot. The robot collects a sample oi = (Xi, yi) (line 1).
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To obtain the mean and the covariance in the collection point,
the posterior prediction of the GPi is applied (line 2) according
to (12) and (13). We calculate the epistemic uncertainty σy,i of
the estimated covariance from the GPi (line 3) for sample oi and
compare it to ε/z according to (19). If it exceeds the threshold,
we add the sample to the dataset since this condition suggests the
new data enhance the signal estimation (lines 4–5). In the second
part of the algorithm, the datasets shared by neighbouring robots
are filtered. For each sample in the datasets of neighboring robots
(lines 6-7), if it is not already included in the actual dataset Dt,i

(line 8), we compute the posterior prediction with (12) and (13)
in order to obtain the mean and the covariance (line 9). We
obtain the epistemic uncertainty σy,k for sample ok (line 10) and
compare it to the threshold value ε/z. If it exceeds the threshold,
we add the sample to the dataset since this condition means
that the new data can contribute to achieve a better knowledge
of the spatial process and the signal estimation (lines 11-12).
Once the filtering process is finished, the updated dataset is
used to optimize the hyper-parameters of the GPi in accordance
to (14) and the process can start again.

VII. EXPERIMENTAL VALIDATION

In this section we report the results of simulations and ex-
periments carried out to verify the proposed control strategy.
Some representative trials are shown in the attached video.
Our approach effectively tackles real-world scenarios. To create
a realistic simulation, we generate random processes for the
estimation. Conducting real experiments with a fleet of robots
for environmental sampling is left to future works.

A. Simulated Experiments

In this study, we evaluated the efficacy of the proposed algo-
rithm through simulations that included exploration-exploitation
trade-off and samples filtering. For this purpose, we carefully
tuned our hyper-parameters to ensure thorough testing. Specif-
ically, we configured the parameters by setting C2 = 0.3 and
then obtaining C1 = 6.5 resulting in Wt = 10 after 30 seconds,
because there are no physical constraints limiting the robot
movement dynamics in simulations. We opt for a robot sensing
range denoted by R = 2 meters. This choice strikes a well-
balanced trade-off, favoring exploration over exploitation in the
initial phases of the process, with a subsequent shift towards
prioritizing the convergence of the robots to the target area.
Additionally, we used different values of the variances in the
vector ν to simulate different levels of white Gaussian noise
on the sensory observations. Specifically, we randomly selected
the parameters in the range between 0.01 (representing a low
level of noise) and 0.3 (representing a high level of noise), thus
obtaining ν = {0.163, 0.227, 0.044, 0.101, 0.09, 0.130}.

Results of a representative trial are reported in Fig. 2. In
particular the figure shows how a team of robot deployed in
an unknown domain is able to explore and learn it, covering
in order to monitor some simple events in the environment.
The estimate of the process is affected by an error due to the
presence of noise in the robots observations and because they
operate in a distributed way. In this context, each robot reaches

Fig. 2. Figure illustrates the exploration process of a simulated robot team in
an unknown domain characterized by an event to be estimated and monitored.
Each subfigure represents different stages of the process, progressing from left to
right. The first subfigure shows the robots (colored dots) with their local partition
of the Voronoi diagram (colored perimeters). The second subfigure represents
the uncertainty associated with the spatial field estimation of the GP1. In the
third subfigure, the spatial field estimated by the first robot is depicted. The
fourth subfigure illustrates the actual spatial process. At t = 1s, the initial stage
is depicted, with a few collected samples by each robot, while at t = 100s, the
team optimally covers the interest areas with higher probability, monitoring the
event. For clarity, we’ve shown an example with just the first robot GP1. We
refer to the attached video for a more comprehensive demonstration.

Fig. 3. Figure shows a team of robot tasked to explore an unknown domain
and monitor a simple event on it. The first subfigure displays the spatial process
that the group of robots has learned over a time period. The second and third
subfigures depict the Turtlebot3 Burger robots in their initial and final positions,
respectively. In the final configuration, the robots are evenly distributed around
the density peak describing the learnt event.

a sub-optimal solution of the process to be monitored. With that
said, thanks to the proposed filter policy, we are able to reduce
the size of the dataset and ensure the exclusion of samples that
do not improve the understanding of the process. Moreover, this
leads to a reduction in the computational load on the individual
robot units, as will be discussed in details in Section VIII.
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Fig. 4. Figure illustrates the RMSE between the spatial process deduced from
each robot’s GPi and the ground truth spatial process. It presents the RMSE
averages for multiple instances across several simulation runs, along with a
95% confidence interval. It is shown that, over time, the RMSE of each robot
estimate tends to decrease but never reaching zero due to the conditions under
which the robots operate.

B. Hardware Experiments

In this section we report some of the experiments we per-
formed with a team of TurtleBot 3 Burger robots. Feedback
linearization was exploited to implement the proposed control
action on these differential drive robots. The experiments were
carried out employing a value of C1 = 7.28 and C2 = 0.05 re-
sulting with the sameWt as described in Section VII-A after 100
seconds. We choose these parameter values to achieve a slower
dynamic given the limitations of our real environment. We also
set the robot sensing range at R = 1 meters. To accommodate a
moderate level of noise in the system, we set the noise level on
the robot sensors at ν = {0.133, 0.207, 0.064, 0.121}. Fig. 3(a)
shows a team of robots placed in random positions at the start
of a representative run of the experiments. In Fig. 3, the spatial
process learning is reported, together with the coordinated posi-
tioning of the robot team around the high-density peak they have
identified. The first subfigure at the top showcases the final stage
of the learning process at t = 100s, featuring the GP1 estimate
and uncertainty for the first robot. Given that each robot inde-
pendently computes its own GPi, we have presented the GP1

results for the first robot as an illustrative example. Compared
to simulations (see Section VII-A), the learning process takes
longer in a real-world environment because mobile robots move
according to their constraints and maximum speeds. This results
in a greater number of samples taken, closer together for the same
sampling rate, and more time required for coverage.

VIII. PERFORMANCE EVALUATION

To gather data for our evaluations, we conducted multiple
simulations involving the same setup described in Section VII-A.
We varied the process to be estimated by randomly generating it
in each simulation. After running multiple simulations, our eval-
uations were based on several metrics. Firstly, we assessed the
Root-Mean-Square Error (RMSE) between the spatial process
inferred from each robots’ GPi and the actual spatial process,
as depicted in Fig. 4. This analysis reveals that, over time,

Fig. 5. Graph depicts the size of the robots’ datasets Dt,i. It presents the
averages ofDt,i size for multiple instances across several simulation runs, along
with a 95% confidence interval. It is shown that, over time, the size of Dt,i tends
to remain constant, demonstrating the effectiveness of the filter in selecting only
those samples that contribute to the estimation of the process. The high variance
is due to the type of process to estimate, with more complex processes requiring
a larger number of samples.

Fig. 6. In a scenario where the robots are tasked with monitoring a spatial
process, the performance comparison of the suggested coverage-based control
method with three alternative approaches is shown in the figure. The orange line
represents the random exploration algorithm where the robots randomly explore
the domain. The green line shows the coverage without exploiting any learned
information about the spatial process. In this way the robots are not pushed
towards the higher interest but they will arrange to optimally cover the entire
domain. The red line represents the ideal coverage with accurate and complete
knowledge of the environment, and the blue line represents the coverage with
the proposed filter strategy.

each robot’s estimate of the spatial process gradually converges
toward the true process. Additionally, Fig. 5 displays the dataset
size trend, which, over time, tends to stabilize. This demon-
strates the effectiveness of our filter strategy, which selectively
retains relevant samples collected by the robots. Furthermore,
we used the optimization function (2) for coverage control,
which evaluates the robots locations in relation to the spatial
process location. This helps us to analyze the convergence of
the multi-robot system on the event to be monitored. It is worth
noting that, with the proposed filter strategy, we are able to
achieve results close to the ideal coverage where there is an
accurate and complete knowledge of the environment, as shown
by the blue and red lines in Fig. 6. It is important to note that, due
to the distributed nature of the system, limited communication
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capabilities and observation noise, achieving perfect coverage
and a zero RMSE is unlikely, leading to a sub-optimal outcome.
However, with our proposed strategy, each robot selects only
key samples, aiding spatial process understanding.

IX. CONCLUSION AND FUTURE WORK

This paper proposes an algorithm to control a group of robots
in order to efficiently learn and estimate a spatial field, while also
covering it effectively in the presence of noisy observations. The
algorithm strikes a balance between exploring the environment
to estimate the field and exploiting that information to cover
the field optimally. To achieve this, the methodology presented
in the paper utilizes GPs to model the spatial field from noisy
data collected by the team of robots in the environment. We
introduced a new approach to limit the size of the dataset, which
is necessary to avoid computational issues when dealing with
large datasets and noisy observations. As a future work, we aim
to create an innovative methodology for addressing time-varying
spatial processes. To enhance adaptability to spatial changes,
we are investigating the implementation of a Neural Network-
based learning approach for the parameter Wt in order to make
it dynamically responsive to the event variations.
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