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I Get the Hang of It! A Learning-Free Method to
Predict Hanging Poses for Previously Unseen Objects
Wanze Li , Lexin Pan , Boren Jiang , Yuwei Wu , Weixiao Liu , Member, IEEE, and Gregory S. Chirikjian

Abstract—The action of hanging previously unseen objects re-
mains a challenge for robots due to the multitude of object shapes
and the limited number of stable hanging arrangements. This paper
proposes a learning-free framework that enables robots to infer
stable relative poses between the object being hung (object) and
the supporting item (supporter). Our method identifies potential
hanging positions and orientations on previously unseen supporters
and objects by analyzing the hanging mechanics and geometric
properties. An evaluation policy is designed to match potential
hanging positions and directions and to optimize the relative hang-
ing poses. Experiments were conducted in both simulation and
real-world scenarios. The success rates of our strategy outperform
the state-of-the-art baseline method. The proposed method was
also tested on unhangable pairs of objects and supporters and
results show that our algorithm can reject false positive hanging
properly. Finally, we ran experiments under different scanning
conditions. Experimental results indicate that although the success
rate decreases as the quality of the scan decreases, it remains at a
high level. More details and Supplementary Material can be found
at our project webpage.

Index Terms—Calibration and identification, computational
geometry, domestic robotics.

I. INTRODUCTION

OVER the past few decades, the field of robotics has made
tremendous strides, leading to a significant impact on

our daily lives. Household robotics, a critical sector within the
robotics industry, has gained increasing attention. It is widely
believed that in the near future, robots will be capable of as-
sisting humans in performing routine tasks, such as housework
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and elderly care [1]. However, certain everyday tasks, such as
hanging objects, remain challenging for robots.

Hanging objects is a routine activity in our daily lives, involv-
ing tasks such as placing mugs on mug trees, clothes on racks,
and pans on hooks. Therefore, enabling robots to hang everyday
objects on various supporting items could increase convenience
and improve domestic robotics. However, the diverse geometry
of everyday objects and the limited number of stable hanging
postures bring significant challenges for robotic hanging, espe-
cially in unseen environments.

Compared to popular topics such as grasping and planning, the
problem of hanging objects with robots has received relatively
little attention. Object hanging is typically used to validate meth-
ods for other robotics problems [2], [3], [4], [5], [6], [7], [8], [9],
[10], [11], like objects placement and affordance representation.
For instance, Jiang et al. [2] proposed a Support Vector Machines
(SVM) based supervised learning algorithm to identify object
placement. The algorithm fits a function of features to estimate
the stability and orientation of a placement. They tested their
method via hanging objects on hooks, but the rate of success
was only 40%.

Manuelli et al. [3] developed a framework to represent the
objects with keypoints for category-level manipulation, includ-
ing hanging a mug on a mug tree. Their method relies on
manually labeled data for training, which limits their efficiency
and capacity to manipulate novel object categories. Similarly,
Simeonov et al. [7] used Neural Descriptor Fields (NDFs) and
annotated keypoints to infer relationships between pairs of un-
known objects for specific tasks, including hanging mugs. Ruiz
et al. [4], [5] demonstrated a method for predicting the geometric
affordance of a scene with Interaction Tensor and used hanging
coat hangers as a test. Their approach requires examples of the
interaction between similar pairs of objects as prior knowledge,
limiting performance in novel environments. Furthermore, these
works generally focus on a specific pair of object and supporter,
such as hanging a mug on a mug tree, lacking universality in
hanging arbitrary objects.

In recent years, some groups have developed methods that
specifically address the problem of hanging objects [12], [13],
[14]. You et al. [12] proposed a reinforcement learning-based
approach that can hang a wide range of objects on various
supporting items. Takeuchi et al. [13], [14] used a Generative
Adversarial Network (GAN) to generate 3D models with differ-
ent shapes. Then they trained a deep neural network with these
3D models to estimate hanging points of an unknown object.
Both of these methods require training on large amounts of data.

Existing research on objects hanging mainly uses learning-
based methods. These methods require extensive training data
and often have limited adaptability to novel situations that differ
significantly from the training data. In contrast, when humans
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Fig. 1. Examples of daily objects hanging with single contact point.

hang objects, we can recognize and extract suitable geometric
shapes for hanging such as hooks and holes on both the object
and the supporter [15]. Additionally, we can intuitively predict
hanging stability based on analyzing the force between two
objects. For example, while hanging a stir-fry spoon on a hook,
humans usually hang it in a pose where the spoon body is lower
than the handle (as shown in Fig. 1) to prevent the spoon from
rotating after release. To adapt the philosophy of human percep-
tion and action in hanging objects, in this paper we propose a
three-stage learning-free algorithm capable of predicting a stable
hanging pose for previously unseen objects and supporters. A
suitable hanging pose is defined as a collision-free pose in
which the object does not fall down after release. In this work,
we mainly focus on the hanging case with only one contact
point between the object and the supporter. As shown in Fig.
1, such an assumption includes adequate hanging scenarios in
daily life and more complex situations will be explored in the
future. The workflow of the proposed hanging pose prediction
method is shown in Fig. 2. The algorithm takes the mesh model
of the object and the point cloud of the supporter as inputs,
both of which can be obtained by 3D scanning. Then inputs
are processed separately to detect the suitable hanging positions
and directions on both the object and supporter. Each position is
represented as a 3D keypoint and each direction is represented
as a key-vector. Subsequently, all keypoints and key-vectors on
the object and supporter are aligned with each other to identify
all possible matches. These matches are evaluated and ranked
to determine proper hanging poses. For hanging execution, the
hanging poses prediction method is integrated with an RRT-
connect planner [16].

Compared to existing methods for robotic hanging objects, the
proposed work eliminates the need for training data. Moreover,
our method is based on the analysis of the mechanics and geo-
metric properties, resulting in greater accuracy in unseen objects
and supporters. The main contributions of this paper include: (1)
a learning-free algorithm to predict hanging poses of previously
unseen object-supporter pairs, (2) a simple, straightforward, yet
effective evaluation method to evaluate the quality of each hang-
ing candidate, and (3) validation of the proposed approach by
hanging arbitrary objects on arbitrary supporters in simulation
and real-world under different scanning conditions. To the best
of our knowledge, we are the first to finish the real-world robotic
hanging experiments with arbitrary objects and supporters. The
results demonstrate the superior performance of our method over
the state-of-the-art.

II. METHOD

This section introduces the details of the proposed hanging
poses detection method. We first present the theoretical founda-
tions behind the intuition of our method in Section II-A. Then we
explain how to detect hanging positions and hanging directions
on objects (Section II-B) and supporters (Section II-C). Finally,
the procedure of matching and evaluating potential hangings is

introduced in Section II-D. Some results of different steps are
shown in Fig. 2.

A. Support Force Analysis

When an object is stably hung on a supporter, the support
force must balance the gravity of the object. Since there is only
one contact point, the support force should be colinear with the
center of mass (CoM) of the object. Normal vectors can point
either inside (n2 in Fig. 3(a)) or outside (n1 in Fig. 3(a)) the
object. In this work, the direction pointing outside the object is
selected as the normal vector direction. Therefore, as illustrated
in Fig. 3(b), the direction of the support force on the object
should be opposite to the normal vector at the contact point [17].
A possible contact point ph on object satisfies:

(hc − ph) · nh

‖hc − ph‖ = 1 (1)

where nh is the normal vector at ph with a unit length, hc is the
3D position of the object CoM. In addition, the direction of the
support force offered by the supporter is opposite to the gravity
and along the normal vector at the contact point on the supporter.
Therefore, a potential contact point ps on supporter satisfies:

−g · ns = 1 (2)

Here,g is the direction of gravity andns is the unit normal vector
at ps. While these conditions are necessary but not sufficient,
they are enough to provide a proper initial guess for the following
procedures. In this paper, the z direction is antiparallel with the
gravitational direction.

B. Hangability Detection

Hangability is defined as the ability of an object to be hung
steadily. The goal of hangability detection is to find all possible
hanging positions within the object and corresponding hanging
directions. The workflow is shown in Fig. 4.

Sampling, Potential Contact Points Selection and Clustering:
To leverage the rules described in (1), a point cloud (Fig. 4(b))
H = {hi}Ni=1 ∈ R3×N is sampled from the mesh via Poisson
disk sampling [18]. N = 10000 is the predefined number of
sampling points. Then points satisfying the following relation-
ship are considered as potential contact points (red points in Fig.
4(c)) and form a subset Ph of H:

Ph �
{
h ∈ H| (hc − h) · nh

‖hc − h‖ > αh,hc =
1

N

N∑
i=1

hi

}
(3)

Here, nh is the normal vector at h, hc is the mean of points in
point cloud as the estimation of object CoM and αh ∈ (0, 1] is a
threshold. To reduce the computation and accelerate following
steps, Ph is then clustered using the Mean Shift Algorithm [19].
Only clusters with enough number of points are kept for the
following steps, i.e.:

Pi
h ⊆ Ph, i = 1, . . .,M, s.t.|Pi

h| > lc (4)

M is the number of remained clusters, which is determined
automatically after clusters selection and lc is a predefined
threshold. In practice, we find that sometimes the center of a
cluster may be located inside the model, resulting the inaccuracy
of the following steps. To address this issue, the algorithm selects
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Fig. 2. Workflow of the proposed method. The entire procedure includes 3D scanning, hangability detection, supportability detection, matching and evaluation,
and RRT-Connect planning. In this figure, red points represent hanging positions and black arrows represent hanging directions.

Fig. 3. (a) Direction of the normal vector. n1 and n2 are two possible
directions of the normal vector at point p on the mesh. n1 points outside the
mesh and n2 points inside the mesh. (b) The cross-section of the object and the
supporter in a stable hanging pose. The CoM, contact point, normal vector at
the contact point, support force and gravity of the object are labeled. Object is
marked by black shaded lines and supporter is marked by blue shaded lines.

the closest point to the centroid of each cluster as its substitute.
These points (green dots in Fig. 4(c)) are denoted as {pk

h}Mk=1.
Hanging Position Detection: As shown in Fig. 3(b), in the

stable state, the supporter is below the object at the contact point.
Consequently, there must be sufficient free space near the contact
point to accommodate the supporter. The next step is to detect the
hanging position, which is defined as the center of the free space.
The procedure of hanging position detection is shown in Fig. 5.
For every point pi

h ∈ {pk
h}Mk=1, a ray is cast toward object CoM

hc. The intersection point between the ray and mesh of object
is denoted as qi

h (see Fig. 5(a)). If there is no interaction, qi
h is

set to hc. Next, Nh points (black dots in Fig. 5(b)) are evenly
sampled along the line segment pi

hq
i
h. Nh is a predefined value

and selected as 10. The farthest sampled point from the object
point cloud H is selected as the hanging position, denoted as
cih (see Fig. 5(c)). The distance from cih to H is denoted as free
space radius (FSR), represented as rih. As shown in Figs. 4(d) and
5(c), the free space between pi

h and qi
h can be represented as a

sphere with cih as the center and rih as the radius. Finally, hanging
positions and corresponding free spaces are filtered based on
two conditions: (1) rih > rα where rα is a threshold for FSR,
to ensure a sufficiently large free space for supporter placement
and (2) S[cih] > 0 where S[cih] is the signed distance function
(SDF) value at cih, ensuring that cih is outside the object to avoid
collisions. Only the (cih, r

i
h) pairs that satisfy these conditions

are kept for the following procedure.
Hanging Direction Detection: The next step involves deter-

mining the optimal hanging directions for hanging positions

Fig. 4. Procedure for hangability detection. (a) The mesh model of the object
obtained in 3D scanning. (b) The point cloud of the object after Poisson disk
sampling. (c) The point cloud after contact points selection and clustering.
Potential contact points are marked as red. Cluster centroids are marked as
green. (d) Point cloud after hanging position detection. Spheres represent free
space near hanging positions. (e) Hanging positions and directions after hanging
direction detection. Hanging positions are labeled by green dots and hanging
directions are represented as red arrows. (f) An example of an unavailable
hanging position, because too many rays go to infinity. (g) Hanging positions
and directions after pruning unavailable or similar hangings.

(cih) identified in the previous step. Section II-A shows that

the vector ni =
(qi

h−pi
h)

||qi
h−pi

h||
in Fig. 6 should coincide with the

gravity direction at a stable hanging pose. Thus, the only degree
of freedom for the object orientation is the rotation about ni.
Therefore, possible hanging directions at cih can be enumerated
by vi

j = Rn(βj)ui, j = 1, . . ., Np, where ui is a random vector
that is perpendicular to ni (see Fig. 6(a) and (b) for more
details). Rn(βj) rotates ui about ni for βj , βj =

jπ
Np

and Np

is a predefined number of sampled directions.
As shown in Fig. 6(b), the optimal hanging direction is deter-

mined by casting rays from cih within the plane that is vertical to
vi
j . Then the vi

j with the most number of rays that intersect with
the object is selected as the hanging direction. The objective for
hanging direction detection is to find the most proper direction
for the supporter to ‘insert’ into the object at each hanging
position. Fig. 3(b) displays that if the object is sliced by a plane
that is perpendicular to the hanging direction at the hanging
position cih, most range around cih should be surrounded by
the object surface to provide enough contact with the supporter.
Therefore, the hanging direction can be determined by searching
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Fig. 5. Procedure of hanging position detection on the object. (a) Position
of potential contact point pi

h, object CoM hc and intersection point qi
h. (b)

Sampling points on pi
h
qi
h

. Sampled points are marked with black dots. (c)
Hanging position selection. The cross-section of the free space is represented
as the red circle. The hanging position (cih) and free space radius (rih) are also
labelled.

Fig. 6. (a) Schematic of hanging direction detection. ni points from hanging
position (cih) to object CoM (hc). ui is a random vector that is perpendicular
to ni. The sampled hanging direction vi

j is obtained by rotating ui around

ni. The plane containing cih and perpendicular to vi
j is marked as red lines.

(b) Visualizes the hanging direction detection. Red arrows represent sampled
directions vi

j . Rays are cast from the cih within the plane that is perpendicular

to vi
j . The direction labeled by the dashed box is selected as the final hanging

direction because most number of rays intersect with the object. (c) Shows more
details about how ray casting works. Blue dots represent contact points higher
than the hanging position and orange dots represent contact points lower than
the hanging position.

the sampled vector vi
j at cih with most object surfaces around.

Concretely, for each potential hanging directionvi
j atcih,Nr rays

(thin lines in Fig. 6(b)) are cast uniformly from cih within the
plane (marked red in Fig. 6(a)) perpendicular to vi

j . Nr is a pre-
defined sampling number. More rays intersecting with the model
means that the hanging position is more completely encircled by
the object in that ray surface, making the corresponding hanging
direction vi

j more appropriate for hanging. For instance, the
hanging of the object along the direction vi

j labeled by a dashed
box in Fig. 6(b) is better than other sampled directions. Then for
each sampled hanging direction vi

j , the following values can be
calculated:

mj
1 =

#(contact points above cih)

Nr

mj
2 =

#(contact points below cih)

Nr

mj =
#(contact points)

Nr
(5)

Here, mj represents the proportion of rays that contact with
object mesh.mj

1 andmj
2 are the proportions of rays that intersect

with the object model above (blue points in Fig. 6(c)) and below
(orange points in Fig. 6(c)) cih at the stable hanging pose. In
other words,mj

1 andmj
2 represent how well the hanging position

is encircled by the object above and below the supporter at
the hanging pose, respectively. The direction vi

j with largest
mj is selected as the hanging direction for cih, denoted as vi

h.
Corresponding mj , mj

1 and mj
2 are denoted as mi, m1

i and
m2

i , respectively. To further remove unfeasible hangings, only
(cih,v

i
h) pairs that satisfy

m1
i < α1 and m2

i < α2 (6)

are retained for following steps. α1 and α2 are two thresholds.
Here,α1 is larger thanα2 because the portion of the object above
the hanging position actually makes contact with the supporter
during hanging.

Pruning Similar Hangings: Finally, potential hangings are
filtered by merging the hanging positions and directions with
similar free space size or hanging direction. Two pairs of poten-
tial hanging positions and directions (cih,v

i
h) and (cjh,v

j
h) with

FSRs rih and rjh are considered similar if they satisfy:∣∣∣rih − rjh

∣∣∣
max(rih, r

j
h)

< rβ and
∣∣∣vi

h · vj
h

∣∣∣ > β (7)

rβ and β are two user-defined thresholds. If the conditions are
met, the hanging position-direction pair with the highermi value
is retained.

C. Supportability Detection

Similar to hangability, supportability is defined as the ability
to provide support to an object hanging on it. As shown in
Fig. 2, the supportability detection is to identify proper hanging
positions and directions on the supporter. The detailed procedure
is shown in Fig. 7(a). Intuitively, a smaller cross-sectional area
(blue shaded in Fig. 3(b)) of the supporter component under the
object makes it easier to place the supporter along the normal
vector of that cross-section. For instance, hanging objects along
the orange arrow in Fig. 7(b) is easier than along the orange
arrow in Fig. 7(c). Points on the supporter point cloud are firstly
selected according to (2) and clustered (Fig. 7(a.2)). Then for
each cluster, the algorithm slices the supporter point cloud along
different directions (Fig. 7(a.3)) at the center of every cluster.
The direction with the minimum cross-sectional area is selected
as the hanging direction and the centroid of cross section is
selected as the hanging position.

Specifically, given a point cloud of supporter S, the normal
vectors of potential contact points must point in the opposite
direction of gravity according to (2). Hence, points with nor-
mal vectors that satisfy −g · ni

s > αs are selected as potential
contact points, where ni

s is the normal vector at the point for
checking.αs ∈ (0, 1) is a hyperparameter. Similar to the process
of object, potential contact points are clustered into the Mc

clusters with the Mean Shift method, expressed as {Pi
s}Mc

i=1

with cluster centroids {pi
s}Mc

i=1. Mc is defined automatically in
clustering. Since centroids of the cluster may not be present in
the S, the algorithm adjusts each pi

s as the closest point to the
cluster centroid (orange dots in Fig. 7(a.2)) in S. Results after
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Fig. 7. (a) Procedure of supportability detection on the supporter. a.1 Shows
the point cloud of the supporter. a.2 Shows the point cloud after initial selection
and clustering. Potential contact points of different clusters are labelled with
different colors and cluster centroids are represented as orange points. a.3
Visualizes the point cloud slicing. The slicing plane Li

j is represented as red
lines and points belonging to the sliced point cloud are represented as red dots.
Li
j contains the cluster centroid (orange point) and is parallel with gravity g

(green arrow).v is a random vector that is perpendicular tog. The normal vector
of the slicing plane (vi

j ) is generated by rotating v about g and represented as a
yellow arrow. a.4 Visualizes the final results. Hanging directions are represented
by red arrows and hanging positions are represented by black dots. (b) And (c)
shows examples of sliced supporter point clouds with different slicing directions.
Slicing planes are represented as red lines. Points belonging to the sliced point
cloud are marked as red. Hanging positions and hanging directions are marked
as orange points and orange arrows respectively. (b) Shows the slicing with a
small boundary sphere and (c) The sliced point cloud with a large boundary
sphere. (b.2) And (c.2) show the sliced point clouds and boundary spheres after
being projected to slicing planes. Hanging positions cij and FSRs rj are also
labeled.

potential contact points selection and clustering are shown in
Fig. 7(a.2).

To determine the hanging positions and hanging directions of
supporter, the algorithm employs Ms planes {Li

j}Ms
j=1 to slice

the point cloud S at each cluster center pi
s (see Fig. 7(a.3)).

Ms is a predefined hyperparameter. Li
j contains pi

s and has the
normal vector vi

j = Rg(βj)v, j = 1, . . .,Ms. v is a vector that
is perpendicular to gravitational direction and Rg(βj) rotates v
about gravitational direction for βj =

jπ
Ms

. The algorithm slices
S with Li

j by selecting all points in S that have a distance to
Li
j smaller than a threshold dl (see Fig. 7(b.1) and (c.1)). Then

these points are clustered using the Agglomerative Clustering
Algorithm [20] and the cluster contains the pi

s is chosen for
subsequent steps. The geometric center of the selected cluster
is denoted as cij (orange dots in Fig. 7(b) and (c)). Next, a
boundary sphere is generated for each cluster, centered at cij .
The radius rj of the sphere is defined as the distance from cij to
the farthest point from cij in the cluster. Fig. 7(b.2) and (c.2) show
the cross sections formed by intercepting the boundary sphere
with Li

j (green circles), corresponding center cij and radius rj .
For each pi

s, the normal vector of the slicing plane with the
smallest boundary sphere is selected as the hanging direction
(yellow arrows in Fig. 7(a.4)) of the supporter, denoted as vi

s.
The center of the selected boundary sphere is regarded as the
corresponding hanging position (red dots in Fig. 7(a.4)), denoted
as cis. The radius of the smallest boundary sphere is denoted as
ris. Fig. 7(b) and (c) demonstrate the situations with small and
large boundary spheres, respectively. Finally, hanging positions

{cis}Mc
i=1, hanging directions {vi

s}Mc
i=1 and boundary circle radii

{ris}Mc
i=1 are stored for following steps.

D. Matching and Evaluation

The final step of the proposed method involves the ob-
ject/supporter matching and selecting the most appropriate hang-
ing pose. For each hanging position-direction pair of the object
(cih, vi

h) and the supporter (cjs, vj
s), the algorithm first aligns

the hanging directions vi
h and vj

s. Next, the hanging position cih
on the object is moved to coincide with the supporter hanging
position cjs. Finally, the object is rotated about the hanging
direction vj

s until the vector points from cih to the object CoM
is parallel to the gravitational direction. These steps result in a
transformation Tij ∈ SE(3). Matches with a free space radius
rih < αmrjs are ignored, where rih is the FSR of the object and
rjs is the boundary sphere radius of the supporter. αm ∈ (0, 1]
is a hyperparameter. This ensures that the object can be placed
without interference in the free space around the supporter.

In practice, there may be multiple potential hanging positions
on both the object and the supporter, and not all matches are
feasible. Hence, it is necessary to evaluate these matches and
select viable ones. The matching evaluation is implemented by
calculating and ranking the value of a cost function which con-
siders three criteria: collision, distance to the supporter boundary
and contact area.

Collision: To ensure successful hanging, it is essential that
the predicted hanging pose is collision-free. If the object collides
with the supporter at the predicted hanging poseTij , some points
of the supporter point cloud would be inside the object mesh
transformed by Tij . These points are denoted as Scollision ⊆ S.
The cost of collision between the object and the supporter is
defined as:

Sc = |Scollision| (8)

Distance to Supporter Boundary: Another criterion for evaluat-
ing the hanging pose is the distance between the hanging position
and the boundary of the supporter. If the hanging position cjs of
the supporter is very close to the edge of the supporter, the object
is more likely to fall off with disturbance. Hence, it is safer for
the hanging position to be far away from the boundary of the
supporter. Considering cjs and corresponding hanging direction
vj
s, the cost of distance to the boundary can be represented as:

Sb =
max(d1, d2)
d1 + d2

(9)

where d1 and d2 are distances from cjs to the convex hull of
supporter point cloud along vj

s. A smaller Sb indicates that
the hanging position is farther away from the boundary of the
supporter, making it less prone to falling off.

Contact Area: As shown in (4), for each hanging position cih
of the object, there is a corresponding cluster of potential contact
points Pi

h. The number of points in Pi
h represents the size of the

contact area that can support stable hanging. Therefore, selecting
the hanging position cih with a larger |Pi

h| is more likely to result
in a stable hanging. The cost of the contact area is defined as:

Sa = 1− |Pi
h|

max({|Pk
h|}Nk

k=1)
(10)

where Nk is the number of hanging positions on the object after
the hangability detection. A smallerSa indicates a larger contact
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TABLE I
PARAMETERS USED IN EXPERIMENTS

area between the object and the supporter, which makes it more
likely to result in a stable hanging.

The total cost is computed as:

Stotal = γ1Sc + γ2Sb + γ3Sa (11)

γ1,γ2 andγ3 are three hyperparameters within (0,1]. The success
of the hanging is more likely when the Stotal value is smaller.
Hence, all predicted hanging poses are ranked based on their
Stotal value in ascending order, the smaller Stotal value the
better. Finally, a motion planner checks whether a path exists
from the pose with the lowest cost one by one until find a practical
hanging pose. More details about the motion planning can be
found in the Supplementary Material.

III. EXPERIMENTS

Our experiments aim at evaluating the following questions:
(1) How stable are hanging poses predicted by our method? (2)
How well does the robot execute these hanging poses? (3) How
does scanning quality affect the performance of the algorithm?
The parameters used in the experiments are manually set as
values in Table I based on the author’s daily experience. In the
experiments, the mesh models are reconstructed using TSDF
Fusion [21], and point clouds and meshes are processed by
Open3D [22]. Please note that although we generate meshes with
TSDF Fusion, our method doesn’t have any limitations about
how to reconstruct models. Any kind of mesh reconstruction
method, like [23], could be used. Algorithms are implemented
in Python on a computer equipped with AMD RyzenTM 9 5950X
(3.4 GHz).

A. Experiments in Simulation

To test the stability of the predicted poses, we conduct experi-
ments in an open-source simulation environment PyBullet [24].
Object meshes and supporter point clouds are generated from
both multiple and single depth images to test the algorithm
sensitivity to the scanning quality. Then our algorithm pre-
dicts the hanging poses. Finally, the object is loaded at the
pose with the smallest cost and released to evaluate its stabi-
lity. The hanging pose is considered stable if it is collision-free
and the object doesn’t fall on the ground after release. We also
rerun the code provided in [12] as the baseline. In [12], the
authors claim the 68.3% success rate with 3104 pairs of objects
and supporters for testing, but the paper doesn’t provide enough
details about the 3104 pairs they used to reproduce their result.
Therefore, we run simulated experiments with different 1600
pairs from the dataset introduced in [12] on both baseline and our
method. Details about the testing set we used will be provided
online so that intereseted readers can reproduce. Results of the
simulated experiments are shown in Table II.

B. Experiments in the Real World

To further test the executability of the proposed method, we
also conduct experiments in real world with a robot. The dataset
used for real-world experiments contains 14 daily objects for
hanging and 10 supporting items (displayed in Fig. 8(b)). 4 out
of the 14 objects for hanging are unhangable, which enables us
to test whether the method proposes false positive predictions.
We recruit 5 volunteers to annotate the objects. An object is
considered hangable if more than 3 out of 5 volunteers think
there exist suitable hanging poses for all supporters with one
contact point. Similarly, if more than 3 volunteers believe the
object cannot be hung on any supporter, it is classified as
unhangable. Six supporting items are normal IKEA hooks for
hanging objects. Two are special supporters: a hand model and
a supporter made by gluing a marker pen into a piece of acrylic
board. The other two supporters are 3D-printed supporters from
the dataset used in the simulation experiments. All of these
objects and supporters are previously unseen by the robot. As
shown in Fig. 8(a), we build a robot system with a Franka Emika
robot arm mounted with a gripper and a Primesense RGB-D
camera. The robot system is controlled to scan the object and
supporter, manipulate, and hang the object onto the supporter.
In each trial, our algorithm takes the mesh and point cloud as
input and predicts potential hanging poses. Ten predicted poses
with the lowest Stotal value are selected and input to the motion
planner until finding an executable pose. Then the robot only
executes that hanging prediction.

Three distinct experiments are launched to validate the ac-
curacy and stability of our method. (1) Accuracy validation:
We first run an experiment with 14 objects for hanging and
10 supporting items which gives a total of 100 trials for fea-
sible hangings and 40 trials for unfeasible hangings. For each
trial, the object is scanned from 10 different views and the
supporter is scanned from 3 views. The outcomes are shown
in Table III. (2) Sensitivity to object scanning: In the second
experiment, we assess our method’s resilience to variations
in object mesh quality by scanning the object from different
numbers of viewpoints. Specifically, we conduct three groups of
experiments with 10 hangable objects and 1 supporter. In each
group, objects are scanned from varying numbers of viewpoints
(10/3/1 views respectively), while the supporter is consistently
scanned from 3 viewpoints. The results are shown in Table IV.
(3) Sensitivity to supporter scanning: Similarly, in the third
experiment, we examine the robustness of our method with
respect to the scanning of the supporter. Here, we conduct
experiments involving 2 hangable objects and all 10 supporters.
The objects are consistently scanned from 10 viewpoints, while
the supporters are scanned from 3 or 1 viewpoint(s). The results
are shown in Table V.

IV. DISCUSSION

Hanging Accuracy: Table II illustrates that the hanging ac-
curacy of our method significantly outperforms the baseline
method [12]. Particularly, with the same input (single view
for both object and supporter), the hanging success rate of our
method (71.2%) is still higher than the success rate of baseline
(64.4%). In addition, the baseline model is trained on 16195
pairs of objects and supporters. On the contrary, the proposed
geometric-based method doesn’t require any data for training
and has better stability while facing previously unseen objects
and supporters.
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TABLE II
HANGING POSE PREDICTION ACCURACY (%) WITH DIFFERENT KINDS OF OBJECTS IN SIMULATED EXPERIMENTS

Fig. 8. (a) Setup of real-world experiments. (b) Dataset used for experiments. 10 hangable objects are enclosed in a red box. 4 unhangable objects are enclosed
in a green box. 6 normal IKEA supporters are enclosed in a blue box and 2 special supporters are enclosed in an orange box. (c) A failure example of unstable
hanging. (d) A failure example of a hanging prediction with collision.

TABLE III
HANGING ACCURACY OF REAL-WORLD EXPERIMENTS

TABLE IV
HANGING ACCURACY OF OBJECTS SCANNED IN DIFFERENT NUMBER OF VIEWS

TABLE V
HANGING ACCURACY OF SUPPORTERS SCANNED IN DIFFERENT NUMBER OF

VIEWS

Results of real-world experiments further display the reliabil-
ity and the high accuracy of our approach. As shown in Table III,
in real-world experiments our method identifies hanging poses
for 97 pairs out of 100 pairs of hangable objects and supporters
and the robot successfully executes 77 of them. In one trail all
10 predicted poses are out of the robot workspace. Since such
a situation depends on the robot’s position and is not the focus
of our algorithm, this case was excluded. Only one hanging

TABLE VI
FAILURE REASONS DISTRIBUTION

pose is detected for the 40 unhangable pairs, which displays the
stability of our method for false positive cases. A comprehensive
breakdown of the failure reasons is displayed in Table VI. 7
failure cases are caused by unstable predicted hanging poses.
Although some predicted poses can theoretically afford stable
hanging (like the one shown in Fig. 8(c)), the objects at these
poses are likely to fall off under disturbance. 5 failures are due to
predicted hanging poses in the presence of collision (Fig. 8(d)).
The algorithm doesn’t find any hanging positions/directions on
the object for 3 pairs, which results in another 3 failures. These
three kinds of failure can be improved by methods that can yield
more potential hanging poses like reducing the cluster size after
contact point selection. However, such modification can also
increase the computational demands and reduce the processing
speed. Moreover, increasing the mesh and point cloud quality
can also increase the hanging accuracy. The other 7 failures can
be attributed to problems in execution like the object dragged
by the gripper after hanging, which can be further improved by
optimizing the pick-and-hang trajectory.

Sensitivity to Scanning: Tables II, IV and V demonstrate that
the hanging accuracy reduces as scan quality decreases but still
remains high. Notably, even with meshes and point clouds recon-
structed from single-view scanning, our method still achieves
a high success rate and outperforms the baseline method. One
reason for the reduction in accuracy is that when scanning quality
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is low, some structural elements that can afford hanging, like the
cup handle, are incomplete and corresponding hangings cannot
be detected. Moreover, if the reconstructed mesh and point cloud
are incomplete, the algorithm may treat a hanging pose with
collision as a collision-free one. For example, as displayed in
Fig. 8(d), although the supporter penetrates the wall of the cup,
the algorithm considers the pose collision-free. Because the cup
wall is incomplete and contains a ‘fake’ hole. Finally, potential
hanging positions are filtered by checking the SDF value to
ensure they are outside the object. Low-quality scanning can
introduce inaccuracies in the SDF values, rendering this step less
effective. However, as long as the essential structure required for
hanging remains relatively intact in meshes and point clouds, our
algorithm can still detect the corresponding hanging and furnish
accurate predictions. Consequently, the hanging accuracy under
poor scanning conditions remains high.

Limitations: Although the experimental results are encour-
aging, our method comes with certain limitations. The most
notable limitation is that the proposed method exclusively ad-
dresses the hanging situation with single-point contact. While
this encompasses a reasonably broad range of scenarios, it does
exclude some situations, such as hanging a goblet on a wine glass
rack or hanging garments, which involve multiple contact points
and more complex interactions. Indeed, the hanging accuracy of
some categories of objects (like utensil and racquet) in Table II
are significantly lower than other categories because these ob-
jects are difficult to be hung with single contact. Moreover, the
current method mainly focuses on the hanging poses prediction
and execution can be further improved by optimizing the tra-
jectory generation. The research about solving these issues is
planned for future.

V. CONCLUSION AND FUTURE WORK

This paper proposes a learning-free method for hanging detec-
tion of previously unseen objects and supporters. The proposed
method first finds potential hanging positions and directions on
both the object and supporter. Then these hanging positions and
directions are matched and evaluated to obtain feasible hanging
poses. We also run experiments in simulation and real-world
environments to validate the proposed method. Results show
that our approach achieves a high success rate, outperforming
the baseline results. Moreover, the accuracy remains high under
poor scanning conditions. Future work will focus on exploring
more complex hanging scenarios, such as hanging with multiple
contact points and the optimization of the entire pick-and-hang
procedure.
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