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Visual Servoing NMPC Applied to UAVs for
Photovoltaic Array Inspection

Edison Velasco-Sánchez , Luis F. Recalde , Bryan S. Guevara , José Varela-Aldás , Francisco A. Candelas ,
Santiago T. Puente , and Daniel C. Gandolfo

Abstract—The photovoltaic (PV) industry is seeing a significant
shift toward large-scale solar plants, where traditional inspection
methods have proven to be time-consuming and costly. Currently,
the predominant approach to PV inspection using unmanned aerial
vehicles (UAVs) is based on the capture and detailed analysis of
aerial images (photogrammetry). However, the photogrammetry
approach presents limitations, such as an increased amount of use-
less data and potential issues related to image resolution that nega-
tively impact the detection process during high-altitude flights. In
this work, we develop a visual servoing control system with dynamic
compensation using nonlinear model predictive control (NMPC)
applied to a UAV. This system is capable of accurately tracking the
middle of the underlying PV array at various frontal velocities and
height constraints, ensuring the acquisition of detailed images dur-
ing low-altitude flights. The visual servoing controller is based on
extracting features using RGB-D images and employing a Kalman
filter to estimate the edges of the PV arrays. Furthermore, this
work demonstrates the proposal in both simulated and real-world
environments using the commercial aerial vehicle (DJI Matrice
100), with the purpose of showcasing the results of the architecture.

Index Terms—Aerial systems: Perception and autonomy,
optimization and optimal control, visual servoing.
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I. INTRODUCTION

NOWADAYS, society is facing global energy challenges
and the search for alternative sources to fossil fuels [1].

Renewable energies (RE), such as wind, hydro and solar, are
abundant and are not at risk of depletion [2], [3]. The PV
sector has grown rapidly and has become the primary source
of renewable energy, given the abundance and accessibility of
solar power [4], [5]. However, PV installations are limited by
changing environments, where elements such as sand, wind, and
dust significantly reduce the efficiency of PV modules [6]. In
addition, this type of system requires periodic maintenance due
to the need for optimal conditions to function properly [7]. Many
studies have shown that a large number of PV modules present
maintenance-related damage [8], which can even reach 80% of
the total installed modules, where the most common problem
is strictly related to surface defects such as mismatches, cracks,
discolorations, snail trails, and soiling [9], [10], [11], [12].

In recent years, PV modules have been inspected using dif-
ferent techniques. One method is Electroluminescence-based
inspection, involving the application of direct current to the
module of PV array and the measurement of the resulting pho-
toemission [13]. Another approach is I-V measurements, where
I-V curves are generated using information from PV modules,
but the exact location of the failure is not provided [14]. Infrared
thermography utilizes thermal cameras to capture radiation and
convert it into thermogram images [15]. Furthermore, Visual
inspection by experts offers a simple method for identifying
potential defects in PV modules [9]. However, visual inspection
can be time-consuming, making it more suitable for small plants;
on a large scale, it is almost impractical.

Unmanned aerial vehicle (UAV) technology has experienced
accelerated development. It has made a significant contribu-
tion to monitoring applications such as oil and pipeline in-
spection [16], power transmission lines [17], and precision
agriculture [18]. This technology has recently been applied to
PV inspection, saving valuable time and human resources, as
well as ensuring rapid data collection over large areas [19],
[20], [21], [22], [23]. Currently, most of the UAV applications
in PV inspection are based on photogrammetry, where UAVs
are equipped with a Global Positioning System (GPS) receiver
and an Inertial Measurement Unit (IMU) [24]. These elements
ensure that the system flies at high altitude from the ground,
guaranteeing proper horizontal and vertical overlap of the im-
ages for orthomosaic reconstruction [25], [26].

Nevertheless, the photogrammetry approach has two limita-
tions. First, GPS accuracy can lead to incorrect placement of the
UAV, resulting in an increased amount of useless data during
flights. Second, flights at high altitude from the ground can
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Fig. 1. Pipeline of the system implemented for overflight and inspection of the PV arrays with the visual servoing controller combined with dynamic compensation
and constraints based on NMPC using UAVs. The purple area shows the UAV system in conjunction with the test environment. Visual servo controllers and NMPC
are explained in Algorithms 1 and 2, respectively. The orange area shows the Feature Extraction from the RGB-D images and is explained in Algorithm 3).

generate issues related to image resolution, negatively affecting
the surface defects detection process. The results presented
in [19] have shown an intrinsic relationship between the ground
sampling distance and the detection of surface defects, such as
soil, snail trails, and white spots. Thus, resolution is a key factor
in achieving accurate detection of surface failures. Therefore,
we find it interesting to focus our research here, making it an
important contribution to the field of PV inspections.

In this paper, we propose an approach to ensure proper image
acquisition of PV modules based on autonomous UAVs, which
is capable of capturing details on the surface of the PV array
without geo-referenced measurements or path planning meth-
ods. The objective of this work is to develop a visual servoing
control system combined with a Nonlinear Model Predictive
Control (NMPC) capable of accurately tracking the center of
the underlying PV array at low-altitude. This system ensures the
acquisition of images for later use in the inspection process by
experts or AI-based architectures. Fig. 1 shows the pipeline of
our approach.

In summary, our contributions are the following.
� A visual servoing control system for aerial vehicles com-

bined with dynamic compensation and constraints based on
NMPC, which ensures accurate tracking of the middle of
the PV arrays considering different frontal velocities and
height constraints without geo-referenced points or path
planning methods.

� Lightweight and low run-time PV panel feature extraction
method based on RGB-D images and a Kalman filter to
mitigate the impact of noise and uncertainties.

� End-to-end validation of the complete system using a
commercial aerial vehicle (DJI Matrice 100), both in a
simulated environment and in real-world conditions.

II. METHODOLOGY

A. Notation

Throughout the article, we establish the following definitions:
an inertia frame denoted asW = {OW ,Wx,Wy,Wz}, and the
body frame denoted by B = {OB, Bx, By, Bz} located at the

Fig. 2. Reference coordinate frames of the implemented system.

UAV’s center of mass (CoM). Furthermore, the camera frame
can be defined as C = {OC , Cx, Cy, Cz}, where OC aligns with
the optical center of the camera and with the 2D digital image
plane defined as I = {OI , Iu, Iv} (see Fig. 2). Moreover, this
work uses the symbol BRC to denote a rotational matrix from
the frame C to B. Vectors are represented by bold quantities
as follows: wp ∈ Rn, using the frame W as a prefix; matrices
are indicated in bold capital letters as P ∈ Rn×m. Finally, the
Q-weighted norm can be formulated as ‖p‖Q =

√
pTQp

B. System Modeling

This section presents the formulation of motion equations
considering the UAV and the camera. These equations will serve
as the foundation for the visual servoing NMPC formulation ap-
plied to the aerial vehicle. Additionally, image feature extraction
is carefully formulated to ensure accurate extraction, leveraging
the combination of RGB-D information with a Kalman filter.

1) Quadrotor Differential Kinematics: This work formulates
the equations of motion, considering that the aerial system (DJI
Matrice 100) includes an autopilot that ensures tracking of the
reference velocities with respect to the frame B. This consid-
eration takes into account that the roll angle φ ≈ 0 and pitch
angle θ ≈ 0 are approximately zero. Therefore, the location of
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the camera wη can be formulated as follows:⎡
⎢⎢⎣

wx
wy
wz
wψ

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
wxb +

bxc cos(ψ)− byc sin(ψ)
wyb +

bxc sin(ψ) +
byc cos(ψ)

wzb +
bzc

ψ

⎤
⎥⎥⎦ (1)

where (wxb,
w yb,

w zb) is the location of frame B respect to the
frameW , ( bxc, byc,

bzc) is the camera’s position respect to the
frameB; finally, the rotational angle with respect to axisWz can
be expressed asψ (for more details, see the reference coordinate
frames in Fig. 2).

Taking it into account and based on [27], the differential
kinematics can be formulated as:

wη̇ = Jb(ψ)
bν (2)

where Jb ∈ R4×4 is the Jacobian matrix that allows the
liner mapping of the UAV’s velocities bν = [bυx

bυy
bυz

bωz]
T ∈ R4 considering that the angular velocities bωx and bωy

are approximately zero due to the autopilot of the system.
2) Quadrotor Dynamics: Taking the presented autopilot into

account and based on [28], the dynamic model can be formulated
as follows:

bνref = M(bν,π)bν̇ +C(bν,π)bν (3)

where M ∈ R4×4 and C ∈ R4×4 represent the matrices for
inertial and coriolis forces and bνref is the vector of desired
velocities of the UAV. Additionally, π ∈ R18 is a vector used to
characterize the dynamics of the system.

3) Image Features: The pinhole camera model is con-
sidered in this work [29], where the feature point cζ =[
cx cy cz

]T ∈ R3 expressed in C can be projected on the
digital image plane as follows:[

iu
iv

]
=

λ
cz

[
cx
cy

]
(4)

where iζ =
[
iu iv

]T ∈ R2 is the feature vector projected into
the digital image plane I and λ is the camera focal length.

Our work considers a fixed feature point iζ̇ = 0; therefore,
the temporal variation in the image plane can be expressed in
relation to the velocities of the UAV, resulting in the following
expression:

iζ̇ = Jf (
iζ, cz)T−1 bν,T =

[BRC [btc]×BRC
03×3 BRC

]
(5)

where bν =
[
bυ bω

]T ∈ R6 is the stacked vector of the
UAV’s velocities without the consideration of the autopi-
lot, [btc]× is a skew symmetric matrix associated to btc =[
bxc

byc
bzc

]T ∈ R3. Finally, considering two features
vectors iζ, the Jacobian image matrix is Jf ∈ R4×6.

4) Line Features: This section presents the formulation of the
line features expressed by two points that characterize the center
of the PV array. These points are projected on the digital image

plane as iζ1 =
[
iu1

iv1
]T

and iζ2 =
[
iu2

iv2
]T

presented
in Fig. 2 (more information related to the extraction of the
two points can be found in Section II-D). This work further

formulates these two points in polar coordinates as:[
ir
iθ

]
=

[
sin (iθ)(iu1 − (

iu2−iu1
iv2−iv1

) iv1)

arctan (− iv2−iv1
iu2−iu1

)

]
(6)

where iξ =
[
ir iθ

]T ∈ R2 is the line features vector, which
characterize the middle line of the lateral edges of the PV panels
respect to the frame I.

The time derivative of (6) can be formulated as a function of
the camera velocities by combining (5), defining the following
formulation:

iξ̇ = J(iξ,i ζ, cz)bν (7)

J = Jl(
iξ,i ζ)Jf (

iζ, cz)T−1

where, Jl ∈ R2×4 is the Jacobian matrix associated with the line
features, and J ∈ R2×6 is a compact Jacobian, which includes
Jl and Jf for simple notation. The formulation (7) is suitable
for developing the visual servoing controller as presented in
Section II-C, without considering the dynamics of the UAV.

C. Visual Servoing Control System Combined With NMPC

1) Visual Servoing Controller: The visual servoing con-
troller proposed in this work aims to guide the UAV in a way that
the feature points of the line iξ move towards the desired values
iξd =

[
ird

iθd
]T

, ensuring the movement of the UAV over the
middle of the PV arrays. Taking this into account, the control
error vector can be formulated as iξ̃ = iξd − α(iξ); however,

due to |ir| � |iθ|, the operator α(ir,i θ) =
[
ir/irmax

iθ
]T

ensures that the values are of the same magnitude order, consid-
ering that irmax represents half of the image width. Due to the
dimensions of the Jacobian matrix J ∈ R2×6, there is no unique
solution, and it is possible to use the null space projector oper-
ator. Furthermore, when considering the nearly perfect tracking
velocity bν ≡ bνc, the control law can be formulated as:

bνc = J†( iξ̇d +Kiξ̃) + (I6×6 − J†J)bνd (8)

note that J† = W−1JT (JW−1JT )−1 is the Moore-Penrose
pseudoinverse, (W,K) are positive definite matrices and
(I6×6 − J†J) is the orthogonal projection of bνd.

The vector bνd contains arbitrary values for the asso-
ciated velocities of the UAV in the frame B with bνd =[
bυxd

bυyd
bυzd

bωxd
bωyd

bωzd

]T
. The appropriate

selection of W can guarantee angular velocities bωxd ≈ 0 and
bωyd ≈ 0, making the control proposal compatible with the
aerial system (DJI Matrice 100). The arbitrarily long vector can
be formulated in order to guarantee any frontal velocity and
height over the PV array, which can be written as follows:

bυxd =
bυ

max
x

1 + k1||iξ̃||
bυzd = η̇zd + k2 tanh (

wηzd − wηz) (9)

where bυ
max
x is the maximum desired frontal velocity, (k1, k2)

are positive scalar values and wηzd represents the desired height
of the UAV over the PV solar panels. In our application, η̇zd = 0
and iξ̇d = 0, due to the fact that the flights over the PV arrays
are maintained at a constant height and the desired line features
are constant over time.
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Algorithm 1: Visual-Servoing.

Data: iξd, iξ̇d, iζ1, iζ2, wη
Result: bνc Control value

1: iξ← iζ1, iζ2; // Image Features
2: iξ̃ = iξd − α(iξ); // Control Error
3: bυxd = bυ

max
x /(1 + k1||iξ̃||); // Desired frontal

Velocity
4: bυzd = η̇zd + k2 tanh (

wηzd − wηz); // Desired
upper Velocity

5: bνd ←b υxd,
bυzd; // Arbitrary velocity vector

6: J← iξ, iζ1,
iζ2,T; // Compact Jacobian

7: bνc = J†( iξ̇d +Kiξ̃) + (I6×6 − J†J)bνd; // Control
Law

Algorithm 1 explains the procedure for develop the visual
servoing controller.

The proposal (8) does not consider the dynamics of the system
and lacks information about constraints related to maximum
velocities or the workspace within which the system can ensure
adequate feature extraction. Consequently, there is a need to
formulate an NMPC that incorporates these constraints.

2) Dynamic Compensation and Constraints With NMPC:
This section introduces a NMPC approach to ensure a nearly
perfect tracking velocity of the control actions generated by the
visual servoing controller bν ≡ bνc. This NMPC is designed to
compute the control policy while incorporating the dynamics of
the system and the restricted operational space as constraints in a
finite-time optimal control problem (OCP). Thus, this work uti-
lizes a discrete version of equations (2) and (3). These equations
were formulated using the fourth-order Runge-Kutta integrator,
considering dt as the sampling time, defined as follows:

xk+1 = fRK4(f(xk,uk), dt) (10)

f(x,u) =

[
Jb(ψ)

bν

−(M−1C) bν +M−1 bνref

]

where x =
[
wη bν

]T ∈ R8 and u =
[
bνref

]T ∈ R4 are the
states and control actions of the system.

The intermediate cost function related to velocity tracking
performance lv(·) : R4 → R≥0 can be formulated as follows:

lv(xk,
bνck) = ‖bνck −Cvxk‖Q (11)

where bνc is the control action generated by the visual servoing
controller (8), Cv is a matrix designed to obtain the velocities
of the aerial system. Finally, Q is a positive definite matrix.
Moreover, to ensure smooth control actions, the cost function
associated with the control policy lu(·) : R4 → R≥0 can be
structured: lu(uk) = ‖uk‖R, where R is a positive definite
matrix.

In addition to the equations of motion for the aerial sys-
tem, constraints related to control actions and workspace
can be formulated as xmin ≤ xk ≤ xmax, umin ≤ uk ≤ umax.
(xmin,xmax,umin,umax) represents the minimum and max-
imum states and control actions of the aerial system. These
constraints ensure proper velocities and height compliance, pro-
viding the acquisition of detailed images and adequate feature
extraction during low-altitude flights over the PV modules.
Therefore, the cost functions presented previously, it is possible

Algorithm 2: Visual-Servoing + NMPC.

to generate the NMPC as a finite-time horizon optimization
problem as follows:

arg min
x1 . . .xN

u1 . . .uN−1

lv(xN ,
bνcN ) +

N−1∑
k=1

lv(xk,
b νck) + lu(uk)

subject to: xk+1 = fRK4(xk,uk), k = 1, ., N − 1

umin ≤ uk ≤ umax, k = 1, ., N − 1

xmin ≤ xk ≤ xmax, k = 1, ., N.
(12)

NMPC is solved using Sequential Quadratic Programming
(SQP) in a real-time iteration (RTI) scheme using ACADOS [30]
and CasADi [31]. The Algorithm 2 comprehensively explains
the Visual Servoing controller combined with the NMPC
formulation.

D. Image Features Extraction

We propose a feature extraction of the PV array by approxi-
mating to two straight lines the lateral edges of the photovoltaic
panels. By identifying the lateral edges of the PV array, we
extract the deviation with respect to the center of the image
(ir) and the angle of inclination of the parallel lines generated
by these edges (iθ). We prolong the line with the average of
the slopes of L1 and L2 using the midpoint (see image plane in
Fig. 2). Once the new slope is calculated, we determine the u, v
components of the points iζ1 and iζ2 as follows:

iζu1,2
= (uo ± pf cos(iθ))

iζv1,2
= (vo ± pf sin(iθ)) (13)

where pf is a factor that depends on the horizontal distance
dL1L2

, and the desired distance at which the camera wants to
capture the lines L1 and L2 of the PV array.

1) Line Detection: To detect the PV array’s vertical lines,
RGB images undergo HSV filtering, highlighting white edges,
while depth images are thresholded based on camera-to-PV
and camera-to-ground distances. Thus, the RGB and D images
(Irgb, Id) are binarized, noise-filtered with morphological op-
erations, and merged. Then, we generate a Mraw mask that
approximates straight lines using OpenCV’s fitline algorithm.

We employ a Kalman filter to estimate the states sk derived
from the fitline algorithm, influenced by camera velocities cν.
The matrices A and B are determined by the dynamic mode
decomposition (DMD) methodology [32]. We perform a manual
flight over the PV array, varying UAV velocities, altitudes, and
attitude. This yields the data set for states sk and system inputs
cν used in the estimation of A and B.
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Fig. 3. UAV flying over the PV arrays. The top images (a) and (d) represent the
simulated and real experimental environment, respectively. The bottom images
(b), (c) and (d), (f) are the color and depth images of the PV array obtained by
simulation as well as by the UAV on-board camera.

Algorithm 3: Image Feature Extraction.

Algorithm 3 describes the procedure developed for feature
extraction, taking RGB-D images Irgb, Id and camera velocities
cν as inputs. The output is theMf mask representing the current
features based on the estimated parameters of the lines ŝk, which
correspond to the edges of the PV array.

III. EXPERIMENTS AND RESULTS

This section showcases our method’s performance in simu-
lated and real experiments. We outline the experimental setups
for the simulation environment and the real platform, including
gain weight settings and the controller used. The controller gains
were tuned through experimentation, initially in the simulator
and later fine-tuned in real experiments.

A. Experimental Setup

1) Simulation Experiments: We utilized Webots [33] to sim-
ulate PV arrays and DJI Assistant to ensure a similar behavior of
the UAV Matrice 100 (see Fig. 3). Webots includes a simulated
environment with a RGB-D camera mounted on the UAV. Both
simulators communicate via topics using ROS Noetic, allow-
ing integration of the flight dynamics in DJI Assistant with

TABLE I
VISUAL SERVOING AND NMPC PARAMETERS

the Webots simulation environment. Furthermore, we consid-
ered noise in sensors, with the following Gaussian distribution
wηn ∼ N (−0.005, 0.005) and bνn ∼ N (−0.001, 0.001). The
simulators were implemented on a computer with an AMD
Ryzen 7 3700x 8-core processor, 16 GB of RAM and a NVIDIA
GTX 1060 video card with 6 GB of memory, using the Ubuntu
20.04 operating system.

2) Real Experiments: We used a DJI Matrice 100 drone
in combination with a Jetson Orin-NX onboard computer,
equipped with 16 GB RAM and running the Ubuntu 20.04 Focal
operating system with Jetpack 5.1.1. As RGB-D sensor, we used
an Intel RealSenseTM D435i camera. The real experiments were
carried out at the Anchipurac Photovoltaic Solar Park, located in
the city of San Juan, Argentina (Fig. 3). In this environment, we
used a PV array of 80 solar panels with individual dimensions
of 2.0 × 1.0 [m].

In the simulation and real experiments, we used images with a
resolution of 640× 480 at 30 fps and the PV arrays were placed
horizontally so that the aerial images fully displayed each solar
panel. Furthermore, Table I shows the values of all parameters
explained in Section II.

B. Simulation Experiment Results

The first experiment aimed to determine the optimal matrix
W values for the visual servoing controller (8), crucial for
the proposed controller. Simulating a scenario where the UAV
camera maintains a direct line of sight to the photovoltaic array,
we ensured ideal feature extraction with specified values in the
null space projector: bυ

max
x = 1 [m/s] and wηzd = 3 [m] over

the PV arrays.
An inappropriate matrix W generates control values that

do not guarantee bωxd ≈ 0 and bωyd ≈ 0, rendering the visual
servoing proposal unsuitable for the aerial platform (DJI Ma-
trice 100). Furthermore, the movement of the aerial vehicle
generated by the control law ensures that the error converges
to zero iξ̃ =

[
ir̃ iθ̃

]→ 0 as t→∞, with a stabilization time
of 30 [s]. Finally, the null space projector ensures bυx → bυxd
as t→∞, with a stabilization time of 30 [s] (see results in
Fig. 4(a)).

On the other hand, an appropriate matrix W can notori-
ously improve the controller performance. These values ensure
bωxd ≈ 0 and bωyd ≈ 0, guaranteeing that the control error
vector converges to zero iξ̃ =

[
ir̃ iθ̃

]→ 0 as t→∞, with
a stabilization time of 7 [s]. Finally, the null space projector also
ensures that bυx → bυxd as t→∞ with a stabilization time of
7 [s] (see results in Fig. 4(b)).

The second experiment, shown in Fig. 5, compares visual
servoing (8) with the visual servoing controller combined with



VELASCO-SÁNCHEZ et al.: VISUAL SERVOING NMPC APPLIED TO UAVs FOR PHOTOVOLTAIC ARRAY INSPECTION 2771

Fig. 4. Simulation results of the visual servoing controller with different values
of matrix W.

Fig. 5. Comparative results of the visual servoing controller versus the visual
servoing controller combined with NMPC in a simulated environment.

NMPC (12), considering the following values in the null space
operator: bυ

max
x = 1 [m/s] and wηzd = 5[m]. The limitations

of the classical visual servoing controller restrict its ability to
define the UAV’s workspace. For instance, when a loss of visual
features occurs due to a flight altitude outside the workspace, the
camera loses line of sight with the visual patterns, decreasing
the image feature extraction, and causing controller failures.
However, due to the constraints of the NMPC, the altitude of
the UAV is limited to 4.5 [m] above the photovoltaic array
(see Table I), the control proposal ensures proper extraction
and detailed images, guaranteeing that iξ̃ =

[
ir̃ iθ̃

]→ 0 and
bυx → bυxd as t→∞, with wηz within the constraints of the
workspace in the NMPC.

Fig. 6. Comparative results of the visual servoing controller versus the visual
servoing controller combined with NMPC in real-world environments.

In Fig. 5 the yellow background presents failures in feature ex-
traction, which cause problems in the visual servoing controller;
the pink background represents a total failure of image feature
extraction when the controller is not working. Finally, the purple
background represents the time when the controller is operating
correctly with correct image feature extraction, where visual
servoing combined with the NMPC exhibits proper behavior
during the whole experiment.

C. Real-World Experiment Results

Several experiments were conducted to demonstrate the per-
formance of both proposal at different heights over PV arrays.
The null space operators, bυ

max
x = 0.5 [m/s] and wηzd = 5 [m],

over the PV arrays are the same as those presented in the second
simulation experiments.

Due to the fact that the visual servoing controller does not
include the dynamics of the aerial vehicle and the constraints
where the image extraction features work properly, this formu-
lation exhibits poor behavior resulting in the controller failure
during the experiment (see Fig. 6).

On the other hand, visual servoing combined with the NMPC
formulation exhibits proper behavior of the aerial vehicle, (see
Fig. 6), guaranteeing movement along the PV arrays in the real-
world application. However, the control error vector exhibits
bounded values, with |ir̃| < 0.3 and |iθ̃| < 0.08. This behavior
is attributed to potential unmodeled dynamics, disturbances
during the experiment, the precision of depth camera measure-
ments at this height, and incorrect gain tuning. Additionally, the
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Fig. 7. Results of visual servoing controller combined with NMPC with
appropriate gain K to decrease the ir̃ translation error.

Fig. 8. ir̃, iθ̃, and bυ̃x errors of eight experiments of the visual servoing
controller combined with the NMPC controller in real world environments. The
right plots show the mean and standard deviation of the experiments.

proposal is able to guarantee bυx → bυxd with wηz inside the
workspace.

Given the performance demonstrated in the experimental
results presented above, the authors adjusted the gain values, set-
ting K = diag(300, 0.8). Simultaneously, modifications were
applied to the null space operator, with bυ

max
x = 0.5 [m/s] and

wηzd = 3 [m]. We have chosen to set the inspection height at
3 [m] as it is deemed adequate. This height ensures the minimum
distance within the camera’s field of view while maintaining a
safe flying altitude. Following these changes, controller perfor-
mance showed a significant improvement, as indicated in Fig. 7.
This achievement is reflected in a maximum final feature error of
|ir̃| < 0.18 and |iθ̃| < 0.05 that can also guarantee bυx → bυxd.

The improvement in performance is directly associated with
changes in the gain matrix and the height of the PV arrays, both
influenced by the unmodeled dynamics of the system and the
measurements of the depth camera. Fig 8 shows the errors iξ̃ and
bυ̃x of eight experiments with different initial conditions using
the visual servoing controller with NMPC, where the error vector
[ir̃, iθ̃] is ultimately bounded, converging to final values close to

TABLE II
TOTAL RUN-TIME OF THE PROCESS IN EACH ITERATION

zero. The right plots in Fig 8 show the mean (x̄ = (1/n)Σn
i |xi|)

and standard deviation (σ2 = (1/(n− 1))Σn
i |xi − x̄|2) of the

experiments, where these values tend to converge to a value
close to zero along the time. These errors are in an acceptable
range for the application, thus, the proposal manages to generate
images of the PV arrays for an expert inspection process. Further
details of the project are presented in the following videos.1

D. Run-Time

Table II shows the execution time of the approach. The feature
extraction, visual servoing controller, and NMPC processes have
a total time of 18.1 [ms]. Therefore, we consider that the appli-
cation runs in real time because the odometry runs at 20 [ms]
and the camera at 30 fps.

IV. CONCLUSION

We introduce a visual servoing controller integrated with
NMPC for the Matrice 100 UAV’s overflight of a PV array. The
combination of controllers allows the UAV to have a defined
workspace; in this way, the UAV mounted camera has a direct
line of sight to the PV array allowing a correct extraction of
features for the visual servoing controller. In addition, using
a Kalman filter aids in estimating the filtered visual features
of RGB-D images, specifically the vertical edges of PV solar
panels, facilitating the UAV’s stable positioning over the array.
This correct positioning enables low-altitude flights for captur-
ing detailed images crucial for expert or AI-based identification
of potential panel failures.

In future work, we will improve the detection of PV array
vertical lateral edges using neural networks on RGB images.
This could decrease the processing run-time and noise in the
extraction of visual features. In addition, we will investigate the
integration of the vision system and the dynamics of the UAV
into a single optimization problem (Perception NMPC).
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