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Abstract—Face-to-face interactions are fundamental to the hu-
man social system, and as such, they are a key ingredient in
understanding how processes such as opinion dynamics, news and
rumor diffusion, and epidemic spreading may occur. In this letter,
we leverage the theoretical understanding provided by mathe-
matical models based on complex networks of face-to-face inter-
action dynamics to propose a multi-robot system that facilitates
experimental investigations of these dynamics in settings where
the parameters are controllable. Specifically, we consider a team
of Elisa-3 robots and implement a distributed and decentralized
control law that enables the key mechanisms of interaction giving
rise to face-to-face dynamics. We find that the multi-robot system
reproduces the main features of the face-to-face dynamics such as
long-tailed power-law distributions of contact durations and time
intervals between successive contacts. Remarkably, these features
prove to be robust, as they emerge in various experimental settings,
as well as under challenging operating conditions of the system.

Index Terms—Multi-robot systems, agent-based systems, face-
to-face interaction dynamics, distributed control.

I. INTRODUCTION

S TUDIES from complexity theory produce elegant math-
ematical models that are able to explain the underlying

mechanisms of many artificial and natural systems where inter-
actions among units are the key ingredient shaping the emerging
collective behavior [1], [2], [3]. However, specially when these
models are devoted to the analysis of social systems, very often
they can be validated against real data, but not compared with
the results of controlled experiments. In social systems, in fact,
parameters are often given and not controllable. To fill this gap,
some works have recently proposed the use of robotic platforms
implementing the mathematical model of a complex system and
enabling an analog experimentation with tunable parameters [4],
[5], [6], [7], [8], [9], [10].
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A pioneer work in this direction focuses on a special type
of consensus dynamics, i.e., the naming game, and implements
it on the kilobot robotic platform [4]. The Authors of the study
analyze the effects of the physical interference on the concurrent
execution of the games, and experimentally demonstrate the
emergence of consensus in the naming process. Consensus
dynamics has been also used to find the best-of-n solution
through voter models using kilobot robots [5], [11]; interest-
ingly, the robots are able to better adapt to environment changes
when communication is constrained [5]. Nonequilibrium self-
organization phenomena have been also studied with the help
of robotic platforms, for instance to test a predictive theory
based on rattling [12]. Instead, in [6], [7] a swarm of e-puck
robots is used to study the different regimes of synchronization
that can appear in a system of mobile pulse-coupled oscillators
as a function of agent speed, angle and range of interaction.
Real robot experiments have been also used to study the search
efficiency and the ability to spread information within a swarm of
random walkers [8]. The theoretical model of swarmalators that
combines together the synchronization and swarming dynamics
has been also implemented in a robotic platform, in particular
by using both small robots and drones [9], [10].

These works show how robotics can be useful for the study of
complex systems. In fact, it provides a natural embodiment for
theoretical models of complex systems [13], [14], and enables
the experimental validation of the assumptions on the mech-
anisms underlying the system dynamical behavior, including
the possibility of physical investigations with tunable param-
eters. However, the cross-fertilization between robotics and
complexity [15] can be also beneficial for robotics, as algorithms
drawn from the elementary principles of interactions unveiled
in complex systems can be particularly useful for the control
of multi-agent systems, where typically centralized methods
are used instead [16]. An example is the distributed control of
agents that sense and react to virtual forces inspired to natural
physical laws in a framework enabling self-organization, fault-
tolerance, and self-repair [17]. Another example is provided
by the distributed control law introduced in [18]. This control
law exploits agent elementary interactions and adaptation to
design a strategy for geometric pattern formation that avoids
the need of communication between agents, relying instead
on the calculation of the displacement between the units that
can be carried out with low sensor requirements. A third ex-
ample is the self-organized and decentralized decision-making
method that, being able to reach consensus on the fastest
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action, allows a swarm of robots to select the shortest of two
paths [19].

In this letter, we propose a robotic implementation of the
attractiveness-based model for face-to-face interaction networks
and study the effect of the physical embodiment on the model dy-
namics. The attractiveness-based model was introduced in [20]
to describe the face-to-face interaction networks that arise in
human gatherings. The model is based on simple mechanisms
that govern the interactions among the units and enable the
formation of dynamic groups, as observed in empirical data
sets of human gatherings [21]. These groups play a signifi-
cant role in social systems as they foster decision-making and
problem-solving processes that can leverage the diverse expe-
riences and viewpoints of the individuals within the group to
offer more effective solutions and creative decisions [21], [22].
The model shares the advantages with swarm robotics [23] of
being a self-organized and distributed approach. Additionally,
it offers the further benefit of having an additional parameter,
the attractiveness, which can be associated to some feature of
the unit that can be leveraged in various potential real-world
applications. An example is multi-agent mapping, where the
attractiveness could represent a quantity proportional to the area
already mapped by each agent. While interacting, the agents
can exchange and integrate their maps, thus accelerating the
complete reconstruction of the environment. Another applica-
tion could be related to the energy management of the robot
fleet, achieved by assigning an attractiveness value to each agent
inversely proportional to its battery level. This, combined with
a quick energy transfer solution, could help equalize the battery
charge among the robots.

To develop our robotic implementation, we use a team of
Elisa-3 robots, that are small autonomous robots equipped with a
local communication system and sensors for obstacle avoidance,
often used in research applications of swarm robotics, multi-
agent systems, and neurorobotics [24], [25], [26], [27], [28],
[29], [30]. We find that, under a variety of different experimental
conditions, the multi-robot system displays a distribution of the
contact duration and of the time interval between consecutive
contacts similar to the theoretical model. Interestingly, the same
features in the face-to-face interactions also emerge when the
multi-robot team is operated in challenging conditions. For
instance, this is the case when a very short time is allocated
to receive messages from other robots, causing the loss of
many interactions that still do not hamper the emergence of the
face-to-face dynamics. Altogether these findings demonstrate
the robustness of the attractiveness-based algorithm towards
physical implementations.

II. THE ATTRACTIVENESS-BASED MODEL FOR FACE-TO-FACE

INTERACTION NETWORKS

The attractiveness-based model for face-to-face interaction
networks [20] consists of a group of N agents distributed on a
plane where they move and interact according to the following
rules. Each agent is characterized by a parameterai, representing
its attractiveness, namely how likely other agents, which get
in touch with it, will be engaged in a face-to-face interaction

with it. At each time step tk = kΔh with Δh constant and
k = 0, 1, . . . ,K, an agent can either perform a random walk
or remain in its previous position to interact with one or more
agents that are attracting its interest. In particular, a stochastic
process regulates the action performed by the agent, such that
with probability pi(tk) the agent moves and with probability
1− pi(tk) it does not change its position and interacts face-to-
face with its neighbors. The probability pi(tk) is a function of
the attractiveness of the neighboring agents, namely

pi(tk) = 1− max
j∈Ni(tk)

aj (1)

where Ni(tk) is the neighborhood of agent i at time tk. In more
detail, if we indicate with xi(tk) the position of agent i in the
plane at time tk and with r the sensing radius of each agent,
then, Ni(tk) is the set of agents that at time tk are at a distance
smaller than r, i.e., Ni(tk) = {j : ‖xj(tk)− xi(tk)‖2 ≤ r}.

To introduce the motion equations, let us indicate with
vi(tk) = νeiθ(tk) the linear velocity of agent i. Here, ν denotes
the modulus of the velocity that is maintained constant in time,
while θ(tk), the agent heading, is a quantity that changes ran-
domly at each time step Δh. Then, with probability pi(tk) agent
i performs a random walk and its position is updated as follows

xi(tk+1) = xi(tk) + vi(tk)Δh (2)

while with probability 1− pi(tk) its position xi(tk+1) remains
the same of the previous step, i.e., xi(tk+1) = xi(tk).

In view of a robotic implementation of the model there are
several aspects to consider. First of all, notice that pi(tk) changes
over time, as the neighborhood does. In the original model [20],
pi is updated with the same step size, namely Δh, of the random
walk process. However, in a robotic implementation, where
agents are no more dimensionless particles, this strategy is not
suitable. On the contrary, obstacle avoidance should always be
active in order to avoid collisions with other robots or with the
physical boundaries of the arena where they move. In addition,
turning/heading update is not instantaneous (as this would imply
an infinite angular velocity), but requires a finite time. Finally,
the third important ingredient to take into consideration is that
the bandwidth of the communication between agents is limited.

To account for these important factors in the physical im-
plementation, here we extend the original attractiveness-based
model by revisiting some of the model assumptions and includ-
ing some further parameters. In the original formulation of the
model periodic boundary conditions are considered; here, for the
sake of comparison with the experiments, also in the mathemati-
cal model we consider that at the boundaries of the arena there are
fixed walls. Furthermore, in our numerical simulations, rather
than performing the motion step of the random walk in a single
time interval, we consider a smaller step size δh < Δh and check
after each interval of fixed length δh whether during its motion
the agent finds an obstacle or not (the obstacle can be one of the
arena boundaries or another unit). If there are no encounters, then
the full motion step of length νΔh is performed, otherwise two
situations may occur. If the obstacle is one of the arena walls, the
robot stops, rotates to a random direction and, then, continues
its random walk. Otherwise, if the obstacle is another unit of the
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team, the agent stops at the position of the encounter, effectively
performing a random walk step of smaller length. At this point,
the agent has to ‘decide’ whether to engage in an interaction
or not, according to the probability pi. To take into account the
limited bandwidth of the communication link between the units,
the agent remains at a fixed position for a time interval equal to
ts and updates its decision at intervals of ts. Hence, if an agent
decides to engage in an interaction, then the duration of such an
interaction will be not shorter than ts. Summing up, our model
includes two new parameters, δh and ts, and the additional rules
to account for the obstacle avoidance protocol that needs to be
always active in our robotic implementation.

III. ROBOTIC IMPLEMENTATION

The robotic implementation of the attractiveness-based model
for face-to-face interactions has been developed using a team
of Elisa-3 robots.1 These are small-sized robots with a circular
shape, diameter d = 5 cm, height h = 3 cm, and weight w =
39 g. Elisa-3 robots are differential drive platforms with two
wheels, each driven by a DC motor with a 25:1 reduction gear
and maximum speed equal to 60 cm/s.

Each robot has eight IR sensors, uniformly distributed along
the external circumference of the chassis and able to detect ob-
stacles at a distance up to 5 cm, and four ground sensors, located
on the front-side of the robot and used for cliff avoidance. The
IR sensors can also be used for local communication with other
robots. As the maximum distance for this communication is
dM = 5 cm, each robot can communicate to any other robot that
is at a center-to-center distance between 5 cm and 10 cm. There
is no transmission/reception queue in the local communication
link and the throughput is about 1 B/s. The local communication
system allows the robots to transmit a one-byte packet that we
use to send the robot attractiveness.

The experimental setup also includes a 2.4 GHz radio base-
station connected to a PC, that can transmit/receive data to/from
the robots. In our case, we use it only to collect the information
on the robot status needed to reconstruct the time duration of
the interactions and the time intervals between two consecutive
interactions, respectively indicated asΔt and τ . Communication
occurs one way, with robots sending the timestamp of the inter-
action with other units and the PC recording this information for
further offline analysis of the system behavior.

Each robot is controlled by an onboard 8-bit Atmel AT-
mega2460 microcontroller that handles motor control, sensor
data acquisition and communication with other robots and the
PC. Robots move in an arena of dimensions Lx and Ly as
schematically represented in Fig. 1, which also illustrates the
radius of local communication, r. This is an important parameter
for the dynamics as interactions can occur only with robots
within this radius. On top of the arena, an RGB camera allowing
to record the robot trajectories is mounted.

The control of the robot autonomous behavior is carried out
through a finite state machine that implements the mechanisms
of interaction and movement of the attractiveness-based model

1[Online]. Available: https://www.gctronic.com/doc/index.php/Elisa-3

Fig. 1. Schematic representation of the team of Elisa-3 robots implementing
attractiveness-based face-to-face dynamics. Robots represented in green color
are communicating to each other through the local communication system (with
dM indicating the maximum distance for such a communication), while the
other units (in gray color) are not detecting other robots or obstacles within their
communication/sensing radius and, hence, are moving as random walkers.

Fig. 2. Finite state machine used to control the autonomous behavior of each
robot of the team. The finite state machine is initialized in the ‘Random walk
& obstacle avoidance’ state (visually highlighted in the scheme with a blue
contour).

for face-to-face dynamics. As shown in Fig. 2, the state machine
has four states: ‘Random walk & obstacle avoidance’, ‘Stop &
check’, ‘Compute probability’, and ‘Engaged & listening’. In the
first state, the robot moves as a random walker along the arena,
while avoiding potential obstacles and continuously checking
whether a message from other robots is received. When this
occurs, the state machine moves to the ‘Stop & check’ state,
where the robot stops at the current position for a period of time
equal to ts, searching for eventual messages from other robots
and retrieving the value of the attractiveness of the neighboring
robots. After that, it moves to the ‘Compute probability’ state
where the robot calculates pi according to (1). At this point, with
probability 1− pi moves to the ‘Engaged & listening’ state, thus
starting a face-to-face interaction, or with probability pi goes
back to the ‘Random walk & obstacle avoidance’ state, thus
moving away from the current position as the other robots (if
any) have not raised its interest. The ‘Engaged & listening’ state,
therefore, represents the condition where the robot is effectively
interacting face-to-face with other robots, forming a group of
two or more units. From this state, where messages from other

https://www.gctronic.com/doc/index.php/Elisa-3
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Algorithm 1: Face-to-Face Dynamics for Agent i.

robots are also continuously checked, after a period of time equal
to ts, the robot moves back to ‘Compute probability’ from which
the robot decides to continue the face-to-face interaction (with
probability 1− pi) or leave the group (with probability pi). In
the two states ‘Stop & check’ and ‘Engaged & listening’ the
robot’s LED turns green and red respectively, in order to help
to visually detect in which state the robot is. The finite state
machine is implemented in the robot via Algorithm 1.

When the robot is not interacting with other units, it moves as
a random walker with obstacle avoidance control always active.
Taking into account that the robots are controlled by differential
drive, we implemented the random walk in two steps. In the first
step, we randomly set the direction of rotation of the robot (left or
right) and then rotate it for a time equal to tR which is randomly
drawn with uniform distribution in the interval [0.1 s, 1s]. This
results in an in-place rotation of the robot by an angle randomly
drawn with uniform distribution in the interval [−π, π]. Then,
in the second step, the robot moves forward for a period of time
equal to tf (which corresponds to Δh in (2)) with fixed velocity
ν. Notice that, since obstacle avoidance is always active, νtf
represents the maximum distance of the random walk step, while
it is the exact distance only when no obstacles (either the arena
walls or other robots) are encountered during this motion step.
Obstacle avoidance is implemented by continuously checking
eventual obstacles via the IR sensors. When the sensors signal
the presence of an obstacle, then either this obstacle is a robot
(as simultaneously a message has been received) and the finite
state machine moves to the ‘Stop & check’ state, or it is a wall

TABLE I
LIST OF SYMBOLS

of the arena. In this latter case, the robot heading is randomly
changed in the [−π, π] interval and, then, the robot continues its
motion step.

An important parameter of our experiments is the time that
a robot has to wait to correctly receive a message after the IR
sensors have detected it. This parameter is briefly indicated as
the time for local communication ts. The nominal value of the
local communication throughput for the Elisa-3 robot is about
1 B/s; however, based on a series of preliminary experiments
that we have run to investigate whether the value of ts could be
reduced, we have selected ts = 700 ms as a trade-off between
message loss and the time the robot has to spend while waiting
for messages.

During the experiments, the robots also communicate their
status, including potential interactions with other units, to a PC
through the radio link, at time intervals of 100 ms. Communica-
tion with the PC is solely used to record the relevant information
to analyse the collective behavior of the system, but not for the
robot control law which is fully decentralized and distributed.

Two other important parameters of the setup are ν and tf ,
that we have been empirically set to 6 cm/s and 2 s, respectively.
These are trade-off values between the size of the area explored
by a robot during its motion (which becomes larger as the two
parameters increase) and the probability of receiving messages
from other robots (which decreases as the two parameters in-
crease).

Finally, two other parameters influence the collective behavior
of the whole system of interacting robots. They are the robot
density ρ and the values of the attractiveness of each robot,
stored in a single vector a = [a1, a2, . . . , a6]

T . As the number
of robots is kept fixed, the density of the robots is determined by
the dimensions of the arena, namely ρ = N/(LxLy). The values
of attractiveness are set in the interval [0,1] and are assigned to
each robot of the team at the beginning of each trial and then kept
constant. The main symbols used in the letter are summarized
in Table I.

IV. EXPERIMENTAL RESULTS

To illustrate our results, we first discuss an experiment for a
fixed setting of the system parameters. In particular, here we have
considered N = 6 robots moving in an arena with Lx = 80 cm
and Ly = 60 cm, thus resulting in a density of robots equal
to ρ = 1.3× 10−3.2 The robot attractiveness is fixed as: a =
[0.75, 0.88, 0.93, 0.67, 0.72, 0.67]. Fig. 3 shows five snapshots

2The density is always expressed in robots/cm2
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Fig. 3. Dynamical evolution of group formation in an experiment made with N = 6 Elisa-3 robots. The different snapshots are taken from the supplementary
video (available at https://ieeexplore.ieee.org) at the following times: (a) t = 63 s, (b) t = 64 s, (c) t = 65 s, (d) t = 66 s, and (e) t = 67 s. The units lighting
up with red (green) light are interacting (communicating) each other, while no light indicates that the robot is performing a random walk. (a) The robots form a
group of two units that are engaged into a face-to-face interaction. (b) A third robot is communicating with one of the two units of the group. (c) The group is now
formed by three interacting units. (d) Another robot in the area is communicating with units in the group. (e) The previous group breaks apart and a new group of
two units forms, while the other two robots, belonging to the previous group, move away from the area of the meeting.

of a video recording available as supplemental material. It shows
the dynamical evolution of the formation of groups in the system.
Initially, two robots form a group (Fig. 3(a)). Later, another robot
communicates with one of the group units and joins it (Fig. 3(b)
and (c)). Subsequently, a different unit communicates with a
member of the group (Fig. 3(d)), and engages in a face-to-face
interaction to form a new group of two robots (Fig. 3(e)), while
the previous group breaks apart.

We have then conducted a more systematic investigation by
exploring various parameter settings and performing a statistical
analysis of the data gathered during our experiments to deter-
mine the distribution of the contact duration, denoted as P (Δt),
as well as the distribution of the time interval, denoted as P (τ),
between two consecutive interactions of a robot with some other
unit. Here, with the term contact we indicate the engagement in
a face-to-face interaction of two or more robots. In particular, we
have considered exemplificative settings with different values of
the density ρ and the attractiveness vector a. To change ρ, we
have kept fixed the number of robots and changed the size of
the arena (in particular, varying Lx), whereas the attractiveness
vector a has been set via robot programming. The time for local
communication between the robots has been set to ts = 700 ms
in all the experiments where not differently mentioned. The same
holds for the speed module that is fixed to ν = 6 cm/s.

We first discuss the effect of the density, considering two dif-
ferent values of ρ, namely ρ1 = 1.3× 10−3, obtained by setting
Lx = 80 cm and Ly = 60 cm, and ρ2 = 2.5× 10−3, obtained
by resizing the arena such that Lx = 40 cm and Ly = 60 cm.
The results are illustrated in Fig. 4 that shows the distribution of
the contact duration,P (Δt), and that of the time intervals,P (τ),
for ρ = ρ1 = (blue circles), and ρ = ρ2 (orange squares). Both
distributions are obtained by dividing the empirical data into bins
and reporting the number of observations for each bin divided by
the total number of observations. The results are averaged over
10 different runs, in each of which the behavior of the robots was
monitored for a period of time equal to TM = 10 min. The robot
attractiveness is fixed to a = [0.75, 0.88, 0.93, 0.67, 0.72, 0.67],
such that the average value is equal to 〈ai〉 = 0.77.

We notice that, for both values of ρ, the two distributions
P (Δt) and P (τ ) display a long-tailed power-law form spanning
few orders of magnitude. This is in agreement with the analysis
of the original mathematical model where this behavior is con-
sistently observed for different settings of the parameters [20].
From the analysis of P (Δt) (Fig. 4(a)), we find that the number

Fig. 4. Experimental results. Effect of the density on the distribution of the
contact duration, P (Δt), (a) and on the distribution of the time interval between
consecutive contacts, P (τ), (b). The results are the average of 10 runs for each
density value, that is controlled by changing Lx (Lx = 80 cm for the first set of
runs, represented with blue circles, Lx = 40 cm for the second one, represented
with orange squares). The remaining parameters are fixed to: ts = 700 ms,
Ly = 60 cm, TM = 10 min, tf = 2 s, ν = 6 cm/s, tr ∈ [100 ms, 1 s], N = 6,
and 〈ai〉 = 0.77.

of contacts with small duration is high, whereas there are few
cases where the duration of the contact between robots is large.
Analogously, the behavior of P (τ) (Fig. 4(b)) is also character-
ized by a long-tailed power-law distribution, meaning that there
are few contacts occurring after long time intervals and many
after small time intervals. The density ρ seems to significantly
affect the distribution of τ (Fig. 4(b)), where we notice that,
for the larger value of density, it is more difficult to observe
larger time intervals compared to the case of smaller density.
Instead, the density has a smaller effect on the distribution of
contact duration, with the more noticeable impact on the tail of
the distribution.

https://ieeexplore.ieee.org
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Fig. 5. Interactions among agents and group formation in an experiment
with N = 6 Elisa-3 robots. Aggregated network illustrating the number of
interactions among agents after 1 minute (a), 3 minutes (b), and 10 minutes
(c), and occurrences of groups of size n during robot experiment (d). The
experiment has been carried out using the following parameters: ts = 700 ms,
Lx = 40 cm,Ly = 60 cm,TM = 10min, tf = 2 s, ν = 6 cm/s, tr ∈ [100 ms,
1 s], and 〈ai〉 = 0.77.

During their motion, robots interact with other robots in a
dynamical way, forming groups of different size. This can be
illustrated by considering the number of interactions between
each pair of robots and counting the occurrence of the group size
during a robot experiment. Fig. 5(a)–(c) reports the aggregated
network obtained by considering all interactions taking place
between pairs of robots in time windows of increasing duration.
The aggregated network is represented with edges of thickness
proportional to the amount of interactions, normalized with
respect to the total number of interactions in that time window.
For a time window of small duration, not all pairs of nodes are
connected, as during their motion the robots did not have the
chance to meet all the other units. As more time elapses, more
links emerge, up to the point where the aggregated network is a
complete graph, with the weights reflecting the stochasticity in
the robot dynamics. Fig. 5(d) reports the occurrence of groups
of different size n. As expected, smaller groups occur more
frequently than larger ones.

Next, we discuss the experiments we have carried out to
investigate the effects of different values of the robot attrac-
tiveness. In particular, we have considered two sets of values
for a: a = a1 = [0.75, 0.88, 0.93, 0.67, 0.72, 0.67], represent-
ing a scenario where the average attractiveness is high, i.e.,
〈ai〉 = 0.77, and a = a2 = [0.40, 0.76, 0.62, 0.55, 0.42, 0.67],
representing a scenario with a lower value of average attrac-
tiveness, i.e., 〈ai〉 = 0.57. The distributions P (Δt) and P (τ)
obtained under these conditions are reported in Fig. 6. Here, we
have considered ρ = 2.5× 10−3, while the other parameters,
such as the number of agents N , the robot velocity ν, the
experiment duration TM , and the time for local communication
ts are fixed as in the previous set of experiments. Also in this
case, we find that, for all values of a, both P (Δt) and P (τ)
follow a long-tailed power law. Here, we notice that, while

Fig. 6. Experimental results. Effects of the robot attractiveness, a, on the
distribution of the contact duration, P (Δt), (a) and on the distribution of
the time interval between consecutive contacts, P (τ), (b). The results are the
average of 10 runs for each value of a (in the first case, represented with blue
circles, the robot attractiveness is such that 〈ai〉 = 0.77, while in the second
case, represented with yellow squares, is such that 〈ai〉 = 0.57). The remaining
parameters are fixed to: ts = 700 ms, Lx = 40 cm, Ly = 60 cm, TM = 10
min, tf = 2 s, ν = 6 cm/s, tr ∈ [100 ms, 1 s], and N = 6.

changing the attractiveness has a low impact onP (τ) (Fig. 6(b)),
it significantly affects the distribution of the contact duration
P (Δt) (Fig. 6(a)). When the average value of attractiveness
is lower, the number of contacts with short duration increases,
while the number of contacts with long duration decreases,
compared to the case where the attractiveness values are higher.

The face-to-face dynamics experimentally obtained has been
then compared with numerical simulations of the model dis-
cussed in Section II. We have found that the model can pro-
duce contact durations and time intervals between consecutive
contacts having distributions similar to those observed experi-
mentally, when faults in the local communication among agents
are explicitly taken into account in the model. To this aim, we
have introduced in the model a further parameter, p, mimicking
the effect of loss of messages. This parameter represents the
probability that each neighboring agent of a generic unit i is
correctly perceived as such and, therefore, able to exchange
information with it. Hence, with probability1− p, agent imisses
the message sent by the other agent, despite it is one of its
neighbors, and, thus, does not take into account its attractive-
ness in evaluating (1). In the robotic experiments, the loss of
messages depends on the time for local communication, ts,
on the robot motion and on the asynchronous communication,
and, as such, it is difficult to estimate. For this reason, in our
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Fig. 7. Comparison of experimental and numerical results. Distribution of
the contact duration, P (Δt), (a) and distribution of the time interval between
consecutive contacts, P (τ), (b) of experimental and numerical data with p =
0.1. The results are the average of 10 runs for each type of test, the experimental
data are represented by blue circles, while the numerical ones are represented by
green triangles. The system parameters are fixed as: ts = 700ms,Lx = 40 cm,
Ly = 60 cm, TM = 10 min, tf = 2 s, ν = 6 cm/s, N = 6, and 〈ai〉 = 0.77.
For numerical simulations, we used Δh = 2 s, δh = 100 ms, and K = 300,
which corresponds to TM = KΔh = 10 min.

analysis the parameter p has been empirically set to the value
p = 0.1.

We illustrate the comparison between experiments and sim-
ulations with reference to the case ρ = ρ2 and a = a1, noting
that similar results have been obtained for other settings of the
parameters. The distributionsP (Δt) andP (τ), obtained experi-
mentally and numerically for these values of the parameters, are
shown in Fig. 7. Although the distributions are similar, there are
still some differences. In particular, in the experimental case we
find slightly longer time intervals between consecutive contacts.
This suggests that other quantities, not explicitly taken into
account in the model (such as the finite time for heading change
or robot deviations from straight motion), are also influencing
the behavior of the multi-robot system.

Finally, we discuss an example where robots are operated
under challenging conditions. Specifically, we set ts = 500 ms,
which allocates a very short time window for message reception
in the local communication system. This time window is below
the inverse of the nominal throughput, resulting in a large loss of
messages. Despite this, the main features of face-to-face interac-
tion dynamics still emerge. As shown in Fig. 7(a), the distribution
of contact durations is characterized by only a few points, as
long-duration contacts become unlikely. However, these points

Fig. 8. Experimental results. Distribution of the contact duration, P (Δt),
(a) and distribution of the time interval between consecutive contacts, P (τ),
(b). The results are the average of 10 runs with the following parameters: ts =
500 ms, Lx = 40 cm, Ly = 60 cm, δt = 100 ms, TM = 10 min, tf = 2 s,
ν = 6 cm/s, tr ∈ [100 ms, 1 s], N = 6, and 〈ai〉 = 0.77.

still distribute according to a power law. On the other hand, as
shown in Fig. 7(b), the adverse operating conditions considered
in this experiment do not seem to impact the distribution of time
intervals between successive contacts, which contains many
points and displays a long-tailed power-law form similar to those
observed for other settings of the system parameters.

V. CONCLUSION

In this work, we have introduced a robotic implementation
of the attractiveness-based model for face-to-face interaction
dynamics. The model considers elementary mechanisms of
interactions that are locally implemented in each robot in a
fully distributed and decentralized manner. This is an interesting
feature of the control law, that could pave the way to real-world
applications, where obtaining a dynamical group formation is
relevant. On the other hand, the proposed system serves as a plat-
form for the experimental investigation of face-to-face dynamics
in an environment with tunable parameters, and is of interest
for studies in complexity theory. Our results demonstrate the
robustness of the approach against many factors present in a real
environment that are usually neglected in numerical simulations,
such as communication noise, presence of faults, non-idealities
in robot motion, and so on. In this perspective, the result on
effect of the limited bandwidth of inter-robot communication
is particularly relevant, as the main features of face-to-face
dynamics also emerge when the local communication system
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is operated under challenging conditions. Future work may be
directed towards the study of the behavior of the multi-agent
system in presence of directional sensors and communication,
or multiple sensing and communication systems to exploit under
varying environment conditions. The multi-robot system also
prompts further experimental studies of interesting aspects of
face-to-face dynamics in social systems, such as the effect of
attractiveness values associated with pairs of agents, rather than
being a property of the agent itself, or the impact of multiple
values of attractiveness coding for different properties of the
agent. Another possibility to consider is that the attractiveness
changes in time. This could either model agent popularity that
is reinforced as more interactions occur, or be function of some
features of the agent or the environment it senses.
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