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Learning Robot Motion in a Cluttered Environment
Using Unreliable Human Skeleton Data Collected
by a Single RGB Camera

Ryota Takamido

Abstract—Existing learning from demonstration (LfD) frame-
works have difficulty dealing with unreliable and limited number
of demonstrations. To address this issue, we proposed a new motion
planning framework named experience-driven random tree con-
nect with human demonstration (ERTC-HD), which can facilitate
the identification of valid motions in cluttered environments by
only using human skeleton information extracted from a single red,
green, and blue (RGB) camera. The concept of this framework
is to only extract the comprehensive features of human motion
from unreliable demonstrations and use it as a rough clue for
solving difficult planning problems instead of as a strict solution.
During the process of ERTC-HD, robot motions generated from
extracted comprehensive features of human motion are saved as a
path experience and modified through the path adaptation process
of the existing ERTC planner when transferring it to the new prob-
lem. The results of three simulation experiments revealed that the
ERTC-HD could identify valid motion in cluttered environments
within a shorter time than other state-of-the-art planners, even
when using unreliable demonstration data collected by a single
RGB camera. Reducing the required accuracy of the original
information resources can extend the range of LfD framework
applications.

Index Terms—Cluttered environment, experience-based motion
planning, learning from demonstration, human skeleton.

I. INTRODUCTION

HE concept of learning from human demonstration (LfD),
T in which robots learn new skills and motions from human
demonstration, has achieved significant success in robot motion
planning [1]. In this regard, the recent advances in image pro-
cessing technology, such as the development of skeletal tracking
techniques using a single red, green, and blue (RGB) camera,
make collecting human motion data easier [2]. While existing
learning techniques, such as kinesthetic learning, require ex-
pertise for robot manipulation [3], human demonstrators can
teach new motions by demonstrating in front of the camera the
ideal motions with their own body; hence, learning with human
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demonstrators is more intuitive and user-friendly for non-expert
users.

However, this approach has only been applied to simple
planning problems owing to certain unsolved issues [4], [5], [6],
[7], [8]. The first one is generating valid, collision-free robot
motion using unreliable demonstrations. Because the accuracy
of demonstrations obtained from such a simple measurement
system tends to be poor due to the estimation error of the human
skeleton [9], applying LfD methodologies that aim for precise
reproduction of “human-like motion” [10] leads to collisions
with obstacles when a robot moves in cluttered environments.

The second problem is generalizing the limited number of
unreliable demonstrations. Since it is difficult to obtain many
demonstrations from human demonstrators, a limited number
of demonstrations should be generalized to different environ-
ments and tasks. The generalizability of demonstration data is
a well-known problem; however, if noisy and small-sized data
are directly learned and generalized, the generalization error
increases [11].

To address these two challenges, this study proposes a new
LfD framework that can facilitate difficult motion planning in a
cluttered environment, such as planning for picking up a closely
lined-up object from a shelf by only using an unreliable human
skeleton data collected via a single RGB camera.

II. RELATED WORK

A. LFD Studies in Robot Motion Planning

There are numerous existing LfD studies in the robot motion
planning field [1]. Among them, using skeleton information
extracted from image data collected via a single vision sensor
is the easiest compared to conventional data collection tech-
niques such as kinesthetic teaching [12]. Therefore, several
recent studies have attempted to use image data collected by a
single vision sensor to solve planning problems such as writing
characters [7], carrying objects [4], [5], object manipulation [8],
and tracking pedestrians [6]. However, these methods can only
be applied in less cluttered environments with few obstacles [4],
[51, [6], [7], or they require additional information such as the
3D model of objects [8]. Therefore, as of now, obstacle-avoidant
motion has not been successfully generated using such a simple
measurement system in a cluttered environment.

Theoretically, the methods in existing LfD studies can
be roughly divided into learning-based and model-based ap-
proaches. The former uses a machine learning technique to
learn the feature and policy of human demonstration. Among
them, reinforcement learning (RL) and inverse RL (IRL) have
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demonstrated considerable success in planning fields owing to
their high generalizability of demonstration data to different en-
vironments and tasks [13], [14] and studies that used RGB image
data as information resources are especially related to this study
[15], [16], [17]. However, this approach requires a large number
of reliable training data [3]. Although some studies performed
RL through off-line simulations, which enabled the collection
of a large amount of data, such as in [14], the training time
will increase when the planning problem is more complicated.
Moreover, non-expert users find setting proper cost functions or
hyper parameters for RL difficult. Hence, it is challenging to
apply RL to the subject of this study.

A model-based approach can construct a mathematical model
for representing demonstration data and generalize it to the new
problem by tuning model parameters. Among them, stochastic
models such as Gaussian mixture regression (GMR) or Gaussian
mixture model (GMR) are frequently adopted in LfD studies
[18], [19], [20]. In these studies, adding the bias to the sampling
region of a motion planner based on generated distributions from
demonstrations can ensure reproductivity and adaptability to a
new environment. However, the limitation is that it highly de-
pends on the accuracy of the original data. As shown in Fig. 1, if
the original demonstration data are unreliable and different from
the real one, there is also a risk that the estimated distribution will
be outside the real one, leading to invalid robot motion. Hence,
the target is limited to the motion in a less-cluttered environment
when using image data as an original information resource.

Therefore, since these two existing frameworks have difficulty
dealing with unreliable and limited number of demonstrations,
technical breakthroughs for overcoming the limitation are re-
quired to achieve the purpose of this study.

B. Experience-Based Motion Planning

This study also depends on previous studies in other research
fields: experience-based motion planning [21], [22], [23], [24],
[25]. Similar to LfD, the planning problem is not solved in plan-
ning from scratch (PFS). Particularly, past planning problems
(path experiences) results are used as a clue for solving new
problems instead of using demonstration data. The main features
of this methodology are its flexibility and robustness to changes
in the surrounding environment. Because the environment in
which the past solution was found is often different from the
current one, it is difficult to directly transfer and reuse past
planning results for a new problem. Hence, many of these studies
have modified and deformed the path experience and explored
unknown regions in robot configuration space (C-space) [23],
[24], [25].

Among them, one of the state-of-the-art techniques in this
area, i.e., the experience-driven random tree connect (ERTC)
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[25], has the high ability to compensate for the differences
between the previous environment in which the path experience
was found and the current one, and can deal with various
planning problems with small numbers of experiences (less
than 100). To fit small numbers of experiences to various
environments, it decomposes the path experience into several
micro-experiences and partially adds random morphing to a
wider search in the joint configuration space (C-space) beyond
the range of the reference path. This flexible deformation process
can fix the violated part of the path experience caused by differ-
ences between the previous and current environments. There-
fore, introducing the path adaptation function of ERTC into
the LfD framework has a potential to solve the pre-mentioned
problems of existing methodologies. However, no studies have
been conducted on this aspect.

III. METHODS
A. Overview of Proposed Method

Based on this background, this study aims to develop a new
motion planning framework, named experience-driven random
tree connect with human demonstration (ERTC-HD), which can
facilitate the identification of valid robot motions in a cluttered
environment by only using human skeletal information extracted
from a single RGB camera image.

The main concept of ERTC-HD is to only extract the com-
prehensive feature of human motion from unreliable skeleton
information and use it as a rough clue for solving difficult robot
motion planning problems. As shown in Fig. 2, human motion
data implicitly includes information about the surrounding envi-
ronment, such as the shape and position of the obstacles, even if
it includes a large amount of noise. Therefore, if we can extract
and reflect it into the motion planning process, we expect that
the motion planner will find the valid motion much faster than
PES, which uses such unreliable demonstrations. Also, since it
only extracts one feature trajectory from tens to several tens of
demonstrations, ERTC-HD can be applied to a small amount of
data.

Fig. 3 shows the overall flow of the ERTC-HD. First, it
tries to extract the comprehensive feature of the human motion
data, modeling and generalizing it to the various problems
(Fig. 3(a)—(c)). The extracted human motion is converted to
the robot motion and saved into the motion database as a path
experience for the ERTC planner (Fig. 3(d)—(e)). Finally, one
of the selected path experiences is mapped and adjusted to
the new environment. The invalid part is modified by the path
decomposition and morphing process (Fig. 3(f)).

B. Contributions

There are several contributions to the proposed ERTC-HD
framework. First, we achieved a significant reduction of the
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Fig. 3. Overall flow of proposed method ERTC-HD.

required accuracy of the original information resources for LfD
planning by introducing our original processing flows (Fig. 3).
Different from previous studies using detailed information of
demonstrations (e.g., [16]), ERTC-HD only extracts and uses
the comprehensive feature of the human demonstration; hence
it only requires enough accuracy to catch up a rough feature of
human motion, such as several to ten centimeters, as shown in
later experiments. This can extend its application range from
simple, easy planning problems [4], [5], [6], [7], [8] to more
difficult and practical ones. Also, we first proposed the idea of
developing the path experiences from human demonstrations.
This allows us to make high-quality and stable experiences, and
overcome the problem of variance of experiences generated from
arandom sampler [21], [22],[23], [24], [25]. Finally, through the
simulation experiments, we confirmed the effect of the accuracy
of demonstrations on LfD planners by comparing the results
between using motion capture data (~1.0 mm) and RGB image
data (~10 cm). This will clarify issues in current LfD studies
and bring further development.

C. Problem Definition

The robot motion planning problem addressed in this study
is defined as a mathematical problem of finding a collision-free
pathin a C-space () € R", from a particular initial configuration
Qin; € Qtothe goal configuration qgp4; € Q. The dimension n
of the C-space corresponds to the degree of freedom (DoF) of the
robot; n = 6 for a standard industrial robot arm, including the
one used in this study (Elfin 5 arm). The expression Qs C @
indicates the space occupied by obstacles in the environment;
its size increases with the number of obstacles in the environ-
ment. Hence, it is difficult to sample from valid (collision-free)
spaces (Q rree = Q \ Qobs) When the robot moves in a cluttered
environment.

D. Steps of Proposed Method (ERTC-HD)

1) Data Measurement: In the process of ERTC-HD, first,
the human demonstrator shows the ideal motion of the target
task in front of a single RGB camera. This is repeated several

Initial & Goal config 100 «— Path 100
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to ten times for each task. The collected image sequence data
is input to the skeleton recognition software, and it returns
the 3-dimensional joint position information of the wrists and
elbows of the right arm. Also, since pose information (roll, pitch,
and yaw angle) of the hand are lacking, which is required for
generating the robot motion, we estimated it from elbow and
wrist position data by assuming two heuristics: 1) the tips of the
hands tend to be located on a straight line connecting the elbow
and wrist joints, and 2) twisting motions are not dominant in
most human motions, except for some specific motions, such
as opening the lid of a plastic bottle. From the former, we can
estimate the pitch and yaw angles of the human hand; from the
latter, we set the roll angle as a constant equal to O.

2) Extracting Comprehensive Feature of the Human Motion:
As a result of the former process, we obtain the required infor-
mation for generating the robot motion. However, it is difficult to
be directly converted to the robot motion due to the large amount
of noise in the collected data, as shown in Fig. 3(a). Therefore,
to address this issue, we designed original processing flows to
extract the comprehensive feature of the human motion data
from noisy demonstrations.

First, a low-pass filter was used for extracting the slow-
changing components from the measured data. Here, we defined
the “comprehensive feature” of human motion as the slow-
changing components representing the outline of the human
motion in the target tasks, such as “the human does not move
their hand in the straightforward direction to avoid the obstacles
in the environment” (Fig. 2). To extract such key information
from a noisy motion data, a cutoff frequency of 1 Hz which
is much lower than that of conventional biomechanics for hu-
man kinematics data (10-50 Hz [26]) was specifically applied.
Then, the filtered data is averaged, and the feature trajectory
is extracted (Fig. 3(b)). When taking the averaged filter to the
different lengths of motion data, an interpolation technique is
used and standardized to the N point data (N = 101 in this
study). This alignment of the data length will stabilize the
performance of the later ERTC process by consistent the length
of micro-experience.

Fig. 4 shows an example of a 3-dimensional right wrist
trajectory and the estimated pitch and yaw angle by comparing
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the motion capture data as the ground truth. Although there is a
certain amount of estimation error, the comprehensive features
of human motion can be captured.

3) Modeling and Generalization: After extracting the fea-
tures, it is modeled using the dynamic movement primitives
(DMPs) model and generalized (Fig. 3(c)). The DMPs model
is the representative technique for modeling the demonstration
data. Since it can easily simulate obstacle-avoidant motion [27],
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[28], we adopted it for the modeling part of the ERTC-HD. The
point of this part is that by aggregating noisy demonstrations
into one typical motion and then expanding and generalizing
them again, we expect to generalize the limited number of
noisy demonstration data while maintaining the characteristics
of natural human motion.

Particularly, we adopt the DMPs model developed by Pastor
et al. [28]. In their model, the time evolution of each variable is
represented by the following equations:

rb=K(g—2)- Dv—K(g—a0)s+ Kf(s) (D
TE = (2)

where z is the one-dimensional time series of position or angle
data of the human hand, and v represents the velocity of the
parameter (e.g., hand velocity for x-direction), and © represent
acceleration. Hence, the basic structure of the equation of (1)
is the spring-mass-damper model, and f(s) has the role of the
external force to drive the model. zy and g represent the start and
goal values. K and D are constants corresponding to the spring
and damping terms and are set to 0.01 and 0.3 in this study.
s is the phase variable and it represents the sequence of the
motion which monotonically changes from 1 to 0 (0 represents
the end of the motion). 7 is the temporal scaling factor to control
the number of data points, and set as 1.0. f(s) is a non-linear
function defined as:

where (s) is the Gaussian basis function. Intuitively, f(s) is
calculated by overlaying multiple Gaussian distributions with
different weights, and this represents the time-varying external
forces to reproduce the dynamic interaction with the environ-
ment (e.g., getting a large pulse force when it closes to the
obstacles). Hence, by fitting (3) to the human motion data, we can
extract information about the surrounding environment from it.
We set 10 Gaussian basis functions with its centers j1; increments
in 0.1 from 0.1 to 1, and variance o; are set as 1.0. The fitting of

3
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(a) Task 1§

Fig.7. Targettasks of simulation experiment; (a) picking object from the shelf,
(b) placing object between obstacles, (c) hanging hollow object on the hook.

the DMPs model was separately done by adjusting the weight
parameters w; of (3) for each variable; hence, we developed five
DMPs models.

4) Generating Robot Motion as Path Experience: Then, the
robot motion is generated based on generalized motions in the
former process (Fig. 3(d)) and saved in the motion database as
the path experience for the ERTC planner (Fig. 3(e)). This part
aims to increase the quality of the path database by generating the
path experience from human demonstrations. This can address
the issue of variations in path experiences due to using a random
sampling method for generating experiences [21], [22], [23],
[24], [25].

Regarding converting human motion to robot motion, this
study adopted jerk-based mapping since it showed a high ability
to reproduce natural human hand motion [29]. Fig. 5 shows the
flowchart of the process and its role in the whole process. First, a
pair of initial and goal positions and the pose of the end-effector
were randomly assigned for each DMPs model. The values of
these variables should be well-represented in the environment in
which the robot moves. For example, in the case of experimental
task 1 in this study (Fig. 7(a)), the mean values of the start
and goal positions should be set at the center of the lined-up
objects and above the center of the desk. Owing to the variation
in the position of the lined-up objects, the goal positions of the

IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 8, NO. 9, SEPTEMBER 2023

end-effector should be varied more widely (e.g., 0.3 m) than
the initial position (e.g., 0.03 m).

Then, the time series trajectory for each variable is gener-
ated based on each DMPs model. The obtained time series
data are standardized for 101 points and set as the desired
robot end-effector’s position and pose (the roll angle is set
to be constant (0 rad)). Next, by using an analytical inverse
kinematic (IK) solver for a 6-DoF robotic arm, robot joint
configurations for reproducing each of the 101 states were
calculated. If all 101 points are feasible, the motion path is
selected to minimize the total jerk from the initial position to
the goal position in the C-space. The initial and end positions
are re-assigned if the maximum jerk between each point in the
trajectory is larger than the criterion (1.0 for this study) for
keeping the quality of path experience. The process ends when
the database size reaches the criterion (100 experiences for this
study).

5) Experience-Based Planning With Motion Database: Fi-
nally, experience-based planning is performed by the ERTC
planner. While the original ERTC planner used past results of
random sampling planners as experience [25], this study used
robot motion generated by human demonstration. This enables
us to tell the knowledge of the surrounding environments im-
plicitly included in the human motion to the planner and search
more effectively in vast C-space.

Since we only extracted the comprehensive feature of the hu-
man motion, the violated part of the experience path is modified
by the followed ERTC process. Fig. 6 shows a schematic of the
process. First, when a new motion planning problem is given,
the path experience P, is selected based on the similarity of the
initial configuration q;,,; ,,, and goal configuration q,,q; yc.
(Fig. 6(a)—(b)). Path experience is the motion trajectory in the
C-space (time series of 6 joint angles of the 6-DOF robot),
and it corresponds to the solution found in past planning prob-

lems. Then, the selected path experience P, = [q,, - - qewl}T
is mapped to the new problem with an affine transformation
(Fig. 6(c)):

Pmap = Anx101 P.+ b, 4

where byx1 = Qini new — 4e, 1S the shifting vector used to

equalize the initial position; A,x101 = [0 1% 2% ... a] with

100 100
is the shear coefficient to equalize the

a = goat new—bnx1
q2101

goal position. The dimensions of these parameters and search
space n was set as 6 for the 6-DoF robotic arm used in this
study.

Then, we start the bidirectional search (Fig. 6(d)). First, one
node in the start or goal tree is selected; a micro experience is
generated from it by adding a random affine transformation, as
in (4), and tries to extend to a new space and connect to the
other tree. Through the iteration of this tree extension process,
it can search for a wider range beyond the range of the original
experience (Fig. 6(e)). The length of the micro experiences
generated from the selected node is varied for each iteration
and is the hyperparameter of this algorithm. We set the default
values (5% - 10% for total length) from the study in [25]. Finally,
if a valid connection between two trees is found, the obtained
path is returned (Fig. 6(f)).
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IV. EXPERIMENTS

A. Overview

A simulation experiment was performed to verify the perfor-
mance of the proposed method by comparing it with state-of-the-
art planners. Regarding benchmark tests for the motion planner
[30], three difficult planning problems with different tasks in
the cluttered environment were selected, as shown in Fig. 6.
The task in Experiment 1 was to pick up a specific lined-up
object from the shelf (Fig. 7(a)). In this task, both humans and
robots need to tilt the object toward the front direction (to their
body) and move it diagonally upwards to avoid collisions with
obstacles. Additionally, the task in Experiment 2 was to place
the object between the obstacles in the box (Fig. 7(b)). In this
task, the object is moved straight down while maintaining its
pose during the placing (latter) phase. Finally, in Experiment 3,
the robot and human tried to hang hollow objects on the hook
(Fig.7(c)). This is expected to be a particularly difficult planning
problem because it strictly constrains the position and pose of
the end-effector.

In addition, to verify the robustness to the unreliability of the
demonstration data and changes in the surrounding environment,
two experimental conditions were set. The first one was to
use a single RGB camera image with human skeleton tracking
software to measure the human demonstration; the environment
in which the robot engaged in the task was randomly changed and
was inconsistent with the actual working environment (Condi-
tion 1). The other condition was to use a motion capture camera
for data collection and set a consistent environment with the
actual one (Condition 2). Hence, the accuracy and reliability of
the demonstration data were higher in the latter condition than in
the former one. Therefore, it is expected that if the performance
of the planner depends on the reliability of the demonstration
data, the success rate of the planning will decrease and take a
longer calculation time when using a single RGB camera image
as an information resource.

B. Experimental Setup

1) Measurement of Human Demonstration Data: To mea-
sure the demonstration data, a human demonstrator repeatedly
performed the target task in front of a single RGB camera
(SONY, FDR-AX45A, 60 fps) and 10 motion capture cameras
(NAC image technology, Kestrel2200, 100 Hz). For measure-
ments with the motion capture system, the human hand pose
was directly measured from the right wrist, palm, index finger,
and thumb position data. The calibration results of the motion
capture camera system showed that the accuracy of the position
data was +0.47 mm. The total number of measurement data was
60 for task 1 (6 lined-up objects and 10 times iterations), 80 for
task 2 (8 placement positions and 10 iterations), and 70 for task
3 (7 target positions and 10 iterations).

The images obtained from the RGB camera were analyzed
using human skeleton tracking software (NEXT-SYSTEM, Vi-
sionPose), and three-dimensional human skeleton information
was extracted. The x-, y-, and z-axes were defined as the di-
rection of the vector perpendicular to the frontal, sagittal, and
transverse planes of the human body at the start time of the task.
The comparison between the right wrist trajectory during the
tasks generated from the process of the proposed method and
motion capture data as a ground truth showed that the mean
estimation errors from the RGB camera images were £4.5 cm,
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+15.4 cm, £2.4 cm, and £0.051 (rad), £0.038 (rad), for x, y,
and z directional position data, respectively, and pitch and yaw
angle data, respectively. The position data of the equipment,
such as the corners of the shelf and desk, were also measured
by a motion capture system for constructing the corresponding
simulation environment.

2) Construction of Simulation Environment: Based on the
motion capture data of the working environment, the simulation
environment for Condition 2 was reproduced, including six
motion planning problems (corresponding to the number of
lined-up objects) set for task 1, eight motion planning problems
(number of placing positions inside the box) set for task 2, and
seven motion planning problems (number of hooks) set for task
3 in. These correspond to the robot attempting to perform the
same task in the same environment.

Additionally, to verify the capability of the planner to cope
with the variability of the environment, variations were added
to the environment of each task for Condition 1. In task 1, the
position of the shelf was randomly varied within the range of
40.30 m for each axis, and the target object picked up from the
shelf was also randomly changed within the six lined-up objects
in the front row. In task 2, the position of the table with the
box was randomly varied within the range of £0.30 m for each
axis, and the placement position was also randomly changed
among the eight candidates. Finally, in task 3, the position of
the wall with seven hooks was randomly varied within the range
of £0.30 m for each axis, and the target hook was randomly
selected. A total of 100 problems were randomly generated for
each experimental task under Condition 1.

3) Planner Implementation: Four motion planners were im-
plemented and used to solve the planning problem for each
experimental task and condition, i.e., ERTC-HD, ERTC-RRTC,
GMR-RRT, and RRTC. ERTC-HD is the proposed method of
this study and is implemented by the process mentioned in the
previous sections. ERTC-RRTC is a state-of-the-art experience-
based motion planner developed by Pairet et al. [25]. The dif-
ference from the proposed method is how the path experience is
generated. This method uses the RRTC algorithm in a simplified
environment to remove obstacles. GMR-RRT is a state-of-the-
art model-based LfD motion planner [20], which generates a
GMR model from the demonstration data and adds a bias to the
sampling regions of the RRT sampler. As in the study in [20], the
ratio of biased sampling to random sampling was set to be 1:1 to
ensure the generalizability of the algorithm. Notably, while the
original GMR-RRT algorithm performs RRT* sampling after
the solution is found to guarantee optimality, only the part that
searches for an initial solution was used in this study. Hence,
we used the term GMR-RRT instead of GMR-RRT*. Finally,
for comparison with the motion planner that adopts the PFS
strategy, we also implemented the RRTC.

For preparing the path experience for ERTC-HD, a total of
100 experiences were generated based on the human skeleton
information (Condition 1) and motion capture data (Condition 2)
by adding the same range of variance of initial and goal positions
in the DMPs model (i.e., £0.30 m for each axis). The same
number of path experiences was randomly generated for the
ERTC-RRTC by solving the simplified problem with the RRTC
planner same as the original study [25]. The simplification of
each planning problem is achieved by removing the lined-up
object from the environment (i.e., only the existing shelf and
table) for task 1, the objects within the box for task 2 (i.e.,
only the existing box and table), and a part of the hook (front,



IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 8, NO. 9, SEPTEMBER 2023

|

C,
(=)
o

mm Conditionl:
Single RGB-camera
= Condition 2:
Motion capture

N
o O

w
o

.

Mean calculation time (
=N
o o o

RRTC ERTC-HD

ERTC-HD  ERTC-RRTC GMR-RRT RRTC

l,
'J i Ih |

ERTC-RRTC  GMR-RRT RRTC

N
o

-
w

Mean calculation time (sec)
» S

o

RRTC

S U0 O
o o o

=N
o o

L

5510
a) Task 1 1 w =
j
0.8
”
¢ 206
o
3
20.4
c
3
s0.2
0
ERTC-HD ERTC-RRTC GMR-RRT
! i 1 rh
o
508
"
206
v
=
204
c
3
S 0.2 ‘
o M = 1
ERTC-HD ERTC-RRTC GMR-RRT
1 ; -
1
508
”
20.6
v
>
204
c
3
s 0.2
ERTC-HD ERTC-RRTC GMR-RRT
Fig. 8.

Mean calculation time (sec)
w
o

o

RRTC ERTC-HD ERTC-RRTC GMR-RRT RRTC

Results of simulation experiments: Mean success rate (middle column) and mean calculation time (right column) for each experimental task (task 1:

Upper row, task 2: Middle row, task 3: Lower row) and condition (condition 1: Black bar, condition 2: Gray bar). The error bar represents the standard deviation.

vertical extended part) for task 3. The environmental variation
was also added within the same range of ERTC-HD. The GMR
model for GMR-RRT was generated based on the same 100 path
experiences as those of ERTC-HD.

The simulation ran on an Intel i5 Linux machine with 2.0 GHz
cores and 16.0 GB RAM. The Robot Operating System (ROS)
with Open Motion Planning Library (OMPL) was used to de-
velop the simulation environment and implement the motion
planners. Each problem was solved 20 times by setting the
limitation time to 60, 20, and 60 s for each task while considering
their difficulty. The planners were evaluated based on the mean
success rate and mean calculation time.

D. Results and Discussions

Fig. 8 shows the results of the simulation experiments. As
shown in Fig. 8, the proposed method ERTC-HD showed the
highest performance in each experimental task. By compar-
ing the results of GMR-RRT, a state-of-the-art LfD planner,
although GMR-RRT showed a significant decrease in success
rate when using human skeletal data (99% to 51% for task 1,
98% to 14% for task 2, 99% to 0% for task 3), ERTC-HD can
solve difficult problems within shorter time, even when using
unreliable skeleton data (99% with 3.9 s for task 1, 99% with
2.5 s for task 2, and 87% with 25.7 s for task 3). Therefore,
while the performance of a conventional LfD planner highly
depends on the accuracy of the original demonstration data, the
proposed framework can facilitate the planning even by using
unreliable demonstrations. This trend is more obvious following
increased task difficulty (task 3). Also, the reason for GMR-RRT
showed better performance in task 1 than task 2 may be due to
the differences in limitation of the time (60 sec for task 1 and 20
sec for task 1) or the estimation accuracy of the human skeleton
is worse in task 2 due to the occlusion of the box (Fig. 7(b)).

In addition, the proposed method also showed higher perfor-
mance than ERTC-RRTC. Using the path experience generated
from human skeleton information via a single RGB camera
(Condition 1) can significantly reduce the calculation time com-
pared to using the results of RRTConnect (76% reduction for task
1, 76% reduction for task 2, and 11% reduction for task 3). These
results suggest that human demonstration is more informative
than the results of random sampling-based planners, even if it
is measured by a single vision sensor. Although ERTC-RRTC
showed robustness for variation of the environment (condition1)
as shown in the previous study [25], our method can obtain a
valid solution quicker by using a path experience generated from
human demonstration data, and this is more evident when using
more precious human information collected by motion capture
system (condition 2).

Finally, by comparing the results of the PFS planner (RRTC),
the proposed method can significantly increase the success rate
of the planning and decrease the computation time by using a
single RGB camera image (93% reduction for task 1, 22% for
task 2, and 56% for task 3). RRTC almost failed in planning
and showed the worst performance in tasks 1 and 3. However,
it performed better in task 2 of condition 1 for GMR-RRT. This
suggests that the unreliable demonstration sometimes makes the
performance of the LfD planner worse than a random sam-
pling method. Therefore, to deal with unreliable information
resources, it would be better not to use it directly as a solution
for planning but as a rough clue for finding the valid regions in
C-space.

V. CONCLUSION AND FUTURE WORK

In conclusion, the proposed motion planning framework of
this study, ERTC-HD, can facilitate the identification of valid
motions in a cluttered environment using unreliable human
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skeletal information extracted from single RGB camera im-
ages. The results of simulation experiments showed higher
performance than the state-of-the-art motion planners owing
to its less-strict usage of the demonstration data, especially
in the case of using unreliable human skeleton information
as demonstration data. Specifically, the proposed method can
significantly increase the success rate and reduce calculation
time by 57%-98% compared to the state-of-the-art LfD planner
and 11%-76% for the state-of-the-art experience-based planner.

Finally, there are several limitations in this study. First, be-
cause the proposed method can only estimate the yaw and pitch
angles of the human hand owing to the limited number of
joints that the skeleton tracking software can detect, the roll
angle should also be detected in the future by combining a
3-dimensional pose estimation technique of the hand or objects.
Moreover, as our proposed method cannot ensure the optimality
of the planning path, we will improve it to guarantee the opti-
mality. Finally, we only performed simulation experiments, and
our findings need to be verified with actual robots in real-world
situations in the future.
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