
5228 IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 8, NO. 8, AUGUST 2023

Automated Image Acquisition of Parasternal
Long-Axis View With Robotic

Echocardiography
Yuuki Shida , Souto Kumagai, Ryosuke Tsumura , Member, IEEE, and Hiroyasu Iwata, Member, IEEE

Abstract—This study proposes a method for finding a paraster-
nal long-axis view in echocardiography autonomously with a
robotic ultrasound (US) system. In obtaining this view, it is neces-
sary to avoid the ribs and lungs because they reduce the clarity of
US image. Meanwhile, the anatomical position and size of the heart,
lungs, and ribs differ between individuals, which makes it difficult
to find the optimal position of the US probe. Our proposed system is
comprised of the following three processes. First, an exhaustive scan
of the chest wall region is performed. The position of the probe that
allows the mitral valve to be centrally positioned is estimated based
on this scan. Second, the probe is rotated once in the yaw direction
while being fixed in that position. The yaw angle is estimated at a
point parallel to the left ventricular longitudinal axis in the acquired
images. Finally, the pitch angle of the probe is estimated so that
the probe avoids the connection between the mitral valve and the
papillary muscle and chordae. To validate the proposed method, we
performed human trials with five healthy subjects and measured
the detection rate of observation points used to evaluate the image
quality of parasternal long-axis view. The result showed that the
median detection rate of the observation points was 63.3 ± 5.3%,
which implies that the proposed method is valid.

Index Terms—Computer vision for medical robotics, medical
robots and systems.

I. INTRODUCTION

H EART disease is the world’s leading cause of death from
disease; 17.9 million people died from heart disease in

the year 2019 [1]. The mortality rate for heart disease could
be improved significantly by early detection and treatment.
However, low-income countries provide insufficient medical
care. With the aging of society, the number of deaths from
heart disease is increasing in developed countries. For exam-
ple, the mortality rate of heart disease is increasing year on
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Fig. 1. Seated-style echocardiography robot.

year in Japan, which has the most aged population among
developed countries [2].

Periodic health checkups using transthoracic echocardiog-
raphy have been attracting attention for this situation. This is
because transthoracic echocardiography is noninvasive and
provides a highly accurate diagnosis. On the other hand,
ultrasonography, including transthoracic echocardiography, is
challenging to carry out. Physicians and technologists need to
be highly skilled and experienced, and there is a shortage of
personnel.

A wide variety of robotic assistive technologies for ultra-
sound (US) examinations have been developed to solve the
above problems. These robots have focused on several appli-
cations, including carotid, liver, and fetal echocardiography,
cardiac tamponade, and other generic targets [3], [4], [5],
[6], [7]. There are several studies focusing on the robotic
echocardiography [8], [9] and we developed a seated-style
echocardiography robot (see Fig. 1) [10]. The advantage of
our robot system is to perform the US scan with the patient in
a seated position, thus the patient can be immediately released
from the robot in the event of an emergency.

Our ultimate goal is to automate echocardiography with
the patient in the sitting position. Echocardiography requires
comprehensive diagnosis using parasternal long- and short-
axis views, an apical four-chamber view, and a subxiphoid
view. To automate the echocardiography, the robot system
needs to identify those views autonomously. As the first step
for the automation, we focus on the parasternal long-axis view
among the views in this study (see Fig. 2). The parasternal
long-axis view is basically used to observe the presence
or absence of an enlargement of the cardiac cavity, valve
dynamics, and myocardial status. This allows the diagnosis of
myocardial infarction, cardiomyopathy, valvular disease, and
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Fig. 2. Parasternal long-axis view; (a) view acquisition position; (b) US image;
(c) schematic depiction.

Fig. 3. Schematic of the search method for the parasternal long-axis view;
(a) mitral valve location search; (b) left ventricular long-axis angle search; (c)
mitral valve angle search.

Fig. 4. Degrees of freedom of US probe in the robot coordinate system.

arrhythmia. To obtain this view, it is necessary to acquire the
image from a position that avoids the lungs and costal bones,
which reduce the clarity of the US image (hereafter referred to
as the acoustic window). Meanwhile, the anatomical position
and size of the heart, lungs, and ribs differ between individ-
uals, which makes it difficult to find the optimal position of
the acoustic position. In this study, we propose a method for
estimating the acoustic window that allows the parasternal
long-axis view to be acquired using the robot.

II. RELATED WORKS

In several previous studies, the diagnostic views were au-
tonomously extracted from 3D volume data acquired by the
physician through the acoustic window. Zhu et al. conducted a
study to obtain six of the basic cross sections from physician-
acquired 3D volume data that included the apex, right mitral
valve, and left mitral valve [11]. Dong et al. proposed a method
for left ventricular segmentation based on the FCN model
[12]. Degel et al. proposed a method for left atrium segmenta-
tion using 3D US images [13]. Those studies assumed that the
US probe was located on the acoustic window correctly, and
that qualified image data were acquired. Meanwhile, in order
to automate the procedure with the robot, it is necessary to
locate the US probe in an appropriate position on the acoustic
window. So far, many researches developed the autonomous
robotic search method based on acquired US images, also
known as visual servoing. Huang et al. and Nakadate et al.
proposed a visual servoing method for the carotid artery, the
first one is an exploration based on a procedure-specified
imitation learning framework based on clinical protocols [14],

and the latter one is an automated diagnostic system for the
measurement of the wave intensity [15]. Zhou et al. devel-
oped a visual servo method for kidney using YOLOv5s and
BiSeNet V2 [16]. Zielke et al combine a neural network-based
segmentation with an automatic robotic ultrasound scanning
for thyroid volumetry [17]. Jiang et al presented autonomous
robotic scanning of US limbs using U-Net-type neural net-
work [18]. However, no studies have focused on the visual
servoing for the acoustic window of the heart by US imaging.
The significant difference between the heart and other organs
is that the heart position and shape change dynamically and
drastically, which makes it difficult to search the target view
compared to other organs. We believe that this is the first
study for automating the acoustic window estimation by US
imaging with the robot system in echocardiography.

III. METHOD

A. System Overview

In the proposed method, multiple US images obtained from
the chest surface are analyzed in order to estimate the position
and angle that enables the probe to acquire the parasternal
long-axis view. The parasternal long-axis view is a view of
the heart along the left ventricular long-axis. It is obtained by
placing a probe between the third and fourth intercostal spaces
(see Fig. 2(a)). The parasternal long-axis view should include
the left ventricular outflow tract, aortic valve, mitral valve,
and interventricular septum in the image. The interventricular
septum is parallel to the parasternal long-axis, and the left
ventricular outflow tract to the aortic valve is depicted in the
parasternal long-axis view. Moreover, the mitral valve should
be clear and not connected to the chordae and papillary muscle
[19]. Our method estimates the acoustic window that satisfies
the conditions for the delineation of the parasternal long-axis
view based on these conditions.

The system consists of three parts: i) mitral valve position
search by positioning the probe along the x- and y-axes, ii) left
ventricular long-axis angle search by rotating the probe in the
yaw direction, and iii) mitral valve angle search by rotating
the probe in the pitch direction. A schematic of the system is
shown in Fig. 3 Note that the degrees of freedom of the probe
motion are defined as shown in Fig. 4 in this article. Roll,
pitch and yaw angles correspond to the rotation angles of X-,
Y- and Z-axes, respectively. The roll angle was fixed to 0° for
this method.

B. Step 1: Mitral Valve Position Search

The goal of step 1 is to estimate the position (along the
x- and y-axes) where the mitral valve can be captured in the
center of the US image. The parasternal long-axis view should
show the mitral valve at the center. In this step, a comprehen-
sive search of the chest wall region to ensure that the mitral
valve is captured in the acquired images is first performed.
This is because the position of the mitral valve depends on
the position of the heart and varies between individuals. After
that, the position of the probe that allows the mitral valve to
be captured at the center of the image is estimated by this
search. The mitral valve was detected using Yolo v7 [20], an
object detection method based on a deep learning model. The
mitral valve object detection model was trained using 3279
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Fig. 5. Example of annotation of the object detection model; (a) mitral valve;
(b) the left ventricular region in the parasternal short-axis view at the level of
the mitral valve.

Fig. 6. Trajectory of five-way travel scan on the left chest wall.

images for training and 820 images for validation. Images for
training and validation were obtained from 7 males in their
20s. These images were acquired by adjusting the position
and angle of the probe by hand and fulfilled the conditions for
the parasternal long-axis view shown in Fig. 2. Annotation of
mitral valves that were not fully closed in the training images
was performed as shown in Fig. 5(a). The number of epochs
was 200 and batch size was 8. The mean average precision
50 (mAP50) and the mean intersection over union (mIoU) of
this mitral valve object detection model were 0.530 and 0.554,
respectively. The detailed flow of this step is described below.

1) The robot position is adjusted manually so that the initial
position of the probe is at the subject’s xiphoid process.

2) The position (x-axis, y-axis) of the probe is moved to
execute a five-way traveling scan on the left chest wall
(see Fig. 6). The US images with the probe position
information are collected along the path. Note that the
angle of the probe is fixed at 0° for roll, yaw, and pitch,
respectively as the initial value of the rotation. The scan
range shown in Fig. 6 was determined experimentally.

3) The mitral valve is detected in each acquired US image
using YOLOv7 as the object detection method.

4) The image with the maximum confidence score for
detecting the mitral valve is chosen from the mitral valve
detection images. The probe is moved to the position at
which the image with the max confidence score was
obtained.

5) The probe position is fixed at the position derived in
(4) and US images are captured for 2 seconds, which
is equivalent to the duration of two heartbeats. The
continuity of mitral valve detection is evaluated in the
acquired images to confirm that the position derived in
(4) is the appropriate position to display the mitral valve.
If not appropriate, repeat (5) at the position where the
next highest mitral valve confidence score is obtained.
Note that mitral valve detection is considered to be
continuous if there are three consecutive images in

Fig. 7. Left ventricular axis and left ventricle/atrium; (a) overview; (b) cross
section.

which the mitral valve is detected out of 100 images
(frame rate 50 Hz) during two heartbeats. The mitral
valve is considered to be visible if the confidence score
is greater than 0.25.

6) If the continuity is confirmed, the probe position at
which the mitral valve is displayed correctly can be
estimated. If the above conditions are not satisfied, yaw
is rotated by +15° and steps 2 to 5 are performed again.
Note that if yaw becomes larger than +45°, the mitral
valve is considered to be undetectable, and this process
ends as an exception.

7) The probe is moved to the position where the detected
mitral valve is along the central axis of the US image. If
the mitral valve is lost during the movement, move the
probe to the position where the mitral valve is closest to
the central axis in the acquisition.

C. Step2: Left Ventricular Long-Axis Angle Search

The goal of step 2 is to estimate the yaw angle of the probe
parallel to the left ventricular long-axis. The interventricular
septum and the US irradiation plane must be parallel; this
is a condition for depicting the parasternal long-axis view.
Furthermore, the interventricular septum is difficult to detect
accurately because the interventricular septum does not move,
unlike the mitral valve. This method then focuses on the left
ventricular long-axis, which is parallel to the interventricular
septum. The left ventricular long-axis is a straight line that
connects the apex and the mitral valve of the heart (see
Fig. 7(a)). Step 2 estimates the left ventricular long-axis and
derives the yaw angle of the probe such that the US plane is
parallel to the left ventricular long-axis.

Step 2 focuses on the shape of the left ventricle and left
atrium of the heart. As the left ventricle and left atrium can
be approximated as ellipsoids [21] and the left ventricle and
left atrium are anatomically connected by an interventricular
septum, the left ventricle and left atrium are assumed to be
approximated together as a rotating ellipsoid. The central
axis of the ellipsoid of revolution coincides with the left
ventricular long-axis (see Fig. 7(b)). The symmetry of the
rotating ellipsoid (see Fig. 8(a)) suggests that there exists a
cross-section A´ that is symmetrical to the left ventricular
longitudinal axis at the cross-Section A passing through the
focal point F on the left ventricular long-axis. The median
value of the probe angle at which cross sections A and A´ are
obtained coincides with the left ventricular long-axis.

The probe is rotated along yaw direction from the probe
angle that can depict the left ventricular long-axis to focus
on the cross-section of the left ventricular wall. The shape
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Fig. 8. Symmetry of cross section to left ventricular axis and shape of left
ventricular wall; (a) location of cross section on left ventricle and left atrium;
(b) closed loop; (c) open loop.

Fig. 9. Parasternal short-axis view at the level of the mitral valve; (a) US
image; (b) schematic depiction.

of the left ventricular wall in the cross-section changes in
the order of open loop, closed loop, open loop, and closed
loop when the probe is rotated in the direction of the black
arrow in Fig. 8(a) for yaw (see Fig. 8(b), (c)). The parasternal
short-axis view at the level of the mitral valve (see Fig. 9) is
the focus of attention. This view is at the center of the closed
loop section and is obtained when the yaw angle is rotated
±90° from the left ventricular axis angle. First, this step
derives the yaw angles for the two image groups including the
parasternal short-axis view at the level of the mitral valve with
high confidence scores calculated with the object detection
model using YOLOv7. Next, the median yaw value for the
two image groups is assumed to be the probe angle at which
the left ventricular long-axis can be depicted. Note that the
parasternal short-axis view at the level of the mitral valve
was focused on for the following reasons among the group of
US images obtained when the yaw angle was rotated: i) the
feature is clear in the US image obtained when the yaw angle
is rotated, and ii) the change in the US image is large relative
to the change in yaw angle.

The detailed process for the above is described below. Note
that the left ventricular region in the parasternal short-axis
view at the level of the mitral valve was detected using YOLO
v7. The left ventricular region in the parasternal short-axis
view at the level of the mitral valve object detection model
was trained using 1648 images for training and 413 images for
validation. Images for training and validation were obtained
from 7 males in their 20s. These images were acquired by
adjusting the position and angle of the probe by hand and
fulfilled the conditions for the parasternal short-axis view at
the level of the mitral valve shown in Fig. 9. Annotation of
the left ventricular wall in the training images is performed
as shown in Fig. 5(b). The number of epochs was 200 and the
batch size was 8. The mAP50 and mIoU of the model used to

detect the left ventricular region in the parasternal short-axis
view at the level of the mitral valve were 0.998 and 0.883,
respectively.

1) The yaw angle is rotated from −180° to 180°. Note that
the probe position (x-axis, y-axis) and angle (roll, pitch)
are set to the value estimated in step 1.

2) The left ventricular region in the parasternal short-axis
view at the level of the mitral valve is detected in each
acquired US image using the object detection method
with YOLOv7.

3) First, the angle of yaw rotation of the probe (−180°
to 180°) is divided into sections of 3° each, and the
sum of the confidence scores of the left ventricle are
calculated for each section. The sum of the confidence
scores within each segment is taken and compared to
avoid misidentification of the location where the lo-
cal peak of the confidence score was obtained as the
parasternal short-axis view at the level of the mitral
valve detection location. This allows identification of
locations where the parasternal short-axis view at the
level of the mitral valve can be detected with a regularly
high confidence score. Next, the yaw angle showing
the parasternal short-axis view at the level of the mitral
valve is estimated to be the central angle of the top
two intervals having the highest total left ventricular
confidence score.

4) The left ventricular long-axis angle is estimated to be
the median of the two angles that depict the parasternal
short-axis view at the level of the mitral valve calculated
in (3).

5) The yaw angle of the probe is adjusted to the estimated
left ventricular long-axis.

D. Step 3: Mitral Valve Angle Search

The goal of step 3 is to estimate the pitch angle of the
probe with which it is possible to obtain US images in which
the mitral valve is not connected to the papillary muscle
or chordae. The mitral valve should not be connected to
the papillary muscles or chordae of the left ventricle in the
parasternal long-axis view, because if it were, the movement
of the tip of the mitral valve could not be observed. Observing
the movement of the mitral valve tip can confirm that the
mitral valve is functioning properly, and that no regurgitation
of blood is occurring. In the parasternal long-axis view that is
displayed when the pitch angle of the probe is appropriately
adjusted, the mitral valve is not connected to the chordae
or papillary muscles (see Fig. 10(a)), but the mitral valve is
connected to them when the pitch angle of the probe is not
adjusted (see Fig. 10(b)). Next, we assume that the optimal
pitch angle of the probe can be estimated by focusing on the
visualized shape of the mitral valve in the obtained US image.

The mitral valve shape is recognized by the mitral valve
detection system introduced in Section III-B. In this system,
the confidence scores of mitral valve are lower when the mitral
valve is connected to chordae or papillary muscles than when
the mitral valve is in the parasternal long-axis view. Then
when the probe is rotated at the appropriate pitch angle, the
shape of the visualized mitral valve is close to the annotated
mitral valve in the training image. First, the pitch angle of
the probe is varied to identify the pitch angle at which the
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Fig. 10. Position of tendon chordae and papillary muscles and pitch angle of
probe; (a) pitch angle is appropriate; (b) pitch angle is inappropriate.

maximum confidence score for the mitral valve detection is
obtained. Next, this pitch angle is determined to be the optimal
pitch angle at which the parasternal long-axis view can be
obtained. The detailed method is described below.

1) Rotate the pitch angle from −10° to 10° and capture
a US image with the angle information attached. Note
that the probe position (x-axis, y-axis) and angles (roll,
yaw) are fixed to the values estimated in step 2.

2) The mitral valve is detected in each US image obtained
using the object detection method with YOLOv7.

3) The optimal pitch angle is determined to be where the
mitral valve is detected with the maximum confidence
score in the acquired images.

IV. EVALUATION

A. Experimental Setup

The developed parasternal long-axis view search system
was verified for i) each step of detection accuracy, and ii) total
system detection accuracy. The experiments were performed
using the developed echocardiographic robot and US equip-
ment (EPIQ 7G, Philips, Netherlands). The subjects were six
males. The height, weight, and BMI of the subjects are shown
in Table I. This study was exempted from ethics application
in accordance with the ethical standards of the Institutional
Research Committee at Waseda University because the ex-
periment was conducted to laboratory staff and students.

1) Verification of Detection Accuracy for Each Step: In this
experiment, the accuracy of each step of the proposed paraster-
nal long-axis view search method was evaluated quantitatively
and was verified. The detailed procedure for the experiment
is given below.

1) Gel is applied to the subject’s chest wall and the probe
is moved to the xiphoid process, which is its initial
position.

2) The search for each step is performed. Note that a
mitral valve position search is performed in step 1
(see Section III-B), a left ventricular long-axis angle
search is performed in step 2 (see Section III-C), and
a mitral valve angle search is performed in step 3 (see
Section III-D).

3) (1) and (2) above are performed five times for each step
of proposed method.

TABLE I
HEIGHT, WEIGHT, AND BMI OF EACH SUBJECT

TABLE II
IMAGE CONDITIONS TO BE EXPLORED IN EACH STEP

4) The images at the end of each step are scored according
to the evaluation criteria shown in Table II. The validity
of the search is then verified based on the scores.

Note that steps 2 and 3 are performed after the probe is
moved to a position where it can acquire an image that satisfies
the evaluation criteria of the previous step shown in Table II.

2) Verification of Total System Detection Accuracy: The
probability of detecting the parasternal long-axis view is
verified in this experiment when all the steps of the proposed
search system are performed consecutively as the total system.
Then, the validity of the total system is verified based on the
probability of detecting the parasternal long-axis view. The
results are compared with those of Section IV-A-1 to identify
the issues that arise when the steps are combined. The detailed
experimental procedure is given below.

1) Gel is applied to the subject’s chest wall and the probe
is moved to the xiphoid process, which is its initial
position.

2) The proposed search for the parasternal long-axis view
is performed continuously for all steps.

3) (1) and (2) above are performed five times.
4) The images at the end of the search are scored according

to the evaluation criteria shown in Table II. The validity
of the method is verified based on these scores. Note
that each condition is scored as 1 point: 1 point should
be given for each site that can be observed in Table II
under the heading “Left ventricle, mitral valve, and
aortic valve can be observed.”

B. Results

1) Verification of Each Step Detection Accuracy: Table III
shows the number of times that each condition shown in
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TABLE III
NUMBER OF TIMES THE CONDITION WAS DETECTED IN EACH STEP VALIDATION TEST FOR THE SUBJECTS

TABLE IV
NUMBER OF TIMES THE CONDITION WAS DETECTED IN TOTAL SYSTEM VALIDATION TEST FOR THE SUBJECTS

Fig. 11. Box-and-whisker plot of the observation point detection rate for all
trials.

Table II was satisfied by the images detected during the search
for each step for each subject. Note that the boldface numbers
indicates that the condition was satisfied less than twice. The
validation for subject E for step 2 failed to acquire an image
that satisfied the evaluation criteria for the previous step shown
in Table II two out of five times.

2) Verification of Total System Detection Accuracy: Table IV
shows the number of times that each condition shown in "To-
tal” in Table II was satisfied by the images detected during the
total system verification with the subjects and the total system
search time. Note that boldface numbers indicate that less
than 40% of the total number of trials satisfied the conditions.
Fig. 11 shows a box-and-whisker plot of the observation point
detection rate for all trials.

C. Discussions

1) Verification of Each Step Detection Accuracy: The evalu-
ation conditions were satisfied in the majority of the 30 trials in

Fig. 12. Heart size and closed-loop angle; (a) with small heart; (b) with large
heart.

each step (see Table III). However, for subject A the system
could not satisfy the condition in which the left ventricular
wall is an open loop in 2 out of 5 trials in step 2. In step 3,
the tip of the mitral valve was not connected to the tendinous
and papillary muscles in 2 of 5 trials. For subject D and F, the
system was able to obtain an image of the anterior aortic wall
higher than the interventricular septum in only 1 out of 5 trials
in step 2. For subject E, the system was only able to observe
the mitral valve in 2 out of 5 trials in step 1. The condition
in which the left ventricular wall is open was satisfied only in
1 trial, and the condition in which the anterior aortic wall is
higher than the interventricular septum was satisfied in 2 of
the 5 trials in step 2. These results might have been caused by
idiosyncratic reasons for each subject, and we analyze them
next.

Subject A is the shortest of the subjects in height (see
Table I). Thus, the size of the subject’s heart is assumed to be
smaller than that of the other subjects. The left ventricular wall
becomes a closed loop when the left ventricular wall fits within
the range displayed by the probe. The closed loop angle θc may
vary depending on the size of the heart, as shown in Fig. 12.
Thus, more images are obtained closer to the parasternal
short-axis view at the level of the mitral valve in the images
acquired in step 2 when the heart is smaller. This may increase
the possibility of false positives. This problem can be solved
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Fig. 13. Effect of costal bones on US acquisition; (a) thin body type; (b) normal
body type.

Fig. 14. Probe rotation angle and costal bones influence; (a) yaw; (b) pitch.

by conducting a step 2 search using an object detection model
for small subjects trained only on the parasternal short-axis
view at the level of the mitral valve images, which contains
more circular left ventricular wall features than the object
detection model used in this article.

It is assumed that for subject D and F, the system could not
obtain an image in which the anterior or aortic wall was higher
than the interventricular septum at a position parallel to the
left ventricular long-axis. Step 2 was constructed based on
the hypothesis that images that depict the anterior aortic wall
higher than the interventricular septum are obtained when the
yaw of the probe is parallel to the left ventricular long-axis.
However, it is possible that there are subjects for whom this
assumption does not hold, such as subject D. The necessary
observation points can be divided into two types, depending on
the disease to be diagnosed: i) to observe the width of the left
ventricle using an image of the open ring of the left ventricular
wall, ii) to observe the anterior aortic wall and interventricular
septum. The former of the above two observations is covered
in this study, but the latter is not. Therefore, it is necessary to
construct a search method that can manage the latter of the
above two observation points as well and change the method
according to the disease to be diagnosed.

Subject E has a low BMI and a thin body type (see Table I).
The distance between the costal bones and the skin is closer
in the thin type than in the normal body shape due to the
difference in tissue thickness. The costal bones interfere with
the echoes and generate shadows. Thus, the angle at which
the echoes are obstructed is larger for the thin body type
than for the normal body type, and this may make detection
more difficult (see Fig. 13). On the other hand, subject E had
low detection accuracy for steps 1 and 2, but high detection
accuracy for step 3. This is assumed to be due to the relation-
ship between the US radiation plane and the placement of the
costal bones. The costal bones are perpendicular to the US
radiation plane in yaw rotation (see Fig. 14(a)). In contrast,
the costal bones are parallel to the US radiation plane in pitch
rotation (see Fig. 14(b)). For this reason, it is assumed that
US waves are less likely to be blocked by the costal bones in

the pitch rotation than in the yaw rotation. Thus, the accuracy
of step 3 was considered to be high, even for a thin body type.
To address the issue, we may require an estimation method
for detecting artifacts and removing US images that show
a large effect of artifacts for thin body types. The position
estimated in step 1 in thin body types may have a large effect
on bone artifacts. In this case, the probe is moved to the next
position with the next highest mitral valve confidence score.
The search is resumed if the new location shows less effect
from the costal bones and the mitral valve is detectable. It
is considered necessary to repeat this process to estimate the
appropriate location with the least effect from the costal bones.
In addition, in step 2, although we applied the noise processing
in the estimation method described in Section III-C, other
noise reductions such as low-pass filtering may be applicable
for improving further the estimation accuracy.

2) Verification of Total System Detection Accuracy: The ob-
servation point detection rate was 63.3 ± 5.3% at the median
after 30 trials for the method proposed in this article (see
Fig. 11). As shown in Table IV, even if the observation point
is not obtained in the previous step, it may be obtained in a
later step in some cases. This suggests that each of the steps
might have complemented each other, and the final estimation
accuracy might not have been significantly affected even if the
detection results of the previous step were not able to estimate
the optimal location.

On the other hand, the number of observations of some
features was relatively low for subjects A, D, E and F, as in the
result of the first experiment. For subject E, the detection accu-
racy in steps 1 and 2 was low, as shown in the result of the first
experiment. Then, the accuracy of step 3 was further reduced
because step 3 is based on the performance of steps 1 and 2
when each step is conducted consecutively in the total system.

The average test time for the total system was 4.02 ±
0.5 minutes. A general echocardiography examination takes
about 40∼60 minutes [22]. Echocardiography involves ob-
taining multiple views of the heart and integrating the infor-
mation obtained from these views to confirm the shape and
motion of the heart and to diagnose the presence or absence
of disease. Thus, the time required to obtain the parasternal
long-axis view is considered to be about a few minutes in
the examination time. It is necessary to measure and compare
the time required for physicians to acquire the parasternal
long-axis view to determine whether the examination time
using the proposed method is appropriate for actual use in the
medical field. We are planning to do this in cooperation with
physicians in the future.

D. Limitations

There are several limitations of the developed search
method. Since the search method was developed based on the
healthy subjects, it may be difficult to apply the subjects with
significant abnormalities in the shape of the mitral valve, left
ventricle, or left atrium. This problem may be solved by using
an object detection model that learns the shape of abnormal
parts caused by disease. Also, in step 1, the range of exhaustive
search was determined experimentally, and in step 2, the
left atrium and left ventricle of the heart are approximated
together as an ellipsoid. Meanwhile, it is unclear whether the
range of Step 1 and the ellipsoid approximation of Step 2 are
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appropriate for all patients. In the future, it is necessary to con-
duct tests on a large number of subjects to verify the validity
of the search area and the validity of elliptical approximation
of the left atrium and left ventricle together.

Although we mentioned the difficulty of searching for a
parasternal long-axis view in thin body types, there was only
one thin-type subject in this study. Therefore, it is necessary
to implement the proposed method on a larger number of
thin-type subjects and further analyze issues related to the
thin bodies. Also, no obese and female subjects were tested
in this study. It is known that for obese and female subjects,
fat must be avoided or compressed by adjusting the pressure
applied to the probe to search for and acquire images. It is
necessary to combine this exploratory method with a probe
pressure-adjusted approach for those subjects.

The recognition accuracy of the mitral valve with YOLOv7
was low. This may be due to the fact that the mitral valve
is a region of significant motion. For example, there is a
difference in the characteristics of the mitral valve when it
is most open and when it is in the process of opening, even
when the mitral valve is annotated according to the criteria
described in Section III-B. We assumed that the number
of images for each condition was not enough, and that the
learning accuracy could not be ensured. It is necessary to
improve the recognition accuracy by preparing the number
of images considered appropriate for learning for each mitral
valve opening condition.

The evaluation of US images using the proposed method
was performed with clear observation points and objectivity,
but the evaluation was not performed by physicians. In the
future, it will be necessary to have physicians evaluate the
images acquired by the search to determine whether they are
diagnostic or not.

V. CONCLUSION

This study proposes a method for estimating the position
and angle of the acoustic window that enables the acquisition
of a parasternal long-axis view by an echocardiography robot.
The proposed method consists of three steps: i) mitral valve
position search, ii) left ventricular long-axis angle search,
and iii) mitral valve angle search. Each step identifies i) the
x-axis and y-axis from where the mitral valve appears in the
center, ii) the yaw parallel to the left ventricular long-axis,
and iii) the pitch where the mitral valve is not connected to
the papillary muscle and chordae. The proposed method was
validated on six subjects, and the median observation point
detection rate was 63.3 ± 5.3%. These results suggest the
validity of the proposed method. In the future, we plan to
combine this method with an automated disease detection
method by using the parasternal long-axis view and apply-
ing it to automated echocardiographic examinations by an
echocardiography robot.

REFERENCES

[1] WHO (World Health Organization), “Cardiovascular diseases (CVDs),”
2021. Accessed: Jan. 30, 2023. [Online]. Available: https://www.who.int/
news-room/fact-sheets/detail/cardiovascular-diseases-(cvds)

[2] Ministry of Health, Labour and Welfare, “Trends in death rates for leading
causes of death,” 2020.

[3] T. Y. Fang, H. K. Zhang, R. Finocchi, R. H. Taylor, and E. M. Boctor,
“Force-assisted ultrasound imaging system through dual force sensing and
admittance robot control,” Int. J. Comput. Assist. Radiol. Surg., vol. 12,
no. 6, pp. 983–991, 2017.

[4] S. Wang, D. Singh, D. Johnson, and K. Althoefer, “Robotic ultra-
sound: View planning, tracking, and automatic acquisition of trans-
esophageal echocardiography,” IEEE Robot. Automat. Mag., vol. 23, no. 4,
pp. 118–127, Dec. 2016.

[5] R. Tsumura et al., “Tele-operative low-cost robotic lung ultrasound scan-
ning platform for triage of COVID-19 patients,” IEEE Robot. Automat.
Lett., vol. 6, no. 3, pp. 4664–4671, Jul. 2021.

[6] R. Tsumura and H. Iwata, “Robotic fetal ultrasonography platform with
a passive scan mechanism,” Int. J. Comput. Assist. Radiol. Surg., vol. 15,
pp. 1323–1333, 2020.

[7] Y. Shida, R. Tsumura, T. Watanabe, and H. Iwata, “Heart position
estimation based on bone distribution toward autonomous robotic fe-
tal ultrasonography,” in Proc. IEEE Int. Conf. Robot. Automat., 2021,
pp. 11393–11399.

[8] Y. Takachi, K. Masuda, T. Yoshinaga, and Y. Aoki, “Development of
a support system for handling ultrasound probe to alleviate fatigue of
physician by introducing a coordinated motion with robot,” J. Robot. Soc.
Jpn., vol. 29, no. 7, pp. 634–642, 2011.

[9] M. Giuliani et al., “User-centred design and evaluation of a tele-
operated echocardiography robot,” Health Technol., vol. 10, pp. 649–665,
2020.

[10] Y. Shida, M. Sugawara, R. Tsumura, H. Chiba, T. Uejima, and H. Iwata,
“Diagnostic posture control system for seated-style echocardiography
robot,” Int. J. Comput. Assist. Radiol. Surg., vol. 18, no. 5, pp. 887–897,
2023.

[11] P. Zhu and Z. Li, “Guideline-based learning for standard plane extraction
in 3-D echocardiography,” Proc. SPIE, vol. 5, no. 4, 2018, Art. no. 044503.

[12] S. Dong, G. Luo, K. Wang, S. Cao, Q. Li, and H. Zhang, “A combined fully
convolutional networks and deformable model for automatic left ventricle
segmentation based on 3D echocardiography,” BioMed Res. Int., vol. 2018,
2018, Art. no. 5682365.

[13] M. A. Degel, N. Navab, and S. Albarqouni, “Domain and geometry
agnostic CNNs for left atrium segmentation in 3D ultrasound,” in Proc.
21st Int. Conf. Med. Image Comput. Comput. Assist. Interv., 2018,
pp. 630–637.

[14] Y. Huang, W. Xiao, C. Wang, H. Liu, R. Huang, and Z. Sun, “To-
wards fully autonomous ultrasound scanning robot with imitation learning
based on clinical protocols,” IEEE Robot. Automat. Lett., vol. 6, no. 2,
pp. 3671–3678, Apr. 2021.

[15] R. Nakadate, J. Solis, A. Takanishi, E. Minagawa, M. Sugawara, and K.
Niki, “Out-of-plane visual servoing method for tracking the carotid artery
with a robot-assisted ultrasound diagnostic system,” in Proc. IEEE Int.
Conf. Robot. Automat., 2011, pp. 5267–5272.

[16] J. Zhou et al., “A VS ultrasound diagnostic system with kidney image
evaluation functions,” Int. J. Comput. Assist. Radiol. Surg., vol. 18, no. 2,
pp. 227–246, 2023.

[17] J. Zielke, C. Eilers, B. Busam, W. Weber, N. Navab, and T. Wendler, “RSV:
Robotic sonography for thyroid volumetry,” IEEE Robot. Automat. Lett.,
vol. 7, no. 2, pp. 3342–3348, Apr. 2022.

[18] Z. Jiang, Y. Gao, L. Xie, and N. Navab, “Towards autonomous atlas-based
ultrasound acquisitions in presence of articulated motion,” IEEE Robot.
Automat. Lett., vol. 7, no. 3, pp. 7423–7430, Jul. 2022.

[19] Japanese Society of Sonographers, “Parasternal long axis view,” 2023.
Accessed: Jan. 30, 2023. [Online]. Available: https://www.jss.org/english/
standard/standardization_ca/parasternal_long_axis_view.html

[20] C. Y. Wang, A. Bochkovskiy, and H. Y. M. Liao, “YOLOv7: Train-
able bag-of-freebies sets new state-of-the-art for real-time object detec-
tors,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2022,
pp. 7464–7475.

[21] R. M. Lang et al., “Recommendations for cardiac chamber quantifi-
cation by echocardiography in adults: An update from the American
society of echocardiography and the European association of cardiovas-
cular imaging,” Eur. Heart J. - Cardiovasc. Imag., vol. 16, pp. 233–271,
2015.

[22] Cleveland Clinic, “Echocardiogram,” 2022. Accessed: Apr. 12, 2023.
[Online]. Available: https://my.clevelandclinic.org/health/diagnostics/
16947-echocardiogram

https://www.who.int/news-room/fact-sheets/detail/cardiovascular-diseases-(cvds)
https://www.who.int/news-room/fact-sheets/detail/cardiovascular-diseases-(cvds)
https://www.jss.org/english/standard/standardization_ca/parasternal_long_axis_view.html
https://www.jss.org/english/standard/standardization_ca/parasternal_long_axis_view.html
https://my.clevelandclinic.org/health/diagnostics/16947-echocardiogram
https://my.clevelandclinic.org/health/diagnostics/16947-echocardiogram


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


