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The L-band digital aeronautical communications system (LDACS)
is a key enabler of the new air traffic services and operational con-
cepts necessary for the modernization of the air traffic management
(ATM). After its initial design, compatibility tests with legacy L-band
systems, and functional demonstrations in the laboratory, the system is
currently undergoing the standardization process of the International
Civil Aviation Organization (ICAO). However, LDACS has not been
demonstrated in flight yet. In this article, we present the first in-flight
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demonstration of LDACS, which took place in March and April 2019 in
southern Germany and included four LDACS ground stations and
one LDACS airborne station. We detail the experimental setup of the
implemented LDACS ground and airborne stations together with the
flight routes, the conducted experiments, and the frequency planning
to ensure compatibility with legacy systems. In addition, we describe
the demonstrated ATM applications and the security measures used
to protect them. Based on the obtained measurement results, we
evaluate the LDACS in-flight communication performance for the
first time, including the achieved communication range, the measured
end-to-end message latency, and the LDACS capability to provide
quality of service by effectively prioritizing safety-relevant data traffic.
Furthermore, we use the in-flight received signal power to assess the
applicability of a theoretical path loss model. These flight trials con-
tribute to the final steps in the development of LDACS by providing its
in-flight communication performance and by demonstrating: first, its
correct functionality in a realistic environment; second, its capability
of supporting ATM applications and the advanced security measures
that can be used to protect them; and third, its spectrum compatibility
with legacy systems. We conclude that LDACS is ready to support
ATM operations and that LDACS frequency planning can safeguard
legacy systems successfully.

NOMENCLATURE

ADS-C Automatic Dependent Surveillance – Con-
tract.

AEEC Airlines Electronic Engineering Committee.
AES Advanced Encryption Standard.
AM(R)S Aeronautical Mobile (Route) Service.
AOC Airline operational control.
AS Airborne Station.
ATC Air Traffic Control.
ATM Air Traffic Management.
ATN Aeronautical Telecommunication Network.
CE2R Curved-Earth Two-Ray.
CM Context Management.
CNS Communication, Navigation, and Surveil-

lance.
CPDLC Controller-Pilot Data Link Communications.
CSMA Carrier-Sense Multiple Access.
DLR German Aerospace Center.
DME Distance Measuring Equipment.
EIRP Equivalent Isotropically Radiated Power.
EUROCAE European Organization for Civil Aviation

Equipment.
FAA Federal Aviation Administration.
FFF Form Fit and Function.
FL Forward Link.
GBAS Ground-Based Augmentation System.
GNSS Global Navigation Satellite System.
GS Ground Station.
HPA High-Power Amplifier.
ICAO International Civil Aviation Organization.
IETF Internet Engineering Task Force.
IP Internet Protocol.
LDACS L-band Digital Aeronautical Communica-

tions System.
LNA Low-Noise Amplifier.
LoS Line of Sight.
MAC Message Authentication Code.
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MASPS Minimum Aviation System Performance
Specifications.

MOPS Minimum Operational Performance Stan-
dards.

OFDM Orthogonal Frequency-Division Multiplex-
ing.

PHY-PDUs Physical Layer Protocol Data Units.
PQC Post-Quantum Cryptography.
QoS Quality of Service.
RCP Required Communication Performance.
RL Reverse Link.
RSP Required Surveillance Performance.
RTCA Radio Technical Commission for Aeronau-

tics.
SARPS Standards and Recommended Practices.
SESAR Single European Sky ATM Research.
TESLA Timed Efficient Stream Loss-tolerant Au-

thentication.
VDL-M2 VHF Data Link - Mode 2.

I. INTRODUCTION

Air transport is seen as a key enabler of economic growth
and development. In fact, 35% of world trade by value is
carried by aircraft and around 4.3 billion passengers used
air transport in 2018 [1]. Its importance is growing yearly,
as reports forecast that the number of flights will increase
in Europe by 53% from 2017 to 2040 in the most-likely
scenario [2]. These growth numbers are taken from reports
published before the COVID-19 pandemic. Although the
impact of this pandemic on air transportation is very strong,
air traffic growth is expected to resume very quickly in
postpandemic times. The expected continuous air traffic
growth entails a significant challenge to the ATM, which
must be able to sustain and enable such traffic growth
while further guaranteeing safety and the allocation of
cost-effective environmentally friendly flight routes.

However, current air–ground voice and data commu-
nications needed for ATM, e.g., between pilots and air
traffic controllers, are already suffering from the increasing
saturation of the VHF band in some regions of the world
such as central Europe [3], [4]. In an initial screening of the
FAA and Eurocontrol reported in 2007, no system operating
at the time was found to satisfy all ATM requirements [5],
which triggered worldwide research into the modernization
of the ATM infrastructure including the introduction of new
services and operational concepts as well as the develop-
ment of new CNS technologies. In Europe, the SESAR ATM
Master Plan [6] foresees the transition to modern digital data
communications for ATM, among others, through the de-
velopment and implementation of LDACS. Internationally,
LDACS is reflected in the global air navigation plan [7] of
the ICAO, and is currently undergoing the ICAO standard-
ization process.

The development of LDACS has already achieved
important milestones: LDACS has been specified [8],
evaluated through computer simulations [9] and laboratory
tests [10], and its compatibility with other aeronautical CNS

Fig. 1. LDACS flight trials using four LDACS ground stations
deployed in southern Germany and one LDACS airborne station carried
by a Dassault Falcon 20E aircraft. Two ground stations are full duplex

and communicate with the airborne station bidirectionally. The other two
ground stations only transmit and enable the airborne station to estimate
its position using the LDACS ground station signals only. Copyright of

map: Map data ©2020 GeoBasis-DE/BKG (©2009), Google.

systems has been assessed [11]–[13]. In addition, LDACS
draft SARPS [14] have been endorsed by ICAO communi-
cations panel. However, LDACS has not been demonstrated
in flight trials and its performance has not been evaluated
under realistic operating conditions.

In this article, we present the first in-flight LDACS
demonstration, which was conducted within the German
project MICONAV (see Appendix B). In order to demon-
strate the correct functionality of LDACS and its ability to
support ATM communications and to incorporate advanced
security mechanisms, we conducted several flight trials
in March and April 2019 using an LDACS AS prototype
carried by a Dassault Falcon 20E aircraft and four LDACS
GS prototypes deployed in southern Germany.

The correct functionality and operation of LDACS were
tested by operating several emulated ATM applications
over LDACS, such as CPDLC, ADS-C, GBAS, and, in
general, audio and data communications. These applica-
tions were additionally secured using advanced security
mechanisms: a secure key encapsulation procedure based on
the asymmetric PQC McEliece scheme [15], [16] delivered
a key for post-quantum robust symmetric data encryption
to protect point-to-point communications, and the TESLA
protocol [17] was employed to protect broadcast communi-
cations.

In addition, we used these flight trials to obtain the
in-flight communication performance of LDACS under re-
alistic operating conditions. Specifically, we obtained the
achievable communication range and the message latency
introduced by the data link, and evaluated the capabil-
ity of LDACS to provide QoS by effectively prioritizing
safety-relevant data traffic over low-priority data traffic. The
obtained performance was also used to show that LDACS
is able to support RCP400/A2, RCP240, and RCP130/A1
operations, as well as RSP400/A1 and RSP180/D surveil-
lance operations, as required in the LDACS SARPS. The
maximum data throughput achievable with the employed
experimental setup was also measured in the laboratory and
compared with the theoretical expectations. The flight trials
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also allowed us to assess the applicability of the CE2R theo-
retical model by comparing the in-flight measured received
signal power with the one estimated using the CE2R model.

The rest of this article is organized as follows. We first
provide a background on LDACS in Section II. Then, we
describe the experimental setup in Section III and the con-
ducted flights and experiments in Section IV. Afterward, we
show and assess the obtained results in Section V. Finally,
Section VI concludes this article.

II. LDACS BACKGROUND

LDACS is one of the radio access technologies realizing
the future communications infrastructure that will allow
aircraft to be connected to the ATN during all phases of
flight. Specifically, LDACS shall connect aircraft operating
in the continental airspace by deploying a cellular network
of LDACS GSs, each one of them covering a part of the
airspace denoted as an LDACS cell. An aircraft carrying
an LDACS AS will then be able to connect to the ATN
by joining the LDACS GS covering the airspace where it is
operating. The aircraft will then communicate with the ATN
through the GS until either a connection with another GS is
more favorable and a handover to the new GS is conducted,
or until the aircraft leaves the airspace covered by LDACS.

The ATN is an aviation-specific private wide-area net-
work dedicated for communication related to flight safety
and regularity. It supports multiple internetworking pro-
tocols, including the IP that shall be used for LDACS.
Additionally, it supports several other wireless access net-
works like satellite communications and VDL-M2, which
use non-IP legacy protocols.

Different types of aviation-specific standards are
required for a new aviation communications system. These
are to be developed by various standards development
organizations. In particular, LDACS and ATN are under
standardization by ICAO in collaborating teams. LDACS,
specifically, is standardized within the project team
“terrestrial data link” (PT-T) under the Communications
Panel since 2016 with a target applicability date of 2024.
The ICAO activities have been supported by additional
work within the IETF [18] and the SESAR program [8]. Par-
ticularly within SESAR, several dedicated subprojects have
been formed to increase LDACS’s technology readiness
level in collaboration with the industry. The output of these
projects provides the basis for the LDACS standardization
documents (SARPS and manuals) compiled by ICAO. In
addition to the ICAO activities, MASPS and MOPS need
to be developed by the EUROCAE and the RTCA, while
avionics form FFF specifications need to be developed by
the AEEC. The latter activities are currently in preparation.

LDACS provides a bidirectional broadband radio
link between airborne and ground stations capable of
supporting data and voice communications with different
QoS levels depending on the communication requirements
of each application or user. This way, a wide variety of
applications with different requirements can be supported
by LDACS, such as ATC and AOC communications. In

addition, LDACS may be used for command and control
nonpayload communications, e.g., to support single-pilot
operations of equipped aircraft. Note that LDACS must
not be used for communication not related to safety and
regularity of flight since the use of the aeronautical L-band
is restricted to the AM(R)S such as ATC and AOC.

ATC employs three data communication applications:
CPDLC, ADS-C, and CM as defined by ICAO. Currently,
CPDLC is used in tactical conflict management to issue
basic clearances, e.g., for climb/descent, turns and headings,
or sector handover. In the future, air traffic management
shall shift toward pretactical conflict management. CPDLC
will therefore be required to support trajectory-based op-
erations based on complex clearances and 4-D trajectory
negotiations. Complex CPDLC clearances managing the
flight trajectory are enabled by ADS-C downlinking the
anticipated trajectory, called the extended projected pro-
file, and CM providing automatic sector handovers. The
deployment of pretactical conflict management is, however,
stalled by the saturation of the VDL-M2 capacity by AOC
data traffic in Europe [19]. In other parts of the world, the
current situation is not yet as severe.

AOC is the business communication of the airlines. As
such, it differs from airline to airline. However, most airlines
rely on data communication to uplink administrative and
meteorological information to the flight crew, called the
electronic flight bag, and to downlink flight performance
data for predictive maintenance. AOC provides immediate
economic benefits for airlines and is therefore heavily used.

In order to support future ATC and AOC appli-
cations, LDACS shall satisfy the performance require-
ments specified in the LDACS SARPS referencing
the ICAO performance-based communications manual
DOC9869 [20] and EUROCAE ED228 A / RTCA DO-
350A [21]. These performance requirements are defined
using the RCP and RSP terminology, which define the
set of system performance parameters that are required
for a communications or surveillance system to support a
communications or surveillance application, respectively.
Thus, in order to support the ATC and AOC applications,
LDACS shall comply with the communication performance
definitions RCP400/A2, RCP240, and RCP130/A1, and
with the surveillance performance definitions RSP400/A1,
RSP180/D, and RSP160/A1 [14]. Each RCP and RSP
definition implies a different latency requirement for the
communication service provider, i.e., LDACS. We provide
the required latency of each RCP and RSP definition when
evaluating the obtained results in Section V.

LDACS operates in the aeronautical L-band between
960 and 1164 MHz. An LDACS cell employs a pair of
frequency channels of 495.05 kHz each; one for ground-
to-air communications, i.e., FL, and one for air-to-ground
communications, i.e., RL. The RL frequency is indicated in
the FL GS broadcasts, which are searched for by the AS by
iteratively scanning the possible FL frequencies. By using
frequency-division duplexing, the FL and RL can be oper-
ated simultaneously, which drastically reduces the latency
of the messages transmitted over LDACS. Additionally,
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TABLE I
Comparison Between LDACS and VDL-M2 Technologies

in order to make an efficient use of the scarce spectrum
available, the pair of frequency channels used by one cell
can be reused by other distant cells. This frequency planning
must also guarantee that legacy systems operating in the
L-band, such as the DME, are not affected by the presence
of LDACS. Up to now, such spectrum compatibility was
only supported by theoretical studies [13] based on lab-
oratory measurements [12]. Our flight trials represent the
first real-world compatibility tests between LDACS and the
legacy systems operating in the L-band.

Both the FL and the RL employ OFDM, with up to 50
active subcarriers spaced 9.765625 kHz apart and a cyclic
prefix of 17.6 µs. Adaptive coding and modulation is used
to dynamically adapt transmissions to the changing link
quality, which allows LDACS to make an efficient use of
the spectrum and to achieve user data rates from 469 up
to 2819 kbps for a pair of FL and RL channels [8]. Time
and frequency synchronization between the GS and the AS
is achieved by employing the mechanisms described in the
LDACS specification, which are mainly based on the use
of a random-access frame, synchronization sequences, and
pilot symbols. While only the GS transmits in the FL of
the cell, the RL is shared among all aircraft registered to
the cell. A concurrent and reliable data transfer in the RL
is provided by the GS, which dynamically allocates the
RL resources for the different aircraft based on their data
traffic demands. Specifically, the data-link layer of LDACS
provides the necessary protocols to facilitate concurrent and
reliable data transfer for multiple users.

LDACS has the potential to be developed into an inte-
grated CNS system, as it does not only support commu-
nications, but can also enable navigation with a built-in
ranging functionality [22] and might be used for nonco-
operative surveillance applications [23]. Moreover, an air-
to-air mode of LDACS is being researched on with the
goal of extending LDACS coverage to the airspace that
cannot be directly covered by ground stations [24], [25].
The navigation performance achievable using LDACS was
measured in previous flight trials [26], [27]. Those flight
trials focused solely on the LDACS navigation performance
and employed GSs only capable of transmitting and an AS
only capable of receiving. Consequently, no bidirectional
real-time communications were performed and LDACS
communication functionality was not demonstrated in those
flight trials.

Currently, ATC and AOC utilize satellite communica-
tion systems mainly in oceanic, remote, and polar regions,
and VDL-M2 is the preferred system for the continental
airspace. Given that LDACS is also intended to support
ATC and AOC in the continental airspace, we compare
the main specifications of LDACS and VDL-M2. While
LDACS is based on technologies employed by current
mobile communication systems such as 4 G, VDL-M2 was
designed in the 1980s and has known shortcomings. As we
show in Table I, the two most important shortcomings of
VDL-M2 are its low data rate and its lack of QoS support
and data traffic prioritization. First, VDL-M2 employs dif-
ferential 8-ary phase shift keying modulation with a rate
of 31.5 kbps. In practice, the user data throughput lies
below this value, as the overhead data for synchronization
and redundancy also need to be considered. In addition,
the contention-based CSMA channel access employed by
VDL-M2 reduces the practically achievable data rate con-
siderably, as the maximum throughput is already reached
at approximately 40% channel utilization [29]. The impact
of the low achievable data rate is aggravated by VDL-M2’s
lack of QoS mechanisms. Since no priority mechanism is in
place, higher volume AOC data traffic can starve out ATC
data traffic. As we can see in Table I, LDACS was designed
to provide a much higher user data throughput and to support
QoS and data prioritization. In addition, the full-duplex
operation of LDACS and its GS-scheduled contention-free
medium access, which combines time-division and orthogo-
nal frequency-division multiple access, allows to maximize
the throughput and the channel utilization and to reduce the
end-to-end message latency. Thus, LDACS is expected to
be able to support all applications currently supported by
VDL-M2, in addition to new applications and operational
concepts required for the ATM modernization. This comes
at the cost of operating in a frequency band already utilized
by other systems, which imposes the need for compatibility
tests between LDACS and the other legacy systems. More-
over, although the current deployment of VDL-M2 makes
it a more desirable solution for some institutions to cope
with the increasing data traffic demands in the short term
by using additional VHF channels, it is generally agreed that
a high-throughput and QoS-supporting solution operating
outside the VHF band, such as LDACS, will be needed in the
medium or long term. In some regions like Europe, where
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TABLE II
Information About the Deployed LDACS GSs. LDACS Antenna Elevation Given Above Mean Sea Level

the VHF band is already saturated [19], LDACS might be
needed even in the short term.

The main objectives of the flight trials and the experi-
ments are as follows. First, we want to confirm that LDACS
can operate as described in its specification and that the pro-
cedures defined for its operation, such as cell entry, cell exit,
and handover between cells, can be conducted correctly.
Second, we want to measure the in-flight communications
performance of LDACS, including its communication range
and data latency, and verify its QoS support and data prioriti-
zation. Third, we want to verify that LDACS can support the
secure exchange of data from ATC and AOC applications
and that the RCP and RSP criteria specified in the LDACS
SARPS can be fulfilled. Finally, we want to test whether
LDACS can operate in the L-band without interfering other
systems if an appropriate frequency planning is applied.

III. EXPERIMENTAL SETUP
A. Ground Stations and Airborne Station

In order to realistically recreate the future LDACS op-
erational environment, we developed an experimental setup
consisting of one AS, four GSs, and several computers
generating data to be communicated using LDACS. The
GSs were deployed in southern Germany on the coordinates
shown in Table II. They covered adjacent and overlapping
airspace volumes, as expected in the future LDACS cell
deployment, although at smaller distances to keep the ex-
periments manageable. The AS was installed in the DLR
Dassault Falcon 20E (D-CMET) aircraft shown in Fig. 1,
with the L-band antenna used by LDACS located in a
port-hole at the bottom of the aircraft between its wings.
The experimental setup is shown simplified in Fig. 2, where
the components of the four GSs and the AS, as well as the
communication links between them, can be seen.

Table II presents information about the deployed GSs,
including the LDACS antenna altitude and the employed
FL and RL frequencies. Out of the four GSs, two were
full duplex, namely GS-OP and GS-SM, and two were
transmit-only GSs, namely GS-PT and GS-KD. Each full
duplex GS employed a complete LDACS GS radio, im-
plementing both a transmitter and a receiver, based on the
LDACS specification [8] and fulfilling the LDACS draft
SARPs from ICAO [14]. Thus, it set up its own LDACS
cell and was able to communicate bidirectionally with the

Fig. 2. Simplified experimental setup, with four GSs and one AS. Two
GSs are full duplex, i.e., can communicate bidirectionally with the AS,
which is also full duplex, and two GSs can only transmit to the AS but

not receive from it. The LDACS radio of each full duplex station is
connected through a UDP/IP interface to a computer running the ATM

applications and implementing the security measures used to protect the
applications. Moreover, each computer manages and monitors the

operation of the LDACS radio and generates additional synthetic data
traffic used for performance evaluations. The components of the

experimental LDACS radios can be found in Fig. 3.

AS. In contrast, a transmit-only GS implemented only a
transmitter and consequently could only transmit data to
the AS but not receive any data from it.

The AS employed a complete LDACS AS radio based on
the LDACS specification [8] and fulfilling the LDACS draft
SARPs from ICAO [14]. It could therefore communicate
bidirectionally with any full duplex GS and additionally
receive the transmissions from the transmit-only GSs.

The reason for this experimental setup is that only two
full duplex GSs and one full duplex AS are needed to test the
LDACS communication functionality including procedures
such as cell entry, cell exit, and handover between cells. The
two transmit-only GSs transmitted pseudo-random data and
have been solely deployed to allow the AS to estimate its
position by analyzing the signals transmitted from four GSs.
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Fig. 3. Components of the experimental full-duplex GS prototype. The
experimental AS prototype comprised the same components with an

additional receiver path used solely for navigation purposes.

To this end, the AS implemented an additional receiver used
solely for LDACS-based position estimation.

The components of the experimental full-duplex GS and
AS prototypes used in the flight trials are shown in Fig. 3.
Each station employed a GNSS-receiver1 and an atomic
Rubidium clock2 to obtain an accurate GNSS disciplined
time and frequency reference for the LDACS radio and IQ-
data recorders.3 This also allowed the GSs to be finely time
synchronized with each other such that their transmit signals
could be used by the AS for precise position estimation. The
components of the RF front end of the LDACS radio, i.e., the
diplexer, the receive LNA and transmit HPA, as well as the
receive and transmit band-pass filters, were customized by
the company BPS GmbH for the LDACS experimental pro-
totypes. The receiver and transmitter modules supporting
the LDACS stack were implemented by iAd Gesellschaft für
Informatik, Automatisierung und Datenverarbeitung mbH
using the R&S WFDE-DU5010 development platforms.
The stations employed a blade-style vertically polarized
L-band antenna4 with nominal omni-directional radiation
in azimuth and cosinusoidal in elevation, achieving an
approximate maximum antenna gain of 5 dBi. Note that
antennas with different shapes might be used in the future
by the LDACS ground stations. Although this could lead
to different antenna radiation patterns, it is not expected to
change the results presented in this article. The impact of the
maximum antenna gain on the performance of the system
is discussed in Section V-C.

As one of the objectives of the flight campaign was
to demonstrate the LDACS capability to support ATM-
relevant applications and to assess its communication per-
formance under real operating conditions, our experimental
setup emulated the presence of future end-users running
such applications. This was achieved by running the appli-
cations of interest on computers connected to the stations
and by using LDACS to exchange the data generated by the

1Septentrio PolaRx4TRPRO.
2Spectratime LNRClok-1500.
3Multiple devices, including the R&S EX-IQ-BOX, R&S IQR 100, and
R&S TSMX-PPS 2, as well as a customized IQ-data recorder module using
National Instruments PXI Series devices.
4Sensor Systems S65-5366-10 L

applications. The application data generated by the airborne
computer were passed on to the LDACS AS radio using
a UDP/IP interface and transmitted to the connected full
duplex GS using LDACS (see Fig. 2). Then, the receiving
GS processed the received signal and passed the received
data on to the GS computer using a UDP/IP interface.
Finally, the application receiving the data processed the
received information and reacted accordingly.

B. Applications

Four different aeronautical applications were demon-
strated during this flight campaign. First, CPDLC was
emulated by exchanging short text messages between the
computer connected to the AS and either the GS-OP or
the GS-SM computer. These messages included standard
commands and responses as used in CPDLC. Second, the
ADS-C service was recreated by periodically transmitting
the position of the aircraft from the AS computer to either
the GS-OP or the GS-SM computer. Third, the transmission
of audio messages was demonstrated by transmitting from
the AS computer several prerecorded audio messages to
the GS-OP computer. The audio messages had to be pre-
recorded due to the noisy environment of the test aircraft.
Fourth, correction data from an experimental GBAS deploy-
ment at the DLR site in Oberpfaffenhofen [30] were col-
lected by the GS-OP computer and sent to the AS computer
using LDACS. Using the correction data provided in the
GBAS messages, the aircraft can estimate its GNSS-based
position much more accurately and with a higher integrity
level, allowing it to perform complex ATM procedures not
feasible otherwise [31].

C. Security

In order to test the transmission of secured applications
using LDACS, the data generated by the demonstrated
applications were secured prior to their transmission. The
implemented security architecture was based on the ar-
chitecture proposed for LDACS in [32]. However, since
the security architecture was not yet part of the LDACS
specification at the time of prototype development, the
security protocols were implemented in the application
layer (see Fig. 2). Two different security mechanisms, pro-
posed for LDACS in [33], were implemented to secure first
the applications using point-to-point communications, i.e.,
CPDLC, ADS-C, and audio transmission, and second the
applications using broadcasts, i.e., GBAS.

After the AS successfully joins a cell, and prior to
any exchange of point-to-point user data, a secure key ex-
change procedure based on the asymmetric PQC McEliece
scheme [15], [16] is conducted between the AS and the GS
to guarantee their mutual authentication and a secure key ex-
change between them. This is achieved first by exchanging
the public McEliece keys of both participants in a secure
manner, second by authenticating each other, and finally
by conducting an authenticated PQC key exchange. After
this point, all later point-to-point user data communications,
including CPDLC, ADS-C, and audio transmissions, are
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TABLE III
Synthetic Data Traffic Patterns

protected by an AES-256 encryption scheme in Galois
Counter Mode [34], [35], providing at least 128-b security
levels [36] and ensuring data confidentiality, integrity, and
authenticity.

GBAS was secured by using the broadcast authenti-
cation protocol TESLA [17]. Basically, the sender, i.e.,
GS-OP, divides time in equal intervals, employs a self-
authenticated chain of keys, applies a key to each time
interval, and uses the key of that interval to calculate a
MAC over every broadcast message sent in that interval.
The broadcast message, its MAC and a key from a previous
interval are then broadcast using LDACS. The receivers, i.e.,
the AS, receive and buffer each message, MAC and key, and
wait for the correct key to verify the MAC. This way, the
receivers can be sure that the message was transmitted by
the legitimate sender, i.e., GS-OP, as no one else knew the
key for the MAC calculation at a previous time. Together
with the verification of the authenticity of the sender and
this mechanism, we secured the integrity and authenticity
of all GBAS messages sent using LDACS, as well as the
trustworthiness of their origin.

By securing the applications using these security mea-
sures, the aim was to demonstrate that LDACS is capable
of not only supporting different aeronautical applications
under real-life conditions, but also securing them robustly
using state-of-the-art security measures providing PQC se-
curity levels.

D. Synthetic Data Traffic

The computer of each station generated additional syn-
thetic data traffic following predefined data traffic patterns
that realistically represent the behavior of additional sets
of applications. This allowed us to recreate the data traffic
expected to be communicated through LDACS in the future
and consequently to assess the LDACS capability to support
ATM-relevant applications under realistic system load con-
ditions. Additionally, using different traffic patterns allowed
us to analyze the LDACS performance when packets with
different sizes and priorities are transmitted and, conse-
quently, to assess if LDACS can effectively support different
quality of service levels. Strict prioritization is a highly
desirable quality of service feature for a communication
system that shall be used to convey safety-related messages.
The LDACS protocol has therefore been designed to sup-
port priority-based medium access via centralized resource
scheduling, and to avoid head-of-line blocking through the
support of transparent message fragmentation.

The two synthetic data traffic patterns tested in the flight
campaign are described in Table III. For both traffic patterns,
a data load of 100 kbps was generated by each computer and

Fig. 4. LDACS FL (dashed arrows) and RL (dotted arrows) frequencies
used in the LDACS demonstration setup.

passed on to the connected LDACS radio to be transmitted
using the acknowledged LDACS transmission mode, in
which the transmitter requests an acknowledgment from the
receiver for each transmitted message. Since the traffic pat-
tern is generated by each sender, it is actually carried twice
over the LDACS data link. Once in each direction. The time
between generated packets was distributed exponentially
according to the offered load and packet sizes. For the traffic
pattern T1, packets of 1400 B were generated and marked
with high and low priorities in equal proportions in terms of
offered load. The traffic pattern T2 was composed of a larger
number of small high-priority packets, representing ATC
messages, and few large low-priority packets, representing
for example AOC messages. Therefore, the T2 scenario
recreated the future operational environment of LDACS,
where a part of the data traffic might be safety-relevant,
e.g., ATC data, and must be prioritized over other data, e.g.,
AOC data.

In addition to generating synthetic data and the data
from the running applications, each computer managed and
monitored the operation of its connected LDACS radio by
sending commands to and receiving operational logs from
it, respectively, as shown in Fig. 2.

E. Frequency Planning

An LDACS cell employs two frequency channels in the
L-band: one for the GS transmissions in the FL and one for
the AS transmissions in the RL. The frequencies employed
for each LDACS cell in our demonstration setup are listed
in Table II and depicted in Fig. 4. Note that, while a GS
only operates using the pair of FL and RL frequencies used
in its cell, the AS must be able to join different cells and,
therefore, must be able to switch between different pairs
of frequencies. Furthermore, the additional receiver used in
the AS for LDACS-based position estimation was able to
receive the entire FL band, i.e., the four FL frequencies used
in our measurement setup, in order to estimate the position
of the aircraft by analyzing the signals transmitted by all
GSs.

The frequencies used in the flight campaign were chosen
based on the frequency planning strategy described in [13].
Such frequency planning allowed us to determine the con-
ditions, such as transmit frequency and transmit power,
under which an LDACS station could operate in a certain
location with no impact on legacy systems such as DME.
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Fig. 5. Locations of the LDACS GSs and the DME transponders in the
area of interest. Copyright of background map: Map data ©2020

GeoBasis-DE/BKG (©2009), Google.

Fig. 6. Distance between the GS-OP and its closest DME transponder
employing a certain frequency for transmissions or receptions. The

experimental LDACS frequency bands used in the campaign are shown
in yellow (RL) and green (FL).

Fig. 5 displays the positions of the DME transponders (DME
ground stations) operating in the area of interest, as well
as the positions of the four LDACS GSs. Note that the
frequency planning allowed us to locate the LDACS GSs
in the chosen positions despite the presence of many DME
transponders close to the city of Munich, particularly around
its international airport. To grasp the complexity of the
conducted frequency planning, Fig. 6 shows the distance be-
tween the LDACS GS-OP and the closest DME transponder
using a certain frequency for transmissions or receptions,
i.e., transmissions from airborne DME interrogators. Note
that, while no DME frequency is used within the RL band
(depicted in yellow), many DME stations use frequencies
falling within the FL band (depicted in green) employed
in the campaign. Moreover, some of those frequencies are
actually employed by DME transponders located nearby.

For example, DME transponders located 51, 89, 134, and
81 km away from the GS-OP transmit at 993, 995, 997,
and 999 MHz, respectively. Another interesting example of
the resulting frequency planning is the DME transponder
using the 1003 MHz frequency and located at the Oberpfaf-
fenhofen airport only 2 km away from the GS-OP. Despite
their closeness in distance and frequency to the LDACS
GSs, the geometrical and power-based considerations taken
in the frequency planning ensure that no DME station
(transponder or interrogator) would be affected by LDACS
transmissions, as the desired-to-undesired signal power ra-
tio experienced by the DME receivers would always stay
above a certain robustness threshold.

F. Limitations of the Experimental Setup

In order to comply with regional regulations, the average
EIRP of each GS was limited to 40 dBm as compared to the
maximum EIRP of 52 dBm defined by the LDACS SARPs.
The GSs were located closer to each other, compared to a
real deployment, to keep the experiments manageable. In
addition, due to limitations of the prototyping platform, the
RL resources allocated to the AS were limited to a maximum
of 110 tiles per RL multiframe,5 which increased the trans-
mission latency during traffic peaks. Moreover, only the
most robust coding and modulation scheme was employed
in both the FL and the RL throughout the campaign. This
mainly entails using QPSK modulation in both the FL
and the RL, as well as a concatenated code (convolutional
coding coupled with block interleaving and Reed–Solomon
coding) with a coding rate of 0.45 for the FL common
control and user data, and of 0.44–0.42 for the RL user
data. Although this constraint made communications more
robust against impairments, it also prevented the LDACS
demonstration setup from reaching a higher data throughput
and a lower packet latency by adapting the coding and
modulation scheme to the link state, as described in the
LDACS specification [8] and expected in the future LDACS
operation.

IV. FLIGHTS AND EXPERIMENTS

A total of six flights were conducted over a period of two
weeks in March and April 2019. The aircraft always took
off and landed at the airport located next to the premises of
the DLR in Oberpfaffenhofen, close to the city of Munich,
Germany. As the OP-GS was located directly on the DLR
premises, additional experiments could be conducted before
take-off and after touchdown with the aircraft on the apron
and runway.

In general, the same schedule was followed for each
flight. First, all stations were started with the aircraft still
on the apron on predeparture and initial communication
tests were conducted between the AS and the GS-OP, which
could communicate in these conditions with the AS even
though some obstacles, including a hangar, blocked the

5An RL multiframe comprises one synchronization tile, one automatic
gain control preamble, and 160 tiles for dedicated control and data.
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Fig. 7. Flight routes. The lines show the GNSS-based position of the aircraft during the flights and the line color indicates the aircraft altitude above
mean sea level. Note that, given the high aircraft altitude, a good visibility to numerous GNSS satellites was available throughout the flights, which
allowed for a robust position estimation. The locations of the GSs are labeled and marked in red. Copyright of background map: Map data ©2020

GeoBasis-DE/BKG (©2009), Google.

radio LoS between both stations. After ensuring that the
LDACS experimental setup was working correctly, clear-
ance was given to the aircraft crew for take-off. Then, the
aircraft carrying the AS flew the predefined flight route and
the designed tests and experiments were conducted.

The routes flown by the aircraft and the reached altitude
are depicted in Fig. 7. A total flight time of 12 hours and 54
min was accumulated and 8105.8 km were covered. After
some of the flights, additional tests and experiments were
conducted after landing with the aircraft on the apron or
runway. During the tests conducted with the aircraft on the
apron, the LoS between the AS and the GS-OP was blocked
by several buildings. Given that these conditions of blocked
LoS between an on-ground aircraft and a GS located nearby
might be experienced in reality at some airports, these tests
were of special interest in this campaign.

The tests conducted during the flight campaign have
been grouped into 28 different experiments, described in
Appendix A. The different experiments were aimed at test-
ing the many aspects to be evaluated during the campaign,
such as the LDACS capability to support ATM applications,
the LDACS performance when fed with various data traffic
patterns, the correctness of different LDACS procedures,
e.g., handovers between GSs, and the achievable commu-
nication range with the limited transmit power. While most
experiments were conducted in flight, experiments 1, 9, 22,
and 25 took place with the aircraft on the apron.

V. RESULTS

A. LDACS Operation

The LDACS operation was tested in all experiments
throughout the campaign. In addition to the data exchange

Fig. 8. Handover tests during the fifth flight. The AS exchanged data
with the GS-OP (yellow) and with the GS-SM (blue) alternatively,

performing handovers to switch between both GSs. The segments with
no active connection are depicted in gray. Copyright of background map:

Map data ©2020 GeoBasis-DE/BKG (©2009), Google.

between the AS and the GSs, the LDACS operation included
many procedures defined in the LDACS specification that
enabled this data exchange, such as cell entry, cell exit,
and handover between GSs. These procedures were tested
and demonstrated repeatedly throughout the flight trials,
as the AS had to join and leave at least one cell in each
experiment in order to exchange data with a GS. Han-
dovers between the GS-OP and GS-SM were demonstrated
successfully throughout the flight trials and with special
emphasis during the fifth flight as shown in Fig. 8, where
the data exchange between the AS and the GSs is depicted in
different colors. One can see that the AS performed periodic
handovers between both cells to exchange data with each
GS alternatively.
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Fig. 9. Some CPDLC free-text messages actually exchanged between the AS and the GS-OP during the flight trials. As these messages were
transmitted over LDACS encrypted, the plain text was only observable by the legitimate transmitter and receiver. Note that the plain text is depicted

dark at the transmitter and light at the receiver.

B. Applications and Security

The applications described in Section III were demon-
strated several times during the flight campaign (see Ta-
ble V in Appendix A) and worked correctly. The security
measures used to protect the applications were applied suc-
cessfully and no disruptions were observed in this respect.
This means that the key exchange procedure successfully re-
sulted in the secure exchange of an AES-256 Galois counter
mode session key. Then, all following point-to-point data
communications between AS and GS were thus protected
in terms of confidentiality and integrity using this 256-b
session key. A duration for the key exchange procedure of
283.74 ms for the 95th percentile was measured. This goes
in line with the theoretical and simulation-based evalua-
tions published in [37] and [38]. An in-depth analysis of
the security measures employed in the campaign for data
broadcast over LDACS can be found in [31]. Consequently,
LDACS was not only capable of supporting the correct
operation of such applications, but it also provided enough
data throughput to support the advanced security measures
demonstrated in this campaign.

For example, the AS crew and the GS-OP crew ex-
changed CPDLC free-text messages throughout the flight
trials. This was used not only to demonstrate the correct
operation of CPDLC over LDACS, but also to coordinate the
tests during the flight trials and to report the AS status. This
allowed us to rapidly react to unexpected circumstances
and to perform the tests more efficiently. Some of the
actual CPDLC messages exchanged between the AS and the
GS-OP during the flight trials are depicted in Fig. 9. As these
communications were secured as described in Section III-C,
the plain text shown in Fig. 9 could only be seen by the
legitimate transmitter (the AS or GS-OP computer) and
receiver (respectively the GS-OP or AS computer).

Another example of the demonstrated applications was
the use of the ADS-C messages transmitted by the AS to the
GS-OP to display the live aircraft position and additional

Fig. 10. Content of the ADS-C messages transmitted by the AS and
received by the GS-OP during the flight trials was used to depict the live

aircraft position, identifier, flight level, heading, speed, and track on a
map in the GS-OP control room. Among others, this live information

(depicted in blue) helped the GS-OP crew to coordinate and monitor the
tests throughout the flight trials. Some context was added to the map by

representing the position of airports and aerodromes located nearby, such
as the Munich international airport (EDDM), the Oberpfaffenhofen

airport (EDMO), and the Schwabmünchen aerodrome (EDNS), where
the GS-SM was located.

information in the GS-OP control room during the flight
trials. Fig. 10 shows an example of this representation. The
GS-OP crew could see the live aircraft position, identifier,
flight level, heading, and speed displayed on a map, together
with the flown track and the indicators of the airports and
aerodromes located nearby. All the information related to
the aircraft status was contained in the ADS-C messages
transmitted by the AS and received by the GS-OP. Having
such a representation of the aircraft information on a map al-
lowed us to coordinate and monitor the tests more efficiently
throughout the flight trials, as well as to demonstrate a
direct use of the ADS-C messages transmitted over LDACS.
Note that all ADS-C messages were secured as described
in Section III-C, which prevented any entity besides the
legitimate receiver (the GS-OP) from being able to know
the transmitted aircraft information, e.g., its live position.
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Fig. 11. Histogram of the latency of 7837 application messages
transmitted by the AS in flight during the T2 scenario (experiments 7, 10,
12, and 13). The lines depict the 50th, 95th, and 99th latency percentiles
of the application messages of 290 ±10 B (blue dotted lines, 85.2% of

the application messages) and of 1800 ±10 B (green dashed lines, 13.6%
of the application messages).

Moreover, we show in Fig. 11 the end-to-end latency of
the application messages transmitted by the AS in flight
and received by one of the GSs during the T2 scenario
(experiments 7, 10, 12, and 13). Fig. 11 additionally depicts
the latency percentiles of two groups of application mes-
sages clustered according to their size: smaller application
messages with a size between 280 and 300 B (blue dotted
lines), and bigger application messages with a size between
1790 and 1810 B (green dashed lines). One can see that
the smaller application messages are communicated with a
latency lower than 0.08 s in more than half of the cases,
and lower than 0.38 s in 99% of the cases. As expected, the
bigger application messages present a higher latency, which
however remains below 0.37 s in the majority of cases and
below 1 s in 99% of the cases. Even in 99.9% of the cases,
the latency remained below 0.8 s and 1.2 s for the smaller
and bigger application messages, respectively. While we
can already see in Fig. 11 the crucial role of the size of a
message in its latency, a more detailed analysis is performed
in Section V-E.

We now compare the obtained message latency with
the RCP and RSP requirements specified in the LDACS
SARPS. The results confirm clearly that LDACS is able to
support RCP400/A2, RCP2406 and RCP130/A1 operations
as defined in [21] or [20], which require the required com-
munication technical performance of the communication
service provider RCT PCSP, i.e. the LDACS radio, to be
lower than 10 s, 100 s, and 10 s in the 95th percentile, respec-
tively. RSP400/A1 and RSP180/D surveillance operations
are also supported by these results, since they require a data
delivery time of less than 270 s and 84 s in the 95th per-
centile, respectively. The less restrictive 99.9th percentile
latency requirement was also fulfilled for all considered
RCPs and RSPs. As these operations are required in the
LDACS SARPs [14], giving evidence that LDACS can
support them represents a major result of this campaign.
Note that the RSP160/A1 latency requirement of 5 s in
the 95th percentile was also fulfilled. However, as no route
prediction data were exchanged during the experiments, the

6This is defined as RCP240/A1 in [21] and as RCP240/D in [20]. However,
both definitions share the same requirements of interest.

Fig. 12. Message transmissions from the AS to the GS-SM for three
different flight segments of the forth flight on March 28, 2019. Messages
are received by the GS either correctly (marked as Success) or incorrectly

(marked as Failure), or are not be received at all (marked as
Failure as well).

support of RSP160/A1 operations could not be fully verified
from our results.

C. Communication Range

In order to measure the communication range achievable
with LDACS, the aircraft flew several times northwards
and southwards over Germany during the forth flight, as
shown in Fig. 7(d). This allowed us to measure repeatedly
the distance at which the AS lost the connection with the GS
and was not capable of joining the cell and exchanging data
with the GS anymore. Fig. 12 shows the distances at which
messages were successfully or unsuccessfully transmitted
by the AS to the GS-SM for three different flight segments,
where the aircraft flew either away from the GS-SM [see
Fig. 12(a) and Fig. 12(c)] or toward it [see Fig. 12(b)].
Additionally, Fig. 12 shows the join and part events that
took place during the flight. A join event represents a cell
entry, i.e., the successful registration of the AS in the cell
controlled by the GS and the allocation of RL resources
for the AS to convey user data. On the contrary, in our
experimental setup, a part event happens when one station
(either AS or GS) assumes that the connection with its
counterpart is over, not necessarily having to exchange any
further data to communicate the disconnection. Therefore,
each station might conduct a part event at different time in-
stants, although ideally they should happen simultaneously.
In Fig. 12, we can see both the successful and the incomplete
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join attempts. For the latter, although some exchange of
control data is achieved, no user data can be exchanged.

One can see in Fig. 12 that, when the AS flew away
from the GS-SM, both stations could exchange user data
until a distance of approximately 139 km between them.
By contrast, when the AS flew towards the GS-SM, the
user data exchange started when the AS reached a distance
of 131.7 km to the GS. This difference might be caused
by the different gain that the AS antenna presents in both
flight directions. In addition, the fact that the AS is already
connected to the GS when flying away from the GS in-
creases the communication range. This is also affected by
implementation-specific timers used by the manufacturer,
which are discussed in Section V-D. In general, we conclude
that we could achieve an LDACS communication range of
130–140 km in the flight trials despite the limitation of the
GS-EIRP to a maximum of 40 dBm and the use of a lower
GS antenna gain as the one expected for GS receptions in
the exemplary link budget of the LDACS specification [8].
Note that, although no user data can be exchanged from that
distance, some control data messages can still be exchanged,
as shown by the incomplete join events depicted in Fig. 12.

The LDACS specification does not set a minimum
communication range to be achieved, but only defines the
maximum designed coverage range of 200 nmi and the max-
imum averaged EIRP of 52 dBm, indicating additionally
that the EIRP can be adjusted for each cell to achieve the
desired communication range and to comply with regional
restrictions [8]. Although this prevents us from comparing
directly the communication range reached in our flight trials
with a predefined communication range, we can assume
that the maximum GS-EIRP of 52 dBm is meant to be used
when the maximum designed coverage range of 200 nmi
is desired. Taking into account free-space path losses, a
reduction of 12 dB in the EIRP would approximately quarter
the achievable communication range, i.e., 50 nmi (92.6 km)
would be reachable with an EIRP of 40 dBm. Given the fact
that we achieved a much higher communication range with
the same EIRP, i.e., 130–140 km with 40 dBm, we can
conclude that the measured LDACS communication range
was higher than expected. It is also to be noted that RL
transmissions were hindered by the use of a much lower GS
antenna gain as expected for reception, i.e., approximately
5 dBi instead of 12 dBi as indicated in the exemplary link
budget of the LDACS specification [8]. Consequently, we
expect the higher communication ranges suggested in the
LDACS specification to be feasible for the recommended
EIRP levels.

D. Link Outages and Received Power

We can additionally notice in Fig. 12 several link outages
that occurred as the AS flew away from the GS-SM or
toward it. In order to find the cause of these outages, we
measure the power of the signal transmitted by the GS-SM
and received by the AS during the third flown segment. More
specifically, we measure the power of the signal received in
the GS-SM FL channel at 1001.5 MHz, which is composed

of the GS-SM FL transmitted signal, the interference falling
within the channel, and the thermal noise. We then measure
the thermal noise floor power and subtract it from the
measured signal power, such that only the power of the
GS-SM FL transmitted signal and the interference remains.
In addition, we compare the AS measured received signal
power with an estimate based on the CE2R theoretical
model [39], [40]. The CE2R model gives a theoretical esti-
mate of the attenuation caused by the multipath propagation
of a wireless signal when the ground-reflected specular
component interferes with the direct LoS component at
reception. Both the measured signal power (orange line)
and the CE2R-based estimated signal power (green line)
are shown in Fig. 13, together with the experienced link
outages (light red area).

First, one can see that the AS received signal power
is mainly composed of a continuous component, i.e., the
GS-SM FL transmission, and frequent high-power interfer-
ence, caused primarily by the DME stations operating in
the region at close frequencies. The power of the GS-SM
FL transmission fluctuates noticeably as the aircraft flies
away from the GS, experiencing two deep signal fades at
13:36:30 and 13:38:10 UTC, which clearly led to the first
two link outages. However, the signal power stabilizes after
these initial signal fades and does not show a clear relation
with the link outages experienced later on. Therefore, we
consider the latter link outages to be caused by a combina-
tion of different effects, such as the fast signal fading and
the external interference, which leads to the loss of some
consecutive messages and triggers a part event from one
of the stations. This can actually be observed in Fig. 12,
where we see that immediately after some messages are
lost, the GS triggers a part event and does not try to decode
the transmissions of the AS anymore. The AS, however,
does not conduct the part event at the same time, but it
triggers it after a fixed time gap of approximately 10 s.
Only then assumes the AS that the connection is lost and
tries to reconnect with the GS conducting a cell entry (join).
This fixed time gap is caused by an implementation-specific
timer of the AS radio and explains the fact that all observed
link outages in Fig. 12 have the same duration. Although
such a timer is necessary for the implementation of a data
link, it must be short enough for the link to recover rapidly
from short spurious outages. In addition, both stations
should trigger the part events simultaneously, as any delay
between them entails an unnecessary detriment of the data
link performance. Therefore, we recommended the LDACS
specification to provide both the compatibility criteria and
detailed minimum performance thresholds to be achieved
by any LDACS radio independently of its manufacturer, as
well as guidance material for the implementation of data
link timers.

Let us now compare the measured power of the signal
received by the AS with the estimate based on the CE2R
theoretical model. The CE2R-based estimated receive
signal power has been obtained considering the GS-EIRP
EIRPGS = 40 dBm = 10 dBW, the path loss Lp,CE2R given
by the CE2R model [39], [40], and the cable losses LAS =
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Fig. 13. Power of the GS-SM FL signal received by the AS from 13:35:30 to 13:45:00 UTC on 28 March 2019. Measured signal power (orange line)
and CE2R-based estimate (green line). The time periods when the data exchange failed are shown in light red. The noise floor power (black horizontal

line) has been subtracted from the GS-SM FL signal, such that only the interference and the signal transmitted by the GS-SM remain.

Fig. 14. Power of the GS-OP FL signal received by the AS from 14:01:00 to 14:11:30 UTC on 28 March 2019. Measured signal power (orange line)
and CE2R-based estimate (green line). The noise floor power has been subtracted from the GS-OP FL signal, such that only the interference and the

signal transmitted by the GS-OP remain.

2 dB between the AS antenna and the AS receiver. In addi-
tion, based on the antenna radiation pattern, an approximate
antenna gain of GAS = GGS = 3 dBi can be expected for the
elevation angles experienced between the GS and the AS in
the shown flight segments. Consequently, the CE2R-based
estimated receive signal power is obtained as

PCE2R = EIRPGS − 2 dB − Lp,CE2R + GAS − LAS

where we account for the 2 dB antenna misalignment be-
tween the maximum antenna gain of 5 dBi used for the EIRP
calculation and the actual antenna gain in the direction of
interest.

As we can see in Fig. 13, the CE2R-based estimation
of the received signal power matches quite accurately the
measured signal power. The signal fading observed for
distances between 60 and 90 km (between 13:35:30 and
13:39:00 UTC) are well recreated by the CE2R model. After
a distance of 90 km, however, the CE2R model foresees
regular signal fading events that are not actually observed
in the measured signal, which flattens out and practically
does not fluctuate anymore. This is actually to be expected
after a certain distance, given that the grazing angle of the
signal reflected on the ground decreases as the distance
between the GS and the AS increases. At low grazing angles,
even small building or terrain irregularities might block this
ground-reflected specular component and prevent it from
reaching the AS and interfering with the LoS component.

However, such blockages at low grazing angles are not
considered by the CE2R model, which only considers the
effect of the terrain.

We analyze now a different flight segment, where
the AS was connected with the GS-OP but maintained
approximately the same altitude as in Fig. 13 and covered
the same distances. We can see both the measured signal
power and the CE2R-based estimate in Fig. 14. Again, we
can see that the CE2R-based estimate matches in general
quite well the measured signal power. Especially for low
distances (right side of the figure, as the AS flies toward
the GS), we see that both the frequency and the depth of
the signal fading events are recreated with great similarity.
The exact time instants (or equivalently distances), at
which the signal fading events occur, do not exactly match
the CE2R-based estimate. This is caused by the irregular
height of the terrain between the AS and the GS, which
cannot be recreated by the CE2R model and consequently
prevents it from accurately predicting the reflection points.
At high distances (left side of the figure), we see the same
flattening in the measured signal power that we observed
in Fig. 13, which is again most likely caused by the low
grazing angle of the ground-reflected specular component.

We can see that the signal transmitted by GS-OP and
received by the AS (see Fig. 14) experienced much more
frequent and sharp signal fading, compared to the signal
transmitted by the GS-SM (see Fig. 13). This is actually
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caused by the higher altitude of the GS-OP antenna, and
can be well explained using the CE2R model. In principle,
the phase difference between the LoS and ground-reflected
components changes more quickly as the antenna height in-
creases, triggering sharper and more frequent signal fading.

It can be concluded that the CE2R theoretical model
provides an acceptable estimate of the general behavior of
the received signal in terms of its average power and the
periodicity and depth of the signal fading. Unfortunately,
the model can neither predict accurately the distances at
which the signal fading occurs, nor recreate the presence of
obstacles blocking the ground-reflected component at low
grazing angles. For this to be possible, the CE2R model
must be extended to take into account the specific terrain
topography and the potential obstacles. Consequently, the
CE2R model can be a great tool for conducting cell planning
and link budget calculations but its limitations regarding the
terrain irregularities and the importance of obstacles for low
grazing angles should not be disregarded.

It is to be noted that additional link outages arose
throughout the flights when the radio LoS between the GS
and AS antennas was blocked by the aircraft fuselage. As
the AS antenna was mounted under the aircraft between the
wings, some maneuvers performed by the aircraft during
the flight trials led the aircraft fuselage to block the LoS
and, consequently, resulted in a signal loss. This effect
could be seen when the aircraft was rapidly ascending away
from the GS or descending toward it, and especially when
the aircraft was performing banking turns. Therefore, we
recommend a separate investigation on possible solutions
to prevent long link outages caused by aircraft maneuvers.
Although some straightforward solutions are possible, such
as employing one antenna on the top of the aircraft and
another antenna under it, as already done by other systems,
it is recommended to research on more efficient solutions
minimizing the impact on the aircraft installation.

E. Quality of Service

A very important key performance indicator for quality
of service is the latency of the messages containing user
data. In this flight campaign, we measured the latency of
each message transmitted from one station and received by
its counterpart for different scenarios and traffic patterns.
The latency of each message was measured from the instant
when it was given to the LDACS radio of the transmit station
up to the instant when it was passed on to the computer
of the receiving station. Therefore, the measured latency
comprises both the complete latency introduced by LDACS,
including any required retransmissions, and the signal prop-
agation between the stations. Given that the system load
affects the latency introduced by the communications data
link, we measured the latency of the messages transmitted
in the FL (by the GS-OP and the GS-SM) and RL (by
the AS) during the in-flight experiments where synthetic
data following the traffic patterns T1 and T2, described
in Table III, were generated and communicated through

TABLE IV
Measured Latency Percentiles of the Messages Transmitted in Flight in

the FL and RL During the T1 (Experiments 6, 8, and 11) and T2
(Experiments 7, 10, 12, and 13) Scenarios

LDACS in addition to the data generated by the running
applications.

The 50th, 95th, and 99th percentiles of the measured
message latency of the synthetic data in both in-flight sce-
narios, T1 (experiments 6, 8, and 11) and T2 (experiments 7,
10, 12, and 13), are shown in Table IV. For the T1 scenario,
one can see that the high-priority messages achieved a
significantly lower latency than the low-priority messages in
both the FL and the RL for any measured percentile, despite
the messages being equally sized (1400 B per message) in
both cases. We see a much higher difference between the
latency of high-priority and low-priority messages in the
T2 scenario, where the message sizes differ significantly.
While the latency of the low-priority messages varies only
slightly between the T1 and T2 scenarios, the latency of the
high-priority messages is much lower in the T2 scenario in
both the FL and the RL. This is reasonable given that the size
of the high-priority messages is in this case reduced to 175
B per message. Comparing the measured latency of the FL
and RL, we can notice that a message transmitted by a GS
will in general present a significantly lower latency than the
same message transmitted by an AS. Additionally, messages
transmitted by an AS will be much more influenced by their
given priorities than messages transmitted by a GS, which is
understandable given the longer medium access times of the
RL. Given that the T2 scenario represents the ATC+AOC
data traffic expected to be covered by LDACS in the future,
the results shown in Table IV for this scenario are of special
importance for LDACS, as they demonstrate that LDACS
can effectively prioritize the safety-relevant ATC traffic over
the less critical AOC traffic in a realistic scenario.

As an example, the specific results for the messages
transmitted in flight by the AS in the T2 scenario are
additionally shown in Fig. 15, where histograms of the
measured message latency are shown in Fig. 15(a) for the
synthetic data with high priority, and in Fig. 15(b) for the
synthetic data with low priority. One can clearly see that
the messages representing ATC traffic [see Fig. 15(a)] are
communicated over LDACS much more quickly than the
messages representing AOC traffic [see Fig. 15(b)].

Moreover, we can notice in Fig. 15(a) the influence of
the LDACS prioritization mechanism on communication
latency. As schematized in Fig. 16, LDACS organizes RL
transmissions into multiframes of 58.32 ms each, in which
OFDM tiles can be sent on the data channel or the dedicated
control channel. This introduces a pattern into the observed
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Fig. 15. Histogram of the latency of messages transmitted by the AS in
flight during the T2 scenario. The blue dotted lines depict the 50th, 95th,
and 99th latency percentiles. The high-priority messages of 175 B each
(Fig. 15(a)) represent the ATC traffic and the low-priority messages of
1400 B each (Fig. 15(b)) represent traffic with a lower priority, such as

AOC traffic.

Fig. 16. LDACS RL medium access mechanism is based on resource
requests sent in the DC and resource allocations in the CC. Resource
requests contain the priority of the request and are served by resource
allocations in order of precedence. Resource allocations indicate user

data transmission opportunities for the AS in the RL data slot.

latency, since user data transmissions have to be requested
using the dedicated control channel. Transmission requests
include the priority of the message and are answered by the
GS with resource allocations in the common control channel
on the FL. The resource allocations are computed from the
received resource requests in order of priority. This results
in a clustering of RL transmissions into integral numbers of
multiframes depending on the time until a resource request
is granted by the GS. High priority requests are served
first and low priority requests are served second. We can
observe the clustering in the blue rectangles depicted in
Fig. 15(a), which have a width of 58.32 ms (multiframe
duration) each. The initial delay of half a multiframe is
due to the minimum access delay from the reception of a
resource allocation in the FL common control channel to
the start of the RL data slot. This effect is less visible in

Fig. 17. Measured data throughput of the LDACS prototype
implementation.

Fig. 15(b) since large packets are fragmented into smaller
packets for transmission. Prioritization is clearly visible
when comparing Fig. 15(a) and (b).

F. Maximum Throughput With Basic Coding and Modu-
lation

The experiments implemented only the most robust
coding and modulation defined in the LDACS specification:
QPSK with coding rate 1/2. Although the prototypes could
consequently not reach the maximum data throughput of
2.8 Mbps, it is nevertheless instructive to analyze the max-
imum throughput.

The LDACS FL multiframe consists of 27 FL PHY-
PDUs, i.e., three PHY-PDUs per OFDM frame, of 728 b
each at the implemented coding and modulation rate. In
the tested configuration, two FL PHY-PDUs are used for
the common control data. The expected FL user data rate
provided by the remaining 25 FL PHY-PDUs is thus 303.33
kbps.

On the RL, we have an additional limitation. The
LDACS prototype implementation used in the flight trials
could only use 110 out of 162 RL half-bandwidth tiles
per multi-frame. Out of these 110 half-bandwidth tiles,
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Fig. 18. Spectrogram of the experimental FL band as received by the AS on 2 April 2019. The continuous FL transmissions from the GSs can be
seen at 992.5, 994, 1000, and 1001.5 MHz. Note the DME transponder transmissions at 993, 997, and 999 MHz.

two were reserved for synchronization and automatic gain
control, and one was used for the dedicated control channel.
Thus, 107 tiles, with a capacity of 112 b each (at the
implemented coding and modulation rate), were available
for the data channel. A quick calculation shows that this
results in a maximum data rate of 199.73 kbps on the RL.

The maximum throughput of LDACS was measured
in the lab during the equipment integration. The AS and
one GS were connected with an RF cable emulating near-
perfect channel conditions. LDACS was configured to use
the acknowledged transmission mode for point-to-point
transmissions. However, due to the interference-free lab-
oratory conditions, no retransmissions were observed. The
data throughput of the LDACS system was measured under
increasing offered load: Fourteen measurement points from
40 to 310 kbps average offered load were used to drive
the system into overload. User data packets were generated
with constant size (1400 B) and exponentially distributed
inter-arrival times. Three priorities were assigned randomly
and uniformly distributed to the packets resulting in three
streams of packets with high/medium/low priority. Each
of the 14 measurements was repeated ten times and the
reported results represent the average measurements with
95% confidence intervals.

The measured FL data throughput depicted in Fig. 17(a)
shows clearly how the throughput increases with the of-
fered load until the system begins to enter saturation at
approximately 300 kbps offered load, as expected. The
graphs of the three different priorities show that the lowest
priority is the first priority to suffer losses with building
overload. This effect is much more clearly visible in the RL
results in Fig. 17(b). Up to the expected saturation point
of approximately 200 kbps offered load, all three priorities
are served equally. After the saturation point, first the lowest
priority packets begin to fill up their transmission queue and
are eventually dropped by the system to serve the higher
priorities. Finally, the highest priority begins to push out
the second priority packets, too. Note that in the case of
transient overload the low priority packets would not be
dropped, but stored in their transmission queue until the high

priority packets have been served. However, in the artificial
overload situation created by this experiment, the system is
served an infinite number of high priority packets leading
to the eventual time-out and drop of low priority packets.

The effect of overload to the communication latency
is similar: High priority packets experience no additional
latency under load since lower priority packets are pushed
back in the queue. As discussed in Section II, not having
a similar priority mechanism causes disruptions in the
ATC communications conducted over VDL-M2 [41]. In
addition, LDACS can fully utilize its theoretical throughput
without suffering from medium-access losses contrary to
contention-based systems like VDL-M2 used today. Due
to the scarcity of aeronautical spectrum this is a major
advancement.

G. Interference With Legacy Systems

Throughout the campaign, we observed DME transmis-
sions periodically at different frequencies. As an example,
we show in Fig. 18 the experimental FL band as received by
the AS during some seconds of the last flight. In addition
to the transmissions from the 4 GSs at 992.5, 994, 1000,
and 1001.5 MHz, we can also clearly see many powerful
DME transponder transmissions at 993, 997, and 999 MHz.
As we showed in Fig. 6, the DME operation at these
frequencies was expected and taken into account in the
frequency planning. One can also see in Fig. 6 the poor
spectrum utilization of the DME system, as entire parts of
the spectrum are always blocked for DME but only utilized
scarcely by it.

As a condition for LDACS to be allowed to operate in the
L-band during the flight trials, the operation of other legacy
systems was monitored throughout the entire campaign.
While the aircraft pilots monitored the operation of the
on-board systems including DME, the agency responsible
for air traffic control in Germany, Deutsche Flugsicherung
GmbH, supervised the presence of disruptions in the oper-
ation of the deployed DME network in Germany. Despite
the fact that many DME stations operated throughout the
flight campaign using frequencies very close to LDACS
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TABLE V
Description of the Conducted Experiments

transmissions, as shown in Fig. 6 and Fig. 18, no inter-
ference on the operation of DME was reported neither
from the pilots nor from Deutsche Flugsicherung GmbH.
Therefore, we can presume that the conducted LDACS
frequency planning effectively safeguarded the operation of
DME and, consequently, showed that LDACS can operate
in the L-band without any impact towards DME if a careful
frequency planning is conducted.

VI. CONCLUSION

This article describes the first in-flight LDACS demon-
stration that took place in March and April 2019 in Ger-
many. In addition to demonstrating the correct operation of
LDACS, this flight campaign showed that LDACS is able
to support the operation of ATM-relevant applications, such
as CPDLC, ADS-C, GBAS, as well as additional audio and
data communications. Moreover, these applications were
secured using advanced security measures: symmetric data
encryption for point-to-point communications including
CPDLC, ADS-C, and audio transmissions, and the TESLA
protocol for GBAS broadcasts. We conclude that the high
data throughput provided by LDACS allows it to support the
operation of applications with diverse requirements, and en-
ables the use of advanced security measures to protect those
applications. The conducted flight trials also allowed us to

measure for the first time the in-flight communication per-
formance of LDACS, including the communication range
and user data latency. The results indicate that LDACS can
support RCP400/A2, RCP240, and RCP130/A1 operations,
as well as RSP400/A1 and RSP180/D surveillance opera-
tions, as required by the LDACS SARPs. The exchange of
synthetic data between the GSs and the AS also allowed us
to test the QoS supported by LDACS and to demonstrate
that LDACS can effectively prioritize safety-relevant data,
such as ATC data, over less relevant data, achieving a much
lower latency for the former. Moreover, we assessed the
capability of the CE2R theoretical model to recreate the
path loss and signal fading accurately. Finally, no disruption
in the operation of any monitored DME station in Germany
was reported, which firmly corroborates that LDACS and
DME can correctly operate in the same frequency band if
a careful frequency planning is conducted. As a harmless
operation of LDACS is a prerequisite for its deployment,
providing evidence that such an operation is feasible is an
important result of this flight campaign and represents a
major accomplishment for LDACS.

APPENDIX A
CONDUCTED EXPERIMENTS

Table V describes the experiments conducted in the
flight trials, including the beginning and ending of the
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experiments, the performed tests, and the demonstrated
applications. The experiments were conducted in flight,
with the exception of the experiments 1, 9, 22, and 25,
which took place with the aircraft on the airport apron.
All data were exchanged using the LDACS acknowledged
mode. Any user data, i.e., synthetic and from applications,
were only exchanged between the AS and a GS when the
AS was connected to it. During the handover tests, the
exchange of application data between the AS and a GS was
paused every time the AS left the cell, and resumed when
the AS rejoined it.

APPENDIX B
THE MICONAV PROJECT

The flight campaign was performed as part of
the MICONAV project, a research project receiving
national funding from the research program LuFo V-2
(Luftfahrtforschungsprogramm) of the German Federal
Ministry of Economy and Energy (BMWi). The goal of the
project was to develop full duplex LDACS demonstrators
as defined by the LDACS specification and to realize them
using industrial development methods. MICONAV built
on the results of two previous projects: ICONAV [42]
and LDACS-NAV [43]. It was conducted in liaison
with SESAR2020 and its results were communicated
to EUROCONTROL and ICAO. The organizations
composing the MICONAV consortium are Rohde &
Schwarz GmbH & Co. KG, the German Aerospace Center
(DLR, Deutsches Zentrum für Luft- und Raumfahrt e.V.),
iAd Gesellschaft für Informatik, Automatisierung und
Datenverarbeitung mbH, and BPS GmbH.

ACKNOWLEDGMENT

The authors would like to thank all people involved in these
flight trials, including the MICONAV partners and the DFS
(Deutsche Flugsicherung GmbH) for their support.

REFERENCES

[1] Industry High Level Group (IHLG) Aviation benefits report
2019. [Online]. Available: https://www.icao.int/sustainability/
Documents/AVIATION-BENEFITS-2019-web.pdf

[2] STATFOR European aviation in 2040. Challenges of growth. An-
nex 1: Flight forecast to 2040
EUROCONTROL, 2018.

[3] International Civil Aviation Organization Doc 9718: Handbook on
Radio Frequency Spectrum Requirements for Civil Aviation,
Volume I., ICAO spectrum strategy, policy statements and re-
lated information
2nd ed. 2018.

[4] EUROCONTROL Radio Frequency Function 2020 report
1st ed., Mar. 2021.

[5] EUROCONTROL/FAA
Action plan 17 - future communications study: Final conclu-
sions and recommendations report
EUROCONTROL/FAA memorandum of cooperation, Tech.
Rep., 2007.

[6] SESAR JU European ATM Master Plan
2020. [Online]. Available: https://www.atmmasterplan.eu/

[7] International Civil Aviation Organization 2016–2030 Global Air
Navigation Plan
2016.

[8] T. Gräupl, C. Rihacek, B. Haindl, and Q. Parrod
LDACS A/G specification SESAR2020
Tech. Rep. PJ14-02-01 D3.3.030, Aug. 2019. [Online]. Avail-
able: https://www.ldacs.com/

[9] T. Gräupl and M. Ehammer
LDACS1 data link layer evolution for ATN/IPS
In Proc. IEEE/AIAA 30th Digit. Avionics Syst. Conf., Seattle,
WA, USA, 2011, pp. 4C4–1.

[10] C. Rihacek, M. Sajatovic, J. Meser, and T. Gräupl
L-band digital aeronautical communications system (LDACS)
- technical validations in SESAR2020
In Proc. IEEE/AIAA 38th Digit. Avionics Syst. Conf., San Diego,
CA, USA, 2019, pp. 1–6.

[11] M. A. Bellido-Manganell, T. Gräupl, and M. Schnell
Impact assessment of the L-band digital aeronautical commu-
nications system on the joint tactical information distribution
system
IEEE Trans. Veh. Technol., vol. 68, no. 4, pp. 3629–3641,
Apr. 2019.

[12] B. Haindl et al.
LDACS1 conformance and compatibility assessment
In Proc. IEEE/AIAA 33 rd Digit. Avionics Syst. Conf., Colorado
Springs, CO, USA, 2014, pp. 3B3–1.

[13] M. Mostafa, M. A. Bellido-Manganell, and T. Gräupl
Feasibility of cell planning for the L-band digital aeronautical
communications system under the constraint of secondary spec-
trum usage
IEEE Trans. Veh. Technol., vol. 67, no. 10, pp. 9721–9733,
Oct. 2018.

[14] International civil aviation organization Finalization of LDACS
draft SARPs
Second Meeting DCIWG (Data Commun. Infrastructure Work.
Group), Montreal, QC, Canada, Tech. Rep. Work. Paper WP05
including Appendix, 2018.

[15] B. Biswas and N. Sendrier
McEliece cryptosystem implementation: Theory and practice
In Proc. Int. Workshop Post-Quantum Cryptogr.. Springer,
2008, pp. 47–62.

[16] H. Bartz and G. Liva
On decoding schemes for the MDPC-McEliece cryptosystem
In Proc. 12th Int. ITG Conf. Systems, Commun. Coding Rostock,
Germany: VDE, 2019, pp. 245–250.

[17] A. Perrig, R. Canetti, J. D. Tygar, and D. Song
The TESLA broadcast authentication protocol
Rsa Cryptobytes, vol. 5, no. 2, pp. 2–13, 2002.

[18] N. Mäurer, T. Gräupl, and C. Schmitt
L-band digital aeronautical communications system (LDACS)
Working Draft, IETF Secretariat, Internet-Draft draft-Maeurer-
Raw-Ldacs-08, 2021. [Online]. Available: https://www.ietf.
org/archive/id/draft-ietf-raw-ldacs-08.txt

[19] M. Carandente and C.-H. Rokitansky
VDL mode 2 capacity and performance analysis
SESAR JU, Tech. Rep. SESAR-CFT-0096, Nov. 2015.
[Online]. Available: https://www.sesarju.eu/sites/default/
files/documents/news/SJU_VDL_Mode_2_Capacity_and_
Performance_Analysis.pdf

[20] International Civil Aviation Organization Doc 9869: Performance-
based Communication and Surveillance (PBCS) Manual
2nd ed., 2017.

[21] RTCA SC-214 Safety and performance requirements standard for
baseline 2 ATS data communications (Baseline 2 SPR Standard)
RTCA, Tech. Rep. RTCA DO-350 A, 2016.

[22] N. Schneckenburger et al.
Measurement of the l-band air-to-ground channel for position-
ing applications
IEEE Trans. Aerosp. Electron. Syst., vol. 52, no. 5,
pp. 2281–2297, Oct. 2016.

[23] A. Filip and D. Shutin
Ambiguity function analysis for OFDM-Based LDACS passive

632 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 58, NO. 1 FEBRUARY 2022

https://www.icao.int/sustainability/Documents/AVIATION-BENEFITS-2019-web.pdf
https://www.atmmasterplan.eu/
https://www.ldacs.com/
https://www.ietf.org/archive/id/draft-ietf-raw-ldacs-08.txt
https://www.sesarju.eu/sites/default/files/documents/news/SJU_VDL_Mode_2_Capacity_and_Performance_Analysis.pdf


multistatic radar
IEEE Trans. Aerosp. Electron. Syst., vol. 54, no. 3,
pp. 1323–1340, Jun. 2018.

[24] M. A. Bellido-Manganell
Design approach of a future air-to-air data link
In Proc. IEEE/AIAA 38th Digit. Avionics Syst. Conf., London,
U.K., 2018, pp. 1–9.

[25] M. A. Bellido-Manganell and M. Schnell
Towards modern air-to-air communications: The LDACS A2A
mode
In Proc. IEEE/AIAA 38th Digit. Avionics Syst. Conf., San Diego,
CA, USA, 2019, pp. 1–10.

[26] D. Shutin et al.
LDACS1 ranging results with doppler smoothing from new
flight experiments
In Proc. IEEE/AIAA 33 rd Digit. Avionics Syst. Conf., Colorado
Springs, CO, USA, 2014, pp. 3 C 1–1.

[27] O. Osechas et al.
Feasibility demonstration of terrestrial RNP with LDACS
In Proc. 32nd Int. Tech. Meeting Satell. Division Inst. Navig.,
Miami, Florida, USA, 2019, pp. 3254–3265.

[28] International Civil Aviation Organization Doc 9776: Manual on
VHF Digital Link (VDL) Mode 2
1st ed., 2001.

[29] A. Roy
VDL systems: Current status in the USA and spectrum consid-
erations for potential future VDL systems,” International civil
aviation organization
In Proc. 33rd Meeting Freq. Spectr. Manage. Panel Work. Group
F. (Frequency), Montreal, QC, Canada, 2015, pp. 1–8.

[30] M. Felux, T. Gräupl, N. Mäurer, and M. Stanisak
Transmitting GBAS messages via LDACS
In Proc. IEEE/AIAA 37th Digit. Avionics Syst. Conf., London,
U.K., 2018, pp. 1–7.

[31] N. Mäurer et al.
Flight trial demonstration of secure GBAS via the l-band digital
aeronautical communications system (LDACS)
IEEE Aerosp. Electron. Syst. Mag., vol. 36, no. 4, pp. 8–17,
Apr. 2021.

[32] N. Mäurer and A. Bilzhause
A cybersecurity architecture for the l-band digital aeronautical
communications system (LDACS)
In Proc. IEEE/AIAA 37th Digit. Avionics Syst. Conf., London,
U.K., USA, 2018, pp. 1–10.

[33] N. Mäurer and C. Schmitt
Towards successful realization of the LDACS cybersecurity ar-
chitecture: An updated datalink security threat- and risk analysis
In Proc. IEEE Integr. Commun., Navig. Surveill. Conf., Hern-
don, VA, USA, 2019, pp. 1A2- 1–1A2-13.

[34] D. McGrew and J. Viega
The galois/counter mode of operation (GCM)
Submission to NIST Modes of Operation Process, vol. 20, 2004.

[35] D. McGrew and K. Igoe
AES-GCM authenticated encryption in the secure real-time
transport protocol (SRTP)
RFC 7714 (Standards Track), Internet Engineering Task Force,
2015.

[36] E. Barker
Recommendation for key management: Part 1 - general
Nat. Inst. Standards Techno., Gaithersburg, MD, USA,
2020. [Online]. Available: https://nvlpubs.nist.gov/nistpubs/
SpecialPublications/NIST.SP.800-57pt1r5.pdf

[37] N. Mäurer, T. Gräupl, and C. Schmitt
Evaluation of the LDACS cybersecurity implementation
In Proc. IEEE/AIAA 38th Digit. Avionics Syst. Conf., San Diego,
CA, USA, 2019, pp. 1–10.

[38] N. Mäurer, T. Gräupl, and C. Schmitt
Comparing different Diffie-Hellman key exchange flavors for
LDACS

In Proc. IEEE/AIAA 39th Digit. Avionics Syst. Conf., San An-
tonio, TX, USA (virtual conference), 2020, pp. 1–10.

[39] D. W. Matolak and R. Sun
Unmanned aircraft systems: Air-ground channel characteriza-
tion for future applications
IEEE Veh. Technol. Mag., vol. 10, no. 2, pp. 79–85, Jun. 2015.

[40] Air-ground channel characterization for unmanned aircraft
systems—Part I: Methods, measurements, and models for over-
water settings
IEEE Trans. Veh. Technol., vol. 66, no. 1, pp. 26–44, Jan. 2017.

[41] A. Kanstein
VDL mode 2 measurement, analysis and simulation campaign,
SESAR2020
Tech. Rep. SJU/LC/0109-CFT - D1602, Report D11, 2016.
[Online]. Available: https://www.eraa.org/system/files/elsa_
vdlm2_final_data_link_study_0.pdf

[42] “ICONAV project homepage: https://www.dlr.de/kn/
desktopdefault.aspx/tabid-12748/22264_read-36946/.”

[43] “LDACS-NAV project homepage: https://www.dlr.de/kn/
desktopdefault.aspx/tabid-12748/22264_read-35386/.”

Miguel A. Bellido Manganell received the
B.Sc./M.Sc. degrees in telecommunication en-
gineering from the University of Granada,
Granada, Spain, and the University of Malaga,
Malaga, Spain, in 2014 and 2016, respectively.

In 2016, he joined the Institute of Com-
munications and Navigation of the German
Aerospace Center (DLR) as a Research As-
sociate with the Aeronautical Communications
group. He has participated in several flight and
measurement campaigns and had a leading role

in the 2019 LDACS flight campaign MICONAV. His current interests in-
clude channel modeling, physical layer design and digital signal processing
in aeronautical wireless communications, as well as medium access control
in ad hoc networks.

Mr. Bellido Manganell was the recipient of multiple prizes, including the
award for the best academic trajectory in telecommunication engineering
of Malaga City Council, Spain, in 2017, the best master thesis and the
outstanding end-of-studies awards of the M.Sc. degree in telecommunica-
tion engineering 2015/2016 of the University of Malaga, Spain, as well as
awards at research conferences.

Thomas Gräupl received the M.Sc. de-
gree in mathematics and the Ph.D. degree
in computer science from the University of
Salzburg, Salzburg, Austria, in 2004 and 2011,
respectively.

He is currently a Researcher with the insti-
tute of Communications and Navigation, Ger-
man Aerospace Center (DLR), Oberpfaffen-
hofen, Germany. He was a Researcher with the
University of Salzburg. His current research
interests include wireless digital communica-

tion systems and the performance evaluation of communication systems
through computer simulations.

Oliver Heirich received the Dipl.-Ing. degree
from the University Ulm, Ulm, Germany, in
2008, and the Ph.D. degree from Technische
Universität Munich, Munich, Germany, in 2020,
both in electrical engineering.

In 2008, he was an Electronic Development
Engineer with an industrial sensor manufac-
turer. Since 2010, he has been a Research Engi-
neer with the Institute of Communications and
Navigations, German Aerospace Center (DLR),
Oberpfaffenhofen, Germany. His research inter-

ests include multisensor navigation with GNSS, IMU, magnetic sensors
and maps, especially for railway applications.

BELLIDO-MANGANELL ET AL.: LDACS FLIGHT TRIALS: DEMONSTRATION AND PERFORMANCE ANALYSIS 633

https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-57pt1r5.pdf
https://www.eraa.org/system/files/elsa_vdlm2_final_data_link_study_0.pdf
https://www.dlr.de/kn/desktopdefault.aspx/tabid-12748/22264_read-36946/
https://www.dlr.de/kn/desktopdefault.aspx/tabid-12748/22264_read-35386/


Nils Mäurer (Member, IEEE) is currently work-
ing toward the Ph.D. degree with Bundeswehr
University Munich, Germany.

He has been working as a Scientist with the
Institute of Communications and Navigation, the
German Aerospace Center (DLR), since 2017.
There he is researching the cybersecurity design
of LDACS. In 2019, LDACS flight campaign
MICONAV, he was directly responsible for the
worldwide first demonstration of post-quantum
secured communications in civil aviation. Also,

he was directly responsible for demonstrating the worldwide first secure
transmission of Ground Based Augmentation System (GBAS) data via the
LDACS datalink.

Mr. Mäurer was a recipient of awards at numerous conferences, such as
the Best-of-Conference Award at the Integrated Communications Naviga-
tion and Surveillance (ICNS) Conference in 2019.

Alexandra Filip-Dhaubhadel received the
bachelor’s and master’s degrees in electrical en-
gineering from Jacobs University Bremen, Bre-
men, Germany, in 2011 and 2013, respectively,
and the Ph.D. degree in electrical engineering
from the Chemnitz University of Technology,
Chemnitz, Germany, in 2020.

In September 2013, she joined the Institute
of Communications and Navigation, German
Aerospace Center (DLR) as a Research As-
sociate with the Aeronautical Communications

Group. Her current research interests include passive multistatic radar
systems and the associated radar signal processing techniques.

Daniel M. Mielke received the B.Sc. and M.Sc.
degrees in electrical engineering and informa-
tion technology from the University of Kiel,
Kiel, Germany, in 2014 and 2016, respectively.
He is currently working toward the Ph.D. degree
with the University of Ulm, Ulm, Germany.

He spent a term with the UBC, Vancouver.
He joined DLR in 2016. His research interests
include channel modeling and robust wireless
communication systems in aviation.

Lukas Marcel Schalk received the B.Sc. degree
in general engineering science and the M.Sc. de-
gree in electrical engineering from the Hamburg
University of Technology, Hamburg, Germany,
in 2013 and 2015, respectively.

Since 2016, he has been a Scientific Re-
searcher with the Institute of Communica-
tions and Navigation, German Aerospace Center
(DLR). His research interests include aeronauti-
cal communication systems, especially for com-
mand, control and cooperative surveillance of

unmanned aircraft.

Dennis Becker received the bachelor’s degree
from Duale Hochschule Baden-Württemberg,
Stuttgart, Germany, in 2011, and the master’s de-
gree Technische Universität Darmstadt, in 2014,
both in electrical engineering, and the second
master’s degree in information and communi-
cations engineering from Technische Universitt
Darmstadt, Darmstadt, Germany, in 2017.

In January 2018, he joined the Aeronautical
Communications Group, Institute of Communi-
cation and Navigation, German Aerospace Cen-

ter (DLR), Oberpfaffenhofen, Germany, as a Research Assistant. His cur-
rent research focuses on analyzing the communications channel between
small-sized unmanned aerial vehicles.

Nicolas Schneckenburger received the Dipl-
Ing. degree in electrical engineering from the
University of Ulm, Ulm, Germany, in 2010, and
the Ph.D. degree in electrical engineering from
Technische University Ilmenau, Ilmenau, Ger-
many, in 2017.

From 2010 to 2019, he was working as
a Research Associate with the Institute of
Communication and Navigation, DLR (German
Aerospace Center). His focus during the last
years has been on new communication and navi-

gation systems in civil aviation. In that context, he has conducted different
flight measurement campaigns.

Michael Schnell (Senior Member, IEEE) re-
ceived the M.Sc. degree in electrical engineer-
ing from University Erlangen-Nuremberg, Er-
langen, Germany, in 1990 and the Ph.D. degree
for his work on wireless communications from
the University of Essen (today University of
Duisburg-Essen), Duisburg, Germany, in 1997.

In 1990, he joined German Aerospace Center
(DLR). Since then, he has been working as a
Scientific Researcher. He is currently the Head
of the Aeronautical Communications Research

Group and the Theme Coordinator for Aeronautics with the Institute of
Communications and Navigation, DLR. He is a Lecturer for multicarrier
communications as well as for aeronautical communications. He has
authored or coauthored more than 100 publications, including more than 20
journal articles. The main research topics of his group are the development
and modernization of CNS technologies for civil aviation and unmanned
aerial systems.

Dr. Schnell acts as the Selected Advisor for the German Air Navigation
Service Provider (DFS GmbH) on various committees at EUROCON-
TROL and ICAO. As Rapporteur of the Project Team “Terrestrial Data
Link” within the ICAO Communications Panel, he is organizing the inter-
national LDACS standardization. He is a Member of AIAA and VDE/ITG.

634 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 58, NO. 1 FEBRUARY 2022



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


