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In this paper, we consider a surveillance radar equipped with an
electronically scanned antenna and study the performance of a two-
step sequential detection procedure, where, for each resolution cell, a
second observation is taken if a reliable decision cannot be made after
the first one. At the design stage, we optimize the available degrees
of freedom (namely, dwell time and detection thresholds) so as to
maximize the detection rate (DR), defined as the average number of
detections from a target per unit of time, under a constraint on the
false alarm rate (FAR), which is the average number of false alarms
per unit of time from the inspected area. This is motived by the fact
that DR and FAR, beside of being per se meaningful figures of merit
for parameter tuning, allow a fair performance comparison among
detection strategies with different scanning policies. Examples are
presented to illustrate the effects of this design philosophy under the
two relevant situations of a slowly fluctuating and a fast-fluctuating
target response, also in the presence of clutter.
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I. INTRODUCTION

Surveillance radar systems constantly monitor a given
region for timely threat prevention [1]–[3]. A newly born
target should be detected in several consecutive scans be-
fore an automatic track initiation is started or an action is
taken by the human operator [4], [5]. In traditional (e.g.,
mechanical) systems adopting a uniform scanning policy,
for a fixed probability of false alarm, the probability of de-
tection in each scan (also known as single-scan detection
probability or blip/scan ratio [6]) can be improved by re-
ducing the angular velocity of the rotating antenna so as
to increase the dwell time and, consequently, the time-on-
target; however, a longer scan duration increases the time
elapsing between successive hits from the same target, thus
increasing the reaction time of the radar [7]. In [8], Billam
recognized the importance of getting around the sky quick
enough and showed that the scan duration is connected to
the maximum penetration range of an undetected target in-
side the covered area. The efficient management of the time
resource is, therefore, a key challenge in the system design,
especially for multifunction radars, that must be capable of
simultaneously supporting numerous and potentially con-
flicting tasks [9]–[12]. Recently, this concept has been put
forward in [13], wherein dwell time and detection threshold
are jointly chosen so as to maximize the detection rate (DR),
defined as the average number of detections per unit of time
from a target, under a constraint on the false alarm rate
(FAR), defined as the average number of false alarms per
unit of time from the inspected area. Indeed, a larger DR im-
plies a shorter time interval between consecutive hits from a
persistent target or a faster discovery of a newly born target;
also, a larger DR may facilitate subsequent track-before-
detect [14]–[22] and/or tracking [4], [23]–[26] algorithms,
since more frequent hits result in a smaller association gate
in the track estimation process. On the other hand, FAR is
commonly adopted by radar engineers to measure whether
a radar is troubled by excessive false alarms; in particular,
it has a direct impact on the computational requirement for
real-time data processing and on the capacity of the human
operator to take actions by monitoring the hits visualized
on the radar scope [1], [27]. Intuitively, under this design
framework, the optimal detection threshold increases with
the scan rate, as fewer false alarms can be tolerated in each
scan, while the optimal dwell time depends upon the signal-
to-clutter-plus-noise ratio (SCNR), as stronger targets can
be detected in a shorter time.

Radars equipped with an electronically scanned
antenna offer additional degrees of freedom for system
design due to their agile beam-steering capability, which
allows us to implement more advanced scanning poli-
cies [2], [4], [28]–[30]. In this context, sequential detection
procedures can be adopted to improve the radar detection
capability compared to fixed-sample-size tests [31]–[46].
To avoid the problem of hanging up in a given beam
direction for long time, truncated sequential procedures are
employed in practice [47]–[51]. A common method, called
energy-variant sequential detection or alert-and-confirm
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detection (ACD) [28], [30], [52]–[55], assumes that the
radar searches the whole volume and compares the returns
from each resolution cell to a threshold: Every time the
threshold is crossed (alert), a second look is requested to
make a definite decision (confirm). Previous works on ACD
focused on the probability of detection or the cumulative
probability of detection, the latter measuring the capability
of a search radar to detect a newly born target within
a preassigned time interval, showing that a sensitivity
improvement of several decibels is possible over traditional
fixed-sample-size detection (FXD)1 under a constraint
on the probability of false alarm. However, this analysis
appears unfair, as it does not account for the fact that ACD
and FXD present a different measurement update interval,
whereby the improved sensitivity might come at the price
of a longer scan time; also, no previous work has provided
a comparative study between ACD and a more intuitive
procedure, where a second look is requested only if a
reliable decision cannot be made after the first observation.

In this paper we consider a two-step sequential detection
(TSD) procedure, where the statistic from each resolution
cell is compared to an upper and a lower threshold: If the
upper threshold is crossed a detection is declared, while the
statistics falling in between the two thresholds are deemed
as alerts, which must be revisited through a second look to
make a definite decision.2 Starting from preliminary results
in [57], we investigate the value of this strategy in surveil-
lance radars when time is a resource at stake included in
the system design. We choose a rather general framework,
wherein the second look can be taken immediately after the
first one or be delayed, so as to encompass the cases of both a
slowly fluctuating target (SFT) and a fast-fluctuating target
(FFT). Following [13], we consider DR and FAR for system
design and analysis, as they allow a fair comparison among
detection strategies adopting scanning policies with a dif-
ferent scan time. After deriving a closed-form expression
for these metrics, DR is maximized over the available de-
grees of freedom (namely, the dwell time and the detection
thresholds) under a constraint on FAR. Our results reveal
that TSD yields a negligible DR improvement as compared
to FXD in the extremely low and extremely high SCNR
regimes. In all other cases, sensitivity gains up to 2.8 dB
have been observed in our examples, depending on the oper-
ating conditions. Interestingly, the sensitivity gain granted
by TSD over FXD increases when the desired FAR level or
the number of inspected range cells are reduced. Also, TSD
is generally more rewarding for SFT and in the clutter lim-
ited regime. Finally, we found that ACD can be much worse
than TSD, as forcing the radar to declare each detection after
two looks results in a less efficient use of the time resource.

1The name is derived from the fact that the decision is based on a sample
of fixed length, i.e., on a single look. Since azimuth sectors are revisited
at a constant rate, we may also refer to it as uniform-scanning detection.
2A similar scanning policy is considered in [56], but only the upper thresh-
old is used to validate the first observation, and a fixed number of resolution
cells with statistics falling below this threshold (selected according to a
heuristic rule) are revisited.

The remainder of this paper is organized as follows. In
Section II, the system model and the detection strategy are
described. In Section III, system optimization is discussed
and closed-form expressions of FAR, DR, and average scan
time are derived. In Section IV, a thorough performance
assessment is provided. Finally, concluding remarks are
given in Section V.

II. SYSTEM DESCRIPTION

We consider a pulse radar observing an angular sector
composed of Na ∈ N azimuth bins (whose size is tied to
the beam-width of the transmit antenna) and Nr ∈ N range
bins (whose size is tied to the bandwidth of the transmit
waveform). The transmitted signal is a pulse train with
pulse repetition time T , and the received signal undergoes a
standard processing chain, which may involve passband-to-
baseband conversion, digitalization, range gating, constant
false alarm rate processing, clutter mitigation, and pulse
integration.

TSD is a truncated sequential detection procedure with
terminal stage equal to two, so that either one or two ob-
servations are taken from each resolution cell. We assume
here that the first observation is based on the elaboration of
M1 ∈ N pulses, emitted in each azimuth direction, while the
second comes from the elaboration of M2 ∈ N pulses, emit-
ted only in those azimuth directions containing range bins
for which no reliable decision can be made after the first ob-
servation. The second observation (whenever needed) can
be taken in several moments of the scan, the two extreme
cases being the following. On the one side, for each az-
imuth direction, the second look is taken immediately after
the first one, before rotating the antenna beam toward the
next azimuth direction: We refer to this method as short-
time interleaving. On the other side, the whole area under
surveillance is uniformly scanned (by rotating the antenna
beam at a constant angular velocity), and then the antenna
beam is steered toward each azimuth direction that contains
range bins requiring a second look: We refer to this method
as long-time interleaving. In any case, the scan time is

Ts = NaM1T + KM2T (1)

where K is the number of revisited azimuth directions, a
random variable taking on values in the set {0, 1, . . . , Na}.

Let H0 denote the hypothesis that the target is not
present in the range-azimuth cell under test, and let H1

denote its alternative; also, let y1 ≥ 0 and y2 ≥ 0 be the
statistics obtained in the first and second (if any) observa-
tion of the cell under test, respectively. Then the test is3

y1

{
< a, declare H0≥ b, declare H1∈ [a, b), take a second observation and

(2)

y2

{
< η, declare H0≥ η, declare H1

3We are implicitly assuming that the test statistic comes from an integration
process (either coherent or incoherent), so that the hypothesis H1 becomes
more and more likely as the test statistic increases.
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where 0 ≤ a ≤ b are the boundaries of the sequential test,
and η ≥ 0 is the final threshold.

We are assuming here that range/azimuth migration of a
prospective target between the two looks can be neglected.
The validity of this assumption highly depends on the radar
(range/azimuth bin width) and target (position and veloc-
ity) characteristics, but, even for fast moving targets and
small range/azimuth bins, it could be verified with short-
time interleaving and sufficiently small values of M1 and
M2. The critical situation of large pulse train lengths and/or
long-time interleaving with fast moving-targets and high-
resolution radars can be handled by elaborating in the sec-
ond look a group of adjacent resolution cells around the one
under inspection [58]. Notice also that this detection strat-
egy subsumes FXD when b = a, since the interval [a, b)
degenerates to the empty set, and a second look is never
requested. When, instead, b = ∞, TSD reduces to ACD
in [28], [52]–[55], and the second look is always taken. In
the following, we assume that, for ACD, b can be set equal
to either a or ∞, so that even ACD subsumes FXD as a
special case.

III. SYSTEM OPTIMIZATION

The available degrees of freedom for system optimiza-
tion are the thresholds (a, b, η) and the number of processed
pulses (M1, M2). Following [13], we propose to maximize
DR under a constraint on FAR, i.e.,

max
M1,M2∈M
b≥a≥0,η≥0

DR(a, b, η, M1, M2)

s.t. FAR(a, b, η, M1, M2) ≤ FARmax

(3)

where M is the finite set of possible pulse train lengths
(tied to the target mobility and/or to the maximum time lag
allowed between successive measurements), whose mini-
mum and maximum are denoted Mmin and Mmax, respec-
tively, while FARmax ∈ (0, Nr/(MminT )

)
is the maximum

FAR level4 that can be tolerated (tied to the computational
requirement for real-time data processing and/or to the ca-
pacity of the human operator to take actions by monitoring
the hits visualized on the radar scope).

Next, we provide closed-form expressions of FAR and
DR: The former is computed when no target is present in
the whole inspected area, this hypothesis being denoted
H ∗

0 , and the latter when a single target is present in the
scene at a random position, this hypothesis being denoted
H ∗

1 . Also, we assume that the test statistics from different
cells are independent and, under H0, identically distributed.
The goal here is to capture the main performance trade-
offs while maintaining the mathematical problem tractable.
For the sake of notational compactness, the dependence on
(a, b, η, M1, M2) will not be stated explicitly. Under these

4Notice that the lowest possible FAR is zero, obtained with a zero probabil-
ity of false alarm, while the largest possible FAR is Nr/(MminT ), obtained
with a probability of false alarm equal to one, so as to have NrNa false
alarms in a scan, and Ts = NaMminT .

assumptions, we have

FAR =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

∑Na

k=0

(
NrNa− kNr p

1−(1−p)Nr

)
Pfa,1
1−p

+ kNr Pfa,2
1−(1−p)Nr

NaM1T + kM2T

×(Na

k

) (
1 − (1 − p)Nr

)k
(1 − p)Nr (Na−k)

if p ∈ (0, 1)
NrPfa,1

M1T
, if p = 0

NrPfa
(M1 + M2)T , if p = 1

(4)

where

Pfa,1 = Pr (y1 ≥ γup | H0) (5a)

Pfa,2 = Pr
(
y1 ∈ [γlow, γup), y2 ≥ η | H0

)
(5b)

p = Pr
(
y1 ∈ [γlow, γup) | H0

)
(5c)

are the probabilities of having a false alarm in the first look,
having a false alarm in the second look, and revisiting a
noise-only cell, respectively, and Pfa = Pfa,1 + Pfa,2 is the
probability of false alarm. The proof of (4) is reported in
Section A of the Appendix. Furthermore, we have

DR =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑Na−1
k=0

(
Pd,1(1−p)Nr −1

NaM1T + kM2T

+Pd,1(1 − (1 − p)Nr −1)+ Pd,2

NaM1T + (k+1)M2T

)
×(Na−1

k

) (
1 − (1 − p)Nr

)k
(1 − p)Nr (Na−1−k),

if p ∈ (0, 1)
Pd,1

NaM1T
+ Pd,2

NaM1T +M2T
,

if p = 0
Pd,1

NaM1T + (Na−1)M2
+ Pd,2

Na (M1 + M2)T ,

if p = 1 and Nr = 1
Pd

Na (M1 + M2)T , if p = 1 and Nr ≥ 2
(6)

where

Pd,1 = Pr(y1 ≥ γup | H1) (7a)

Pd,2 = Pr
(
y1 ∈ [γlow, γup), y2 ≥ η | H1

)
(7b)

are the probabilities of detecting the target in the first look
and in the second look, respectively, and Pd = Pd,1 + Pd,2

is the probability of detection. The proof of (6) is reported
in Section B of the Appendix.

Notice in passing that the average scan time under H ∗
0

and H ∗
1 is

ASTH ∗
0

= NaM1T + Na

(
1 − (1 − p)Nr

)
M2T (8a)

ASTH ∗
1

= NaM1T + [Na

(
1 − (1 − p)Nr

)
+(q − p)(1 − p)Nr−1

]
M2T (8b)

where

q = Pr
(
y1 ∈ [γlow, γup) | H1

)
(9)

is the probability of revisiting the resolution bin containing
the target. The proof of (8) is reported in Section C of the
Appendix.

IV. PERFORMANCE ANALYSIS

We consider here an additive signal model with
Swerling I target fluctuation, K-distributed clutter, and
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Gaussian noise, and assume coherent integration of the
pulses at the receiver. Specifically, the test statistic is

yi =
{∣∣√Miρssi + √

Miρcτci + ni

∣∣2 , under H1∣∣√Miρcτci + ni

∣∣2 , under H0
(10)

for i = 1, 2, where: si , ci , and ni are unit-variance complex
circularly-symmetric Gaussian random variables represent-
ing the target response, the speckle component of the clutter,
and the noise, respectively; τ is a unit-mean �-distributed
random variable, with shape parameter ν and scale param-
eter 1/ν, representing the texture of the clutter; and ρs

and ρc are the signal-to-noise ratio (SNR) and the clutter-
to-noise ratio (CNR) per pulse, respectively. The variables
{s1, c1, c2, τ, n1, n2} are independent; also, s2 is either equal
to s1 or independent of {s1, c1, c2, τ, n1, n2}: The former
models the SFT case, where the target response remains
constant during the two observations in the same scan (this
is usually verified in short-time interleaving), while the lat-
ter models the FFT case, where the target response changes
at every observation (this may be verified in long-time in-
terleaving or in the presence of frequency agility).

Under the model in (10), the probabilities in (5) take the
following form:

Pfa,1 =
∫ ∞

0
e

−b
1+xM1ρc f (x)dx (11a)

Pfa,2 =
∫ ∞

0
e

−η

1+xM2ρc

(
e

−a
1+xM1ρc − e

−b
1+xM1ρc

)
f (x)dx (11b)

p =
∫ ∞

0

(
e

−a
1+xM1ρc − e

−b
1+xM1ρc

)
f (x)dx (11c)

where f (x) = νν

�(ν)x
ν−1e−νx1{x≥0} is the probability density

function of τ . Similarly, the probabilities in (7) and (9) are

Pd,1 =
∫ ∞

0
e

−b
1+xM1ρc+M1ρs f (x)dx (12a)

Pd,2 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫∞
0 e

−η

1+xM2ρc+M2ρs

×
(

e
−a

1+xM1ρc+M1ρs − e
−b

1+xM1ρc+M1ρs

)
×f (x)dx, for SFT∫∞

0

∫∞
0 Q1

(√
2yM2ρs

1+xM2ρc
,

√
2η

1+xM2ρc

)
×
[
Q1

(√
2yM1ρs

1+xM1ρc
,
√

2a
1+xM1ρc

)
−Q1

(√
2yM1ρs

1+xM1ρc
,
√

2b
1+xM1ρc

)]
×f (x)e−ydxdy, for FFT

(12b)

q =
∫ ∞

0

(
e

−a
1+xM1ρc+M1ρs − e

−b
1+xM1ρc+M1ρs

)
f (x)dx (12c)

where Q1( · , · ) is the first-order Marqum Q-function.5

5Note that the probabilities in (11) and (12), and, therefore, FAR and DR,
depend on ρc and ρs , which are assumed known to solve (3). If ρc and ρs

are not known, then, as typical in sequential detection, they can be set at
some design values, and losses are accepted in case of mismatch.

In the following, we study the performance of TSD,
ACD, and FXD in two scenarios, namely, absence and pres-
ence of clutter (ρc = 0 and ρc > 0, respectively). All de-
tection strategies are optimized according to (3), where, for
ACD and FXD, the additional constraint b ∈ {a, ∞} and
b = a is included, respectively.

A. Absence of Clutter

This may be the case of an air-search radar, where the
antenna beam points toward the sky and does not collect re-
flections from the surrounding environment (noise-limited
regime). For FXD, exploiting the results in [13], it can be
verified that the mixed-integer nonlinear problem (3) has
the following solution:

M∗
1 =

⎧⎪⎪⎨
⎪⎪⎩
Mmin, if x∗ ≤ Mmin

Mmax, if x∗ ≥ Mmax

arg max
M1∈{[x∗]l ,[x∗]r }

1
M1

(
FARmaxM1T

Nr

) 1
1+M1ρs

, otherwise

(13a)

b∗ = − ln

(
FARmaxM

∗
1 T

Nr

)
(13b)

where x∗ ∈ (0, Nr/(FARmaxeT )
)

is the unique solution to6

(
FARmaxxT

Nr

) 1
1+xρs = 1

e
(14)

and [x∗]l and [x∗]r are the left and right nearest neighbors
of x∗ in M, respectively. It is seen from (13) that the opti-
mal detection threshold must meet the FAR constraint with
the equality sign, while the optimal number of integrated
pulses attempts to provide a value of Pd approximately
equal to 1/e. Clearly, if the pair (FARmax, ρs) requires a
value of x∗ smaller than Mmin or larger than Mmax to (ap-
proximately) meet (14), then the value of Pd is necessarily
larger or smaller than 1/e, respectively (more on this in
the following examples). For b > a, obtaining a closed-
form expression for the solution of (3) appears unfeasible;
hence, we resort to numerical evaluation. In the following,
we set T = 1 ms and M = {8m}8

m=1, and analyze the op-
timized DR and the corresponding system parameters. DR
and FAR are expressed in detections per minute (det/min)
and false alarms per minute (fa/min), respectively.

Fig. 1 shows the optimized DR as a function of ρs

when Na = 40, Nr = 1000, and FARmax = 0.5 fa/min. As
expected, TSD outperforms FXD, while ACD remains in
between: This is a consequence of the fact that, by defini-
tion, ACD is a special case of TSD and subsumes FXD.
All curves present an S-shaped monotonic growth and con-
verge to the asymptotic maximum value 1/(NaMminT ) for
ρs → ∞, as a consequence of the fact that Pd → 1. Also,
all curves are lower bounded by FARmax/(NrNa), which is
the asymptotic DR value for FXD in the limit that ρs → 0.

6The left-hand side of (14) is the probability of detection evaluated at
b = a = b∗, once the integer variable M1 is relaxed and replaced by the
continuous variable x.
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Fig. 1. Optimized DR versus SNR per pulse for TSD, ACD, and FXD
when Na = 40, Nr = 1000, FARmax = 0.5 fa/min, and ρc = −∞ dB;

both SFT and FFT are considered.

Interestingly, TSD is competitive with respect to FXD in
the steep region of the S-shaped curve, which corresponds
to ρs values in the range [−10, 15] dB for the scenario
considered here, while it provides a negligible advantage
outside this region; also, the performance gap between the
SFT and FFT models is here less than 0.5 dB for TSD,
with the former being superior for small values of ρs (see
also Figs. 7, 10, and 13, reported next, for more details). It
should not surprise that the performance of TSD and ACD
is close under the SFT model for small values of ρs , while it
may significantly differ under the SFT model for large val-
ues of ρs or under the FFT model (at any ρs). Indeed, ACD
suffers from the fact that an alert produced by a favorable
response from a weak target is likely to be confirmed only
if the same favorable response is reobserved in the second
look; moreover, forcing the confirmation of strong targets
results in an inefficient use of the time resource.

Fig. 2 shows, as a function of ρs , the values of Pd, Pfa,
ASTH ∗

0
, M1, and M2 yielding the optimized DR in Fig. 1.

Notice that Pd remains close to 1/e for ρs ∈ [−8, 0] dB,
not only for FXD, as predicted by (13), but also for TSD; in
this region, the average scan time progressively reduces as
ρs increases for all strategies: This is a consequence of the
fact that stronger targets can be detected in a shorter time.
Interestingly, for similar Pd values, TSD provides a shorter
average scan time with respect to FXD, thus granting a DR
gain: This is achieved by shortening the dwell time for each
azimuth direction during the first observation (i.e., by re-
ducing M1) and by efficiently reinvesting part of the saved
time for the revisits. As expected, for a reduced scan time,
we must have a lower Pfa in order to maintain the same FAR
level. If ρs < −8 dB, Pd gets progressively smaller for all
detection strategies, since the dwell time is upper bounded.
In this regime, both TSD and FXD use Mmax pulses per

Fig. 2. Pd, Pfa, ASTH∗
0

, M1, and M2 versus SNR per pulse yielding the
optimized DR in Fig. 1 for TSD, ACD, and FXD when Na = 40,

Nr = 1000, FARmax = 0.5 fa/min, and ρc = −∞ dB; both SFT and FFT
are considered.

azimuth direction in the first look, while TSD may take
advantage of the second look to possibly achieve a larger
Pd: However, as ρs gets smaller, the improvement of Pd

obtainable at the price of a longer scan time becomes less
and less rewarding. If ρs > 0 dB, instead, Pd gets progres-
sively larger for all detection strategies, since the dwell time
is lower bounded. In this regime, both TSD and FXD use
Mmin pulses per azimuth direction in the first look, while
TSD may take advantage of the second look to possibly
achieve a larger Pd at the price of increasing the scan time:
However, requesting a second look becomes less and less
rewarding as ρs gets larger.

Figs. 3 and 4 show the optimized DR as a function of
FARmax (when Na = 40, Nr = 1000, and ρs = −4 dB) and
as a function of Nr (when Na = 40, FARmax = 0.5 fa/min,
and ρs = −4 dB), respectively. Again, it is verified by in-
spection that TSD outperforms FXD, while ACD remains
in between; also, the performance corresponding to the SFT
model is superior to that of the FFT model, in agreement
with what shown in Fig. 1 at ρs = −4 dB. Notice that DR is
an increasing function of FARmax and a decreasing function
of Nr for all detection strategies: This is a consequence of
the fact that satisfying the FAR constraint is easier when
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Fig. 3. Optimized DR versus FARmax for TSD, ACD, and FXD when
Na = 40, Nr = 1000, ρs = −4 dB, and ρc = −∞ dB; both SFT and

FFT are considered.

Fig. 4. Optimized DR versus Nr for TSD, ACD, and FXD when
Na = 40, FARmax = 0.5 fa/min, ρs = −4 dB, and ρc = −∞ dB; both

SFT and FFT are considered.

FARmax is increased and/or Nr reduced. This behavior is
also explained by looking at Figs. 5 and 6, which report the
values of Pd, Pfa, ASTH ∗

0
, M1, and M2 yielding the opti-

mized DR in the corresponding Figs. 3 and 4, respectively.
It is seen that, as FARmax is increased (Fig. 5) or Nr de-
creased (Fig. 6), we may accept a larger Pfa and, hence,
obtain a larger DR either by maintaining a similar Pd for
a reduced scan time or by increasing Pd for a similar scan
time. It is interesting that TSD and ACD become more and

Fig. 5. Pd, Pfa, ASTH∗
0

, M1, and M2 versus FARmax yielding the
optimized DR in Fig. 3 for TSD, ACD, and FXD when Na = 40,

Nr = 1000, ρs = −4 dB, and ρc = −∞ dB; both SFT and FFT are
considered.

more competitive with respect FXD as FARmax or Nr is
decreased. To further investigate this point, we analyze the
sensitivity gain granted by TSD and ACD with respect to
FXD. The sensitivity gain of a procedure A (either TSD or
ACD) with respect to FXD at DR = x is defined as7

Gs = ρs |DR=xfor FXD

ρs |DR=xforA
. (15)

In Fig. 7, we report Gs for TSD and ACD as a function
of DR when Na = 40 and ρs = −4 dB. Four configura-
tions are considered: FARmax = 0.5 fa/min and Nr = 1000
(top-left), FARmax = 0.5 fa/min and Nr = 100 (top-right),
FARmax = 0.05 fa/min and Nr = 1000 (bottom-left), and
FARmax = 0.05 fa/min and Nr = 100 (bottom-right). No-
tice that the top-left subplot reproduces the sensitivity gain
corresponding to the curves in Fig. 1. It is seen by inspec-
tion that Gs gets larger as Nr and/or FARmax are decreased;

7For fixed transmit energy per pulse, ρs is proportional to the radar cross
section (RCS) of the target, so that Gs measures the gain in terms of RCS
(hence the name). Also, for fixed RCS, ρs is proportional to the transmit
energy per pulse, so that, in the absence of clutter (where the disturbance
is signal independent), Gs also measures the gain in transmit energy.
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Fig. 6. Pd, Pfa, ASTH∗
0

, M1, and M2 versus Nr yielding the optimized
DR in Fig. 4 for TSD, ACD, and FXD when Na = 40,

FARmax = 0.5 fa/min, ρs = −4 dB, and ρc = −∞ dB; both SFT and
FFT are considered.

Fig. 7. Sensitivity gain granted by TSD and ACD with respect to FXD
versus DR when Na = 40, Nr = 100 or 1000, FARmax = 0.5 or

0.05 fa/min, and ρc = −∞ dB; both SFT and FFT are considered.

Fig. 8. Optimized DR versus Na for TSD, the ACD, and FXD when
Nr = 1000, FARmax = 0.5 fa/min, ρs = −4 dB; and ρc = −∞ dB; both

SFT and FFT are considered.

in the two extreme scenarios (top-left and bottom-right) a
gain of at most 1.8 and 2.8 dB, respectively, can be achieved
by TSD over a wide DR range.

Figs. 8 and 9 show the optimized DR and the corre-
sponding values of Pd, Pfa, ASTH ∗

0
, M1, and M2, respec-

tively, as a function of Na when Nr = 1000, FARmax =
0.5 fa/min, and ρs = −4 dB. It is seen that the Pd and Pfa

remain approximatively unaltered in the inspected range of
Na for all detection strategies; on the other hand, increasing
the number of azimuth directions to be monitored requires
to proportionally extend the duration of the scan; hence, DR
approximatively scales as 1/Na for all detection strategies.
As regards the comparison among the performance of TSD,
ACD, and FXD, considerations similar to those done in pre-
vious examples still apply here. Finally, Fig. 10 shows Gs

for TSD and ACD as a function of DR for Na = 10, 20, 30,
or 40, Nr = 1000, FARmax = 0.5 fa/min, and ρs = −4 dB.
Notice that only DR values in the range

[
0, 1/(NaMminT )

]
are achievable, whereby the curves for different Na present
a different support. Interestingly, the trend of the sensitivity
gain granted by TSD inside the feasible DR range is similar
for all inspected values of Na .

B. Presence of Clutter

We now discuss the system performance in the presence
of clutter. Fig. 11 shows the optimized DR as a function of ρc

when Na = 40, Nr = 1000, FARmax = 0.5 fa/min, ν = 1,
and ρs = −4 dB, while Fig. 12 shows the corresponding
values of Pd, Pfa, ASTH ∗

0
, M1, and M2. As expected,

the optimized DR is a decreasing function of ρc, rang-
ing from the noise-limited value observed in Fig. 1 to the
lower bound FARmax/(NrNa). Interestingly, TSD remains
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Fig. 9. Pd, Pfa, ASTH∗
0

, M1, and M2 versus Na yielding the optimized
DR in Fig. 8 for TSD, ACD, and FXD when Nr = 1000,

FARmax = 0.5 fa/min, ρs = −4 dB, and ρc = −∞ dB; both SFT and
FFT are considered.

Fig. 10. Sensitivity gain granted by TSD and ACD with respect to FXD
versus DR when Na = 10, 20, 30, or 40, Nr = 1000,

FARmax = 0.5 fa/min, and ρc = −∞ dB; both SFT and FFT are
considered.

Fig. 11. Optimized DR versus CRN per pulse for TSD, ACD, and FXD
when Na = 40, Nr = 1000, FARmax = 0.5 fa/min, ν = 1, and

ρs = −4 dB; both SFT and FFT are considered.

Fig. 12. Pd, Pfa, ASTH∗
0

, M1, and M2 versus CNR per pulse yielding
the optimized DR in Fig. 11 for TSD, ACD, and FXD when Na = 40,
Nr = 1000, FARmax = 0.5 fa/min, ν = 1, and ρs = −4 dB; both SFT

and FFT are considered.
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Fig. 13. Sensitivity gain granted by TSD and ACD with respect to FXD
versus DR when ρc = −40, −20, 0, or 20 dB, Na = 40, Nr = 1000,
FARmax = 0.5 fa/min, and ν = 1; both SFT and FFT are considered.

significantly superior to FXD also in the clutter-limited
regime, especially under the SFT model. To farther investi-
gate this point, we study in Fig. 13 the sensitivity gain for
TSD and ACD as a function of DR when ρc = −40, −20, 0
or 20 dB, Na = 40, Nr = 1000, FARmax = 0.5 fa/min,
ν = 1, and ρs = −4 dB.

Under the SFT model, Gs for TSD increases with
ρc, thus showing that a second look is even more re-
warding in the presence of clutter. For example, at DR
= 30 det/min, the gain is 1.70, 2.26, 2.58, and 2.61 dB for
ρc = −40, −20, 0, 20 dB, respectively. As also observed
in Figs. 7 and 10, TSD and ACD provide very close per-
formance for small DR values (which correspond to low
SCNR’s); indeed, in this regime, TSD rarely declares a de-
tection after the first observation. Instead, TSD and ACD
have a quite different behavior for large DR values (which
correspond to high SCNR’s), since requesting a second look
for strong targets is inefficient.

Under the FFT model, instead, Gs for TSD is a de-
creasing function of ρc at small DR values, while greatly
increases at large DR values. The former behavior follows
from the fact that, as the SCNR decreases, the probabil-
ity of declaring a detection after the first observation re-
duces; also, a revisit triggered by an occasionally favorable
target response s1 becomes less effective, since the sec-
ond look experiences an independent target response s2,
which is likely to be not favorable (recall also that the
clutter texture remains constant during the scan). On the
other hand, as the SCNR increases, a detection is usu-
ally declared after the first observation; if not, a revisit
triggered by an occasionally unfavorable target response
is likely to produce a detection, as the second look ex-
periences most of the time a favorable target response.

Finally, notice that the gap between TSD and ACD is
now more evident and greatly increases with ρc at all DR
values.

V. CONCLUSION

TSD is a simple strategy to improve the probability of
detection or the cumulative probability of detection under a
constraint on the probability of false alarm, which is read-
ily implementable on existing surveillance radars equipped
with an electronically scanned antenna. In this paper, we
have investigated the value of this sensitivity improvement
when time becomes a resource at stake, and new figures
of merit accounting for its cost are employed for system
optimization and performance assessment.

Specifically, we have considered a detection procedure
that requests a second look of the inspected resolution cell
whenever a reliable decision cannot be made after the first
observation; this strategy is general enough to subsume as
special cases both FXD adopted by most mechanical sys-
tems and ACD proposed for some agile-beam radars. At the
design stage, we have selected the dwell time and the detec-
tion thresholds in order to maximize DR under a constraint
on FAR. This optimization framework is motivated by the
fact a larger DR reduces the reaction time of the radar sys-
tem and may facilitate the subsequent track maintenance
operation, while FAR impacts on the ability of a human
operator and/or an automatic controller to perform a real-
time elaboration of the hits produced by the detector; also,
DR and FAR provide a baseline framework for comparing
the performance of detection strategies involving different
scanning policies.

Our results reveal that TSD may be unnecessary in the
extremely low and extremely high SCNR regions. In all
other cases, the sensitivity gain depends on the operating
conditions. Remarkably, TSD is generally more effective if
the target response does not change between the two ob-
servations (which is usually the case if the second look is
taken immediately after the first one) and in the clutter lim-
ited regime; moreover, it becomes more rewarding as the
desired FAR level or the number of inspected range cells
are reduced. Finally, we found that ACD can be signifi-
cantly worse than TSD, as it uses the time resource less
efficiently.

APPENDIX

Here we report the proofs for the closed-form expres-
sions given in Section III: Specifically, FAR in (4) is derived
in Section A, DR in (6) is derived in Section B, and the av-
erage scan time in (8) is derived in Section C.

A. Computation of FAR

Let A1 and A2 be the number of false alarms from all
range-azimuth bins produced by the first and the second
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observation, respectively. Then, FAR is

FAR = E

[
A1 + A21{K≥1}

NaM1T + KM2T
| H ∗

0

]

=
Na∑
k=0

E[A1 | K = k, H ∗
0 ]

NaM1T + kM2T
Pr(K = k | H ∗

0 )

+
Na∑
k=1

E[A2 | K = k, H ∗
0 ]

NaM1T + kM2T
Pr(K = k | H ∗

0 ) (16)

where 1A is the indicator function of the event A. At this
point, we need to find an expression for the two conditional
expectations in (16). To this end, we introduce the variable
Qj indicating the number of range bins to be revisited in
the j th azimuth direction, for j = 1, . . . , Na . Then Qj |
H ∗

0 ∼ B(Nr, p), where B(n, θ) denotes the Binomial dis-
tribution with parameters n ∈ N and θ ∈ [0, 1]. In the fol-
lowing, we treat separately the cases p ∈ (0, 1), p = 0, and
p = 1.

When p ∈ (0, 1), the expectation of A1 given that k

azimuth directions are revisited is

E[A1 | K = k, H ∗
0 ]

=
Nr∑

	1=1

. . .

Nr∑
	k=1

E[A1 | Q1 = 	1, . . . , Qk = 	k

Qk+1 = 0, . . . , QNa
= 0, H ∗

0 ]

×
k∏

i=1

Pr(Qi = 	i | Qi ≥ 1, H ∗
0 )

=
Nr∑

	1=1

· · ·
Nr∑

	k=1

⎛
⎝NrNa −

k∑
j=1

	j

⎞
⎠ Pfa,1

1 − p

×
k∏

i=1

Pr(Qi = 	i | Qi ≥ 1, H ∗
0 )

=
(

NrNa

k∏
i=1

Nr∑
	i=1

Pr(Qi = 	i | Qi ≥ 1, H ∗
0 )

−
k∑

j=1

⎛
⎜⎝ k∏

i=1
i �=j

Nr∑
	i=1

Pr(Qi = 	i | Qi ≥ 1, H ∗
0 )

⎞
⎟⎠

×
Nr∑

	j =1

	j Pr(Qj = 	j | Qj ≥ 1, H ∗
0 )

)
Pfa,1

1 − p

= (NrNa − k E[Q1 | Q1 ≥ 1, H ∗
0 ]
) Pfa,1

1 − p

=
(

NrNa − kNrp

1 − (1 − p)Nr

)
Pfa,1

1 − p
(17)

for k = 0, . . . , Na , where the first equality follows from the
fact that the test statistics are independent and identically

distributed (i.i.d.), the second from

A1 | {Q1 = 	1, . . . , Qk = 	k

Qk+1 = 0, . . . , QNa
= 0, H ∗

0 }
∼ B

(
NrNa −∑k

j=1 	j ,
Pfa,1

1−p

)
(18)

the third from the fact that, for any function f and integers
{Ji}ki=1, we have

J1∑
j1=1

· · ·
Jk∑

jk=1

k∏
i=1

f (ji) =
k∏

i=1

Ji∑
ji=1

f (ji) (19)

the fourth from
Nr∑
i=1

Pr(Qi = 	i | Qi ≥ 1, H ∗
0 ) = 1 (20)

and the fact that Qj | {Qj ≥ 1, H ∗
0 } are identically dis-

tributed, and the last from

Q1 | {Q1 ≥ 1, H ∗
0 } ∼ B

(
Nr,

p

1−(1−p)Nr

)
. (21)

Similarly, the expectation of A2 given that k azimuth direc-
tions are revisited is

E[A2 | K = k, H ∗
0 ]

=
Nr∑

	1=1

. . .

Nr∑
	k=1

E[A2 | Q1 = 	1, . . . , Qk = 	k

Qk+1 = 0, . . . , QNa
= 0, H ∗

0 ]

×
k∏

i=1

Pr(Qi = 	i | Qi ≥ 1, H ∗
0 )

=
Nr∑

	1=1

· · ·
Nr∑

	k=1

Pfa,2

p

k∑
j=1

	j

×
k∏

i=1

Pr(Qi = 	i | Qi ≥ 1, H ∗
0 )

= Pfa,2

p

k∑
j=1

⎛
⎜⎝ k∏

i=1
i �=j

Nr∑
	i=1

Pr(Qi = 	i | Qi ≥ 1, H ∗
0 )

⎞
⎟⎠

×
Nr∑

	j =1

	j Pr(Qj = 	j | Qj ≥ 1, H ∗
0 )

= kPfa,2

p
E[Q1 | Q1 > 0, H ∗

0 ]

= kNrPfa,2

1 − (1 − p)Nr
(22)

for k = 1, . . . , Na , where the first equality follows from the
fact that the test statistics are i.i.d., the second from

A2 | {Q1 = 	1, . . . , Qk = 	k

Qk+1 = 0, . . . , QNa
= 0, H ∗

0 } ∼ B
(∑k

j=1 	j ,
Pfa,2

p

)
(23)

2208 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 53, NO. 5 OCTOBER 2017



the third from (19), the fourth from (20), and the fact that
Qj | {Qj ≥ 1, H ∗

0 } are identically distributed, and the last
from (21). Then, plugging (17) and (22) in (16), we obtain

FAR =
Na∑
k=0

(
NrNa − kNrp

1−(1−p)Nr

)
Pfa,1

1−p
+ kNrPfa,2

1−(1−p)Nr

NaM1T + kM2T

×
(

Na

k

) (
1 − (1 − p)Nr

)k
(1 − p)Nr (Na−k) (24)

where we have exploited the fact that

K | H ∗
0 ∼ B (Na, 1 − (1 − p)Nr

)
. (25)

Observe that (kNrp)/
(
1 − (1 − p)Nr

)
represents the aver-

age number of revisited cells given that K = k azimuth
directions are revisited, so that

kNrPfa,2

1 − (1 − p)Nr
= kNrp

1 − (1 − p)Nr

Pfa,2

p
(26a)(

NrNa − kNrp

1 − (1 − p)Nr

)
Pfa,1

1 − p
(26b)

in (24) are the average number of false alarms from revisited
and nonrevisited cells, respectively, given that K = k.

If p = 0, no second look is taken under H ∗
0 , so that

A1 | H ∗
0 ∼ B(NaNr, Pfa,1), A2 = 0, and

FAR = E

[
A1

NaM1T
| H ∗

0

]
= NrPfa,1

M1T
. (27)

On the other hand, if p = 1, all resolution cells are revisited
under H ∗

0 , so that A1 = 0, A2 ∼ B(NaNr, Pfa), with Pfa =
Pfa,2 = Pr(y2 ≥ η | H0), and

FAR = E

[
A2

NaM1T + NaM2T
| H ∗

0

]
= NrPfa

(M1 + M2)T
.

(28)

B. Computation of DR

Let y1 and y2 be the statistics of the cell containing the
target, and let D be a random variable taking on values 1,
if the target is detected, and 0, otherwise, so that D ∼ B
(Pd, 1). Then, DR is

DR = E

[
D

NaM1T + KM2T
| H ∗

1

]

=
Na∑
k=0

E

[
D

NaM1T + KM2T
| y1 /∈ [a, b)

K = k, H ∗
1

]
Pr
(
y1 /∈ [a, b), K = k | H ∗

1

)

+
Na∑
k=1

E

[
D

NaM1T + KM2T
| y1 ∈ [a, b)

K = k, H ∗
1

]
Pr
(
y1 ∈ [a, b), K = k | H ∗

1

)

=
Na∑
k=0

Pr
(
y1 ≥ b | y1 /∈ [a, b), K = k, H ∗

1

)
NaM1T + kM2T

× Pr
(
y1 /∈ [a, b), K = k | H ∗

1

)
+

Na∑
k=1

Pr
(
y2 ≥ η | y1 ∈ [a, b), K = k, H ∗

1

)
NaM1T + kM2T

× Pr
(
y1 ∈ [a, b), K = k | H ∗

1

)
=

Na∑
k=0

Pr
(
y1 ≥ b, K = k | H ∗

1

)
NaM1T + kM2T

+
Na∑
k=1

Pr
(
y1 ∈ [a, b), y2 ≥ η, K = k | H ∗

1

)
NaM1T + kM2T

. (29)

At this point, we need to find the probabilities in the two
summations.

Consider the case p ∈ (0, 1), and let F be the event that
the azimuth of the target needs a second look. The proba-
bility of detecting the target during the first observation and
revisiting k azimuths is

Pr(y1 ≥ b, K = k | H ∗
1 )

= Pd,1 Pr
(
K = k | y1 ≥ b, H ∗

1

)
= Pd,1 Pr

(
K = k | F, y1 ≥ b, H ∗

1

)
× Pr(F | y1 ≥ b, H ∗

1 )

+ Pd,1 Pr
(
K = k, | F̄ , y1 ≥ b, H ∗

1

)
× Pr(F̄ | y1 ≥ b, H ∗

1 )

= Pd,1 Pr
(
K = k | F, H ∗

1

)
Pr(F | y1 ≥ b, H ∗

1 )

+ Pd,1 Pr
(
K = k, | F̄ , H ∗

1

)
Pr(F̄ | y1 ≥ b, H ∗

1 )

= Pd,1

(
Na − 1

k − 1

) (
1 − (1 − p)Nr

)k−1

× (1 − p)Nr (Na−k)
(
1 − (1 − p)Nr−1

)
1{k≥1}

+ Pd,1

(
Na − 1

k

) (
1 − (1 − p)Nr

)k
× (1 − p)Nr (Na−1−k)(1 − p)Nr−11{k≤Na−1} (30)

for k = 0, . . . , Na , where ¯( · ) denotes negation and the last
equality follows from:

K − 1 | {F, H ∗
1 } ∼ B (Na − 1, 1 − (1 − p)Nr

)
(1)

K | {F̄ , H ∗
1 } ∼ B (Na − 1, 1 − (1 − p)Nr

)
(2)

Pr(F | y1 ≥ b, H ∗
1 ) = 1 − (1 − p)Nr−1. (3)

On the other hand, the probability of detecting the
target during the second observation and revisiting k
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azimuths is

Pr
(
y1 ∈ [a, b), y2 ≥ η, K = k | H ∗

1

)
= Pr

(
y1 ∈ [a, b), y2 ≥ η | H ∗

1

)
× Pr

(
K = k, | y1 ∈ [a, b), H ∗

1

)
= Pd,2

(
Na − 1

k − 1

) (
1 − (1 − p)Nr

)k−1
(1 − p)Nr (Na−k)

(32)

for k = 1, . . . , Na , where (7b) and (31a) have been ex-
ploited in the last equality (if y1 ∈ [a, b), then F is true).
Then, plugging (30) and (32) in (29), DR becomes

DR = Pd,1(1 − p)Nr−1
Na−1∑
k=0

(
Na − 1

k

)

×
(
1 − (1 − p)Nr

)k
(1 − p)Nr (Na−1−k)

NaM1T + kM2T

+
[
Pd,1

(
1 − (1 − p)Nr−1

)+ Pd,2

]

×
Na∑
k=1

(
Na − 1

k − 1

)(
1 − (1 − p)Nr

)k−1
(1 − p)Nr (Na−k)

NaM1T + kM2T

=
Na−1∑
k=0

(
Pd,1(1 − p)Nr−1

NaM1T + kM2T

+ Pd,1
(
1 − (1 − p)Nr−1

)+ Pd,2

NaM1T + (k + 1)M2T

)

×
(

Na − 1

k

) (
1 − (1 − p)Nr

)k
(1 − p)Nr (Na−1−k).

(33)

It might be interesting to notice that, in (33), Pd,1(1 −
p)Nr−1 is the probability of detecting the target in the
first look and not revisiting its azimuth direction; similarly,
Pd,1

(
1 − (1 − p)Nr−1

)
is the probability of detecting the

target in the first look and revisiting its azimuth direction.
If p = 0, noise cells are never revisited, so that

Pr(y1 ≥ b, K = k | H ∗
1 ) = Pd,11{k=0} (34a)

Pr
(
y1 ∈ [a, b), y2 ≥ η, K = k | H ∗

1

) = Pd,21{k=1} (34b)

which, plugged in (29), give

DR = Pd,1

NaM1T
+ Pd,2

NaM1T + M2T
. (35)

On the other hand, if p = 1, noise cells are always revisited,
so that

Pr(y1 ≥ b, K = k | H ∗
1 ) =

{
Pd,11{k=Na}, if Nr ≥ 2
Pd,11{k=Na−1}, if Nr = 1

(36a)

Pr
(
y1 ∈ [a, b), y2 ≥ η, K = k | H ∗

1

) = Pd,21{k=Na}
(36b)

which, plugged in (29), give

DR =
{

Pd
Na (M1 +M2)T , if Nr ≥ 2

Pd,1

NaM1T + (Na−1)M2T
+ Pd,2

Na (M1 + M2)T , if Nr = 1.

(37)

C. Computation of the Average Scan Time

From (25)—which holds true for any value of p—, the
average scan time under H ∗

0 is

ASTH ∗
0

= E[Ts | H ∗
0 ]

= NaM1T + E[K | H ∗
0 ]M2T

= NaM1T + Na

(
1 − (1 − p)Nr

)
M2T . (38)

Similarly, exploiting (31)—which holds true for any value
of p—, the average scan time under H ∗

1 is

ASTH ∗
1

= E[Ts | H ∗
1 ]

= NaM1T + E[K | H ∗
1 ]M2T

= NaM1T + (E[K | F, H ∗
1 ] Pr(F | H ∗

1 )

+ E[K | F̄ , H ∗
1 ] Pr(F̄ | H ∗

1 )
)
M2T

= NaM1T +
[(

1 + (Na − 1)
(
1 − (1 − p)Nr

) )
× (1 − (1 − q)(1 − p)Nr−1

)+ (Na − 1)

× (1 − (1 − p)Nr
)

(1 − q)(1 − p)Nr−1

]
M2T

= NaM1T + [Na

(
1 − (1 − p)Nr

)
+(q − p)(1 − p)Nr−1

]
M2T . (39)
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