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Abstract— Effective integration of terrestrial and non-

terrestrial segments is one of the key research avenues in the design

of current and future wireless communication networks. To this

aim, modern communication-satellite constellations intend to attain

sufficiently high throughput in terms of bit rate per unit area on

the ground by rather aggressive patterns of spatial frequency reuse.

This goal calls for on-board narrow-beam antennas, whose size

turns out to be in many cases incompatible with the size/mass

and accommodation constraints of the hosting satellite. This paper

investigates the attainable performance of large distributed arrays

of antennas implemented as the ensemble of a few to many simpler

sub-antennas of smaller sizes, carried by one (small) satellite

each. The sub-antennas can in their turn be implemented like

(regular) 2D arrays of simple radiating elements, realizing an

overall (distributed) antenna architecture that we call “formation

of arrays” (FoA). The satellites that implement this radiating

architecture need to be relatively close to each other and constitute

a formation of flying objects, to be coordinated and controlled as

a whole. In this paper, we develop a theoretical analysis of an

FoA antenna, and we show how to take advantage of this new

technology to improve network throughput in a multi-beam S-band

mobile communication network with low-earth or geostationary

orbiting satellites directly providing 5G-like communication services

to hand-held user terminals.

I. Introduction and Motivation

The community of 5G and beyond-5G (B5G) net-
works development and standardization expresses a grow-
ing interest in integrating a non-terrestrial network (NTN)
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segment in current (5G) and next generation (B5G) ter-
restrial networks for seamless mobile communications
[1]. Historically, satellites proved to be an attractive
complement to the terrestrial infrastructure for covering
scarcely populated regions (i.e., where terrestrial infras-
tructure is not economically viable), or where no ground
infrastructure can be deployed altogether (e.g., over the
sea). Speaking of 5G, geostationary earth orbit (GEO)
satellites with their wide and stationary coverage area are
ideal to support non time-critical applications, while low
earth orbit (LEO)-satellite constellations are more suited
to meet the fundamental 5G ultra-reliable low-latency
communications (URLLC) / enhanced mobile broadband
(eMBB) requirements. Massive machine-type communi-
cations (mMTC) can be supported by both GEO and LEO
constellations. For this reason, work is in progress in the
framework of 5G 3GPP standardization to include NTNs
starting from release 17 of the standard [2].

True integration of NTNs with cellular networks also
calls for the possibility to adopt a universal user terminal
not different from what is currently used in conventional
cellular networks in terms of weight, power consumption
and form factor/antenna. Whatever the kind of constel-
lation and/or use case one wishes to address, successful
integration needs from this standpoint a major boost (i.e.,
orders of magnitude improvement) in terms of throughput
and/or served user density with respect to the current
state of the art of satellite technology [3]. The required
bitrate per unit area increase calls for a ultra-high gain
multi-beam satellite antenna with a rather “aggressive”
pattern of spatial frequency reuse, akin to what is done
by terrestrial cellular networks.

In this respect, our starting point is the initial con-
sideration of a broadband 4G-like satellite mobile service
featuring conventional hand-held terminals with a best-
case outdoor line-of-sight link and modest inter-beam
interference. The resulting space segment payload re-
quirements are shown in Table I for a LEO and for a
regional GEO (R-GEO) satellite, both equipped with an
active planar-array antenna.1

From this preliminary, simplified use cases we see that
a modest aggregate throughput of 10.7 Mbps in a single
beam for the R-GEO satellite (to be shared by all of the
users within the relative 14-km beam radius footprint)
requires a very challenging (not to say impossible to
deploy altogether) active array antenna of 14762 m2 and
53 dBW of on-board radio frequency (RF) power. The
same 10.7-Mbps beam throughput over a beam size of
3.51 km requires a (much) more reasonable LEO active
array of 71 m2 and an RF power of 28 dBW.

Above, we have implicitly assumed that the preferred
technology to implement a high-gain flexible-coverage
multi-beam antenna is represented by (phased) arrays, a
technology that in a small scale can be considered consoli-

1The assumptions that appear in Table I will be thoroughly justified in
the next sections, and introduced here with no further comment as a
motivation of our work.
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Parameter
R-GEO case LEO case

Unit
value value

Carrier frequency 2.2 2.2 GHz
System allocated bandwidth 60 60 MHz
Orbital height 35, 870 550 km
Total satellite RF power 53.3 28.0 dBW
Satellite antenna array area 14, 762 70.8 m2

Satellite EIRP/beam 83.0 43.2 dBW
User satellite elevation angle 60 40 degrees
signal-to-interference ratio (SIR) 6.6 3.4 dB
User terminal antenna G/T −31.6 −31.6 dB/K
Mobile channel average shadowing 4.0 4.0 dB
Body obstruction losses 3.0 3.0 dB
Rician fading extra margin 3.0 3.0 dB
Approximate beam radius (ground) 14.2 3.1 km
Single-beam throughput 10.7 10.7 Mbps
Number of active beams 6777 54
Aggregate throughput 72.7 1.8 Gbps

Table I. Example of downlink system sizing for R-GEO
and LEO cases.

dated by now. However, the issue of how to accommodate,
launch, and deploy a very large phased array like the
ones envisaged above is still a challenge, especially if a
further low-cost constraint is added. Deployable antenna
reflectors in excess of 18 meters have been adopted by
GEO satellites for mobile applications [4], but their size is
anyway insufficient (Table I) to provide 4G-like (let alone
5G) services to hand-held devices. Current LEO satellites
in megaconstellations feature antennas size not exceeding
1-2 meters, which is barely sufficient for 2G/3G type of
mobile services only. This explains the recent interest to
consider distributed antennas across a swarm of satellites
in a formation flying (FF) configuration [5]–[9].

The concept of using a FF approach to form extremely
narrow-beam distributed antennas has first appeared in the
field of radio-astronomy and Earth observation, and was
later on introduced in [5] for telecommunication satellites,
where the author proposed to combine a number of LEO
pico-satellites with a single (simple) radiating element
to obtain a distributed array with a narrow on-ground
beam. A central “master” satellite feeding the pico-
satellite swarm takes care of the required beam forming,
and a global positioning system (GPS) receiver allows
each pico-satellite to determine its own position, and thus
to compute its own required phase delay. Unfortunately,
no numerical results concerning antenna radiation are
provided in the paper.

Similarly, [10] introduces the concept of a high
throughput fractionated satellite (HTFS) system. The key
idea is to distribute the functional capabilities of a con-
ventional single telecommunication spacecraft across a
multitude of many small satellites. Such satellites are
combined in an accurate FF mode, and connected to a
central command and relay satellite, so that the distributed
architecture allows to regulate in a modular fashion the
global satellite antenna aperture. As an alternative, the
same company has patented the concept of a very large
deployable active modular phased array [6], currently
being built with a target size of 30× 30m2 for the AST
Space Mobile constellation operating in the ultra-high
frequency (UHF) band. In this technology, the sub-arrays

are interconnected through mechanical hinges keeping
them in a fixed spatial multi-array configuration. Although
in this paper we tackle the more general problem of
a composite array created by the composition of FF
satellite sub-arrays, the investigation on their geometrical
optimization is also applicable to the case of deployable
phased arrays like the one described in [6], [11]. For
antennas larger than this (as may be requested by a GEO
satellite), one can also envisage in-space building of a
composite array that is launched and first deployed like
a formation of arrays (FoA), then mechanically stabilized
by hinging each array to the neighboring ones.

The idea of distributed yet coordinated communication
satellites is pursued in [7], that provides an extension of
the 3GPP NTN mobile channel multiple input multiple
output (MIMO) model to include the presence of a
constellation of LEO satellites in FF combined with an
on ground array. More recently, the authors in [8] derived
the theoretical MIMO capacity for an ultra-dense LEO
network with cooperating multiple Earth terminals and
FF satellites. The satellite formation on one side, as well
as the Earth terminals array on the other, are seen as two
single entities, so that the total point-to-point capacity is
evaluated.

In this paper, we concentrate on the antenna system
that is structured as a virtual large array of smaller
antennas, each one on-board a small satellite. The sub-
antennas are implemented like (regular) 2D phased arrays
composed by a reduced number of radiating elements,
realizing an overall (larger, distributed) antenna architec-
ture: the FoA. The satellites that are grouped to realize
this distributed radiating architecture need to be relatively
close to each other and constitute a formation of flying
objects, to be coordinated and controlled as a whole.
The advantage of our FoA approach is pretty clear:
realizing the desired, very narrow beam radiation pattern
without recurring to a costly and problematic very large
deployable active antenna technology. The disadvantage
is clear as well: the formation of satellites has to be stable
enough in both the orbital and the radio frequency sense.

A distributed antenna like the FoA (that can be
considered a sparse array, i.e., a very large array with
inner gaps) can be as large as needed (e.g., even hundred
meters in diameter in case of a GEO), making a very
large base available to create ultra-narrow beams. Of
course, due to the array sparsity, the radiation pattern
will not be the same as that of an equivalent-size non-
sparse (conventional) 2D array. This is a challenge we
wish to address in this paper: finding a sufficiently “good”
geometric configuration of the satellite formation and
of the single (sub)antennas carried by each spacecraft
originating a sufficiently “good” radiation pattern of the
FoA. Such aspects will be addressed and discussed in
Sect. II, before some sample FoA configurations are
presented, namely, a GEO regional system and a global
LEO constellation, that will be described in detail in
Sect. III. Some performance results in terms of communi-
cations throughput will be derived in Sect. IV, and some
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practical system implementation issues are discussed in
Sect. V. The customary concluding remarks will be finally
presented in Sect. VI.

II. Model and analysis of the formation of arrays

We assume that the FoA is composed by a planar
arrangement of S satellites, placed on the yz-plane, each
equipped with an array of N radiating elements, as shown
in Fig. 1. We use us(n) ∈ R3 to indicate the position
(with respect to the origin of the reference system) of
the n-th radiating element within the array hosted by of
the s-th satellite, n = 1, . . . , N , s = 1, . . . , S.2 We also
denote with ϕ and θ the azimuth and elevation angles of
a generic location in space, respectively, and we call λ
the signal carrier wavelength. The wave vector k (ϕ, θ),
defined as

k(ϕ, θ) =
2π

λ
[cos θ cosϕ, cos θ sinϕ, sin θ]

T
, (1)

regulates the phase variation of a plane wave with respect
to the three Cartesian coordinates. In particular, the phase
shift of the far-field plane wave generated by a radiating
element located at the arbitrary location u is equal to
k
T (ϕ, θ)u. The array response vector as(ϕ, θ) ∈ CN

of the sth array with N antennas placed at location
{us(n);n = 1, . . . , N} is

as(ϕ, θ) ∈ C
N = g(θ)

[

ejk
T (ϕ,θ)us(1), . . . ejk

T (ϕ,θ)us(N)
]T

,

(2)

where g(θ) is the array element radiation pattern (same
pattern for each element). The global response vector of
the FoA is therefore

a(ϕ, θ) ∈ C
NS =

[
a
T
1 (ϕ, θ), . . . , a

T
S (ϕ, θ)

]T
. (3)

This model is valid for any arbitrary geometry of the
arrays and the FoA, which may vary depending on the
use case, and the area to be covered. In the remainder of
the paper, we will focus on a specific FoA configuration,
triggered by practical considerations related to formation
flying. We assume that each satellite is equipped with
a 2D square planar array consisting of

√
N horizontal

rows with
√
N radiating elements each, such as the one

reported in the magnification of Fig. 1. This choice is
mainly due to considerations on the shape of the launcher
fairing, which is typically circular, so that a good trade-
off between engineering feasibility of the satellite array
and electromagnetic properties is represented by a square
shape that fits well the fairing. The radiating elements are
uniformly spaced with horizontal and vertical spacing d,
so that each array size in both the horizontal and vertical
direction is equal to L = (

√
N − 1)d. Similarly, we

assume a square FoA of S arrays arranged on a
√
S×

√
S

2For simplicity, in the reminder of the paper we will use the expression
“satellite” when referring to each satellite hosting a sub-array which
is part of the FoA. When discussing system implementation issues in
Sect. V, we will introduce the expression “array satellite” to avoid
possible ambiguities.

x

y

z

y

z

ϕ
θ

L
∆

L
=
(√

N
−
1)
d

d

us(n)

(
√

S − 1)∆

plane
wave

Fig. 1. An FoA square-shaped configuration, with S = 25
satellites (arrays), located in the yz-plane, each hosting
N = 9 radiating elements with spacing d, also showing a
transmitted plane wave with elevation θ and azimuth ϕ.

uniformly spaced grid, with horizontal/vertical spacing
∆ ≥ L, as depicted in Fig. 1. We have also tested dif-
ferent array/FoA configurations than square (hexagonal,
quincunx, etc.) but our results bore little difference from
those obtained with the simple square arrangement that
we present here.

Under these assumptions, the position us(n) of the
n-th antenna in the s-th array can be written as us(n) =
rs + rn, where rs = [xs, ys, zs]

T is the position of the
sth array’s center (the nominal antenna location in the
formation), with

xs = 0, (4)

ys = ∆

(

−
(√

S − 1
)

2
+ mod

(

s− 1,
√
S
)
)

, (5)

zs = ∆

(

−
(√

S − 1
)

2
+

⌊
s− 1√

S

⌋)

, (6)

whilst rn = [xn, yn, zn]
T is the relative position of

antenna n with respect to the array center

xn = 0, (7)

yn = d

(

−
(√

N − 1
)

2
+ mod

(

n− 1,
√
N
)
)

, (8)

zn = d

(

−
(√

N − 1
)

2
+

⌊
n− 1√

N

⌋)

. (9)

Equations (4) and (7) state that our array is arranged on
the yz plane so that, strictly speaking, a 2D notation
should be enough to represent the array configuration.
However, throughout the paper we adopt the R3 formu-
lation for the sake of generality.

In our numerical results, we will model the ele-
ment radiation pattern g (θ) in (2), as a function of the
elevation θ only, assuming a circular-symmetric direct
radiating antenna (DRA) [12]: g (θ) =

√
Γcosq(θ), where

q = (Γ − 2)/4, and Γ = 4πAµ is the peak gain of
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the radiating element, with A and µ denoting the DRA
elementary cell area and the (linear) radiating element
efficiency, respectively. However, our approach applies to
any FoA and any element radiation pattern – the relevant
performance can be evaluated using the Matlab code
available from the authors upon request.

A. Analysis of the radiation pattern

Let us now consider the satellite downlink. Our FoA
will be used to generate multiple, adjacent beams serving
a population of users, as we will detail in the next section.
In the following, we will review well-known results for
the convenience of the reader and to establish a simple
notation, starting with the computation of the normalized

array response ζ(ϕ, θ) =
∣
∣ 1
NSa

H(0, 0)a(ϕ, θ)
∣
∣
2

of the
“main” beam, i.e., the normalized received power density
radiated by the FoA in the generic direction (ϕ, θ) when
it is aimed at ϕ = 0, θ = 0. By using (1)-(9), we get

S∑

s=1

ej2π(Ωzs+Ψys)/λ
N∑

n=1

ej2π(Ωzn+Ψyn)/λ, (10)

where Ω = sin θ and Ψ = cos θ sinϕ are introduced for
notation convenience. By using (5)-(6) and (8)-(9), and
recalling that, for any integer M ≥ 1 and real-valued T

e−jπ(M−1)T ·
M∑

m=1

ej2π(m−1)T =

{
sin(πMT )
sin(πT ) , T 6= 0,

M, T = 0,
(11)

we get the FoA normalized array response

ζ(ϕ, θ) =

∣
∣
∣
∣
∣
g(θ)g(0) · ζ′(ϕ, θ)

︸ ︷︷ ︸

FoA factor

· ζ′′(ϕ, θ)
︸ ︷︷ ︸

array factor

∣
∣
∣
∣
∣

2

, (12)

where

ζ′(ϕ, θ) =
1

S
· sin

(
π
√
SΩ∆/λ

)
sin
(
π
√
SΨ∆/λ

)

sin (πΩ∆/λ) sin (πΨ∆/λ)
, (13)

ζ′′(ϕ, θ) =
1

N
· sin

(
π
√
NΩd/λ

)
sin
(
π
√
NΨd/λ

)

sin (πΩd/λ) sin (πΨd/λ)
.

(14)

In writing (12), we have explicitly identified the con-
tribution of the FoA ζ′(ϕ, θ) and the one provided by the
single array ζ′′(ϕ, θ), showing that the overall pattern is
the superposition of two different effects. The directivity
of the FoA can be augmented by either increasing the
number of arrays S, or by enlarging the array spacing
∆, in order to achieve a sufficiently narrow main beam.
Increasing S has the obvious downside of increasing
the cost/complexity of the system (including the require-
ment to maintain synchronization across the physically
separated arrays, as shown in Sect. II.D). Unfortunately,
increasing ∆ significantly increases the grating lobes of
the FoA radiation pattern, with undesirable effects in
terms of inter-beam co-channel interference, as better
detailed in Fig. 3. On the other hand, increasing ∆
also relaxes the constraint in terms of formation flying
(satellites more spaced apart). If we let ∆ =

√
Nd,

the FoA becomes equivalent to a single non-sparse array
hosting NS radiating elements, and (12) reduces to

ζ(ϕ, θ) =

∣
∣
∣
∣
∣

g(θ)g(0)

NS
·

sin
(
π
√
NSΩd/λ

)
sin
(
π
√
NSΨd/λ

)

sin (πΩd/λ) sin (πΨd/λ)

∣
∣
∣
∣
∣

2

, (15)

which corresponds to the array radiation pattern of a
conventional (large) array with area NSd2.

In the following sections, we investigate the impact of
the system parameters on the FoA radiation pattern, also
including the effects due to instability and miscalibration
of the system and to alternative structures of the satellite
array. For the reader’s convenience, we focus on param-
eters (especially, concerning the spacing across radiating
elements d) which are suitable for an R-GEO scenario, as
better detailed in Sect. IV.C. However, the insights derived
in what follows are valid in general, and applicable to
the LEO scenario as well, possibly using the parameters
considered in Sect. IV.D.

B. FoA radiation pattern examples

To understand the impact of the different parame-
ters, we focus on a carrier frequency at S-band with
f0 = 2.2GHz and λ ≃ 13.6 cm, and we assume N = 49
radiating elements per array, with d = 4.5λ. This leads to
an array size L ≃ 3.76m, which is compatible with the
5.4m-diameter Ariane 6 launcher fairing (maximum array
side 3.82m). We assume an FoA with S = 169 satellites
(arrays), and we consider the following array spacings:
∆ = {

√
Nd, 1.25L, 2.5L, 5L}, where the first value cor-

responds to the non-sparse FoA introduced above.
Fig. 2 reports the false-color normalized array re-

sponse for the cases ∆ = 1.25L and ∆ = 5L, whereas
Fig. 3 depicts the array response on the horizontal plane
(i.e., θ = 0) for different spacings – notice the high
absolute gain (around 60 dBi) of the FoA thanks to the
large number of radiating elements.

As can be seen, increasing ∆ creates a very narrow
main beam, but also generates very high grating lobes.
The case 1.25L presents the best combination in terms
of central beam-width and grating lobes level, and will
be used as our preferred spacing in the remainder of the
paper. An inter-array gap in the order of one meter, such
as our 0.25L, is feasible with the current formation flying
technologies, while lower distances are probably not (see
Sect. V.C).

Fig. 4 shows the impact on the FoA performance of
the number of satellites S, using ∆ = 1.25L. Increasing
S improves the performance in terms of the FoA pattern,
as the array gain increases and the central beam becomes
narrower, with no increase of grating lobes. As anticipated
above, increasing S has a severe impact in terms of the
complexity and cost of the system. The same applies of
course, on a smaller scale, to the single-array parameters,
N and d. In our application examples to follow, we
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(a) ∆ = 1.25L.

(b) ∆ = 5L.

Fig. 2. 2-D map of the FoA gain for different values of the array spacing ∆. The range for θ and ϕ is compatible
with an R-GEO scenario.

consider consolidated architectures for satellite arrays to
determine d, and we consider physical constraints of the
satellite launcher to determine N , once d is given. The
pattern gain is strictly related to the FoA aperture or
beamwidth, that in its turn determines the beam coverage
on Earth, as we will discuss in great detail in Sect. III.

C. Punctured FoA using winglets

A simple approach to extend the overall area of the
FoA for a given number of satellites S is providing each
satellite array with deployable “winglets” on each array
side – in a sense, this is a compromise between adopting
a conventional planar array and a complicated deployable
antenna structure. The winglets are folded upon the main

array before launch and deployed in space, so that the area
occupied by each satellite with folded winglets at launch
time is the same as without winglets.3 Once deployed in
space, the array has a cross-like shape with a total area
larger than that of the main array, so that the satellites in
the FoA are more spaced apart, and the total FoA size is
larger. In so doing, the FoA is “punctured” by the empty
area created by the cross-like shapes: an example of a
winglet configuration is shown in Fig. 5, wherein each
main array is composed by N = 49 radiating elements and
it is supplemented by four additional 7-element winglets,
for a total of N ′ = 49 + 4 × 7 = 77 elements. Keeping

3Actually, the folded winglets increase the satellite height at launch
time, thus occupying a slightly larger launcher fairing volume.
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Fig. 3. FoA gain ζ(ϕ, θ = 0) on the horizontal plane for
different values of the array spacing ∆.

Fig. 4. FoA gain ζ(ϕ, θ = 0) on the horizontal plane for
different values of the number of satellites (arrays) S.

the same spacing d between the elements of the main
array, the inter-array spacing ∆ is larger than without
winglets. However, if we consider the wingleted-arrays,
the closest distance between elements in the winglets of
two adjacent arrays remains the same ∆. To visualize it,
Fig. 6 shows the punctured appearance of the FoA with
wingleted-arrays for the same base array as in Fig. 5 and
with S = 9. This arrangement is more convenient than a
standard N = 9×9 = 81 one, with a number of radiating
elements similar to 77: for the same inter-element distance
d, the conventional 9× 9 array requires a larger launcher
fairing – this is the very advantage of using the wingleted-
array configuration. Note also that, while the winglets in
the example reported in Figs. 5-6 host only one row of√
N = 7 radiating elements, each winglets can in general

host up to
(√

N − 1
)
/2 rows of

√
N radiating elements,

while ensuring proper unfolding after the launch. This
approach is considered in the numerical results presented
in Sect. IV.E.

To assess the benefits of the winglets, we can extend
the analysis in Sect. II.A to the array with winglets, by
simply including the location of each winglet element
into (2). The performance of the punctured array with

∆

Fig. 5. An array configuration with N = 49 radiating
elements and four winglets, each hosting 7 radiating
elements.

Fig. 6. Punctured appearance of a FoA with S = 9 and a
wingleted elementary array as in Fig. 5.

winglets is analyzed in Fig. 7, in which the square array
configuration depicted in Fig. 1 is considered, using again
λ ≃ 13.6 cm (L ≅ 3.68m with N = 49), S = 25,
d = 4.5λ, and ∆ = 1.25L. In particular, black and blue
lines report the radiating pattern for two cases with no
winglets (the usual N = N ′ = 49 array and a larger
N = N ′ = 81 array, respectively), whereas the red
line depicts the case with N = 49 and one row of 7
radiating elements per winglet (N ′ = N + 4 × 7 = 77
radiating elements per array). The wingleted-array is an
intermediate case, as it shares with the usual array (black
line) the same number of central radiating elements (area
at launch), whereas it shares approximately the same
number of overall radiating elements (therefore FoA gain)
with the larger array (blue line). The punctured FoA
has a larger (peak) gain than its conventional counterpart
without winglets for the same total number of radiating
elements, due to the overall area increase. It also exhibits
higher grating lobes because of the larger degree of
sparseness introduced by the puncturing pattern. The
advantage of such configuration wrt our communication-
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Fig. 7. FoA gain ζ(ϕ, θ = 0) in the horizontal plane for
different array configurations (S = 25).

related key performance indicators (KPIs) will be evalu-
ated in Sect. IV.

D. Impact of FoA instability/miscalibration

When actually implementing the FoA architecture, a
major difficulty arises in ensuring phase stability (cali-
bration) across arrays, since they are hosted by different
satellites with coordinated, but individual attitude control,
and since they are fed by coordinated but individual
RF transmitters. It is therefore pivotal to understand the
antenna pattern sensitivity to possible calibration errors
among the various FoA chains. To this aim, we introduce
a random phase shift φs that is specific of the s-th
satellite (array) modeling the effect of such instabil-
ity. The normalized array response therefore becomes
ζ(ϕ, θ) =

∣
∣ 1
NSa

H(0, 0)ã(ϕ, θ,Φ)
∣
∣
2

where

ã (ϕ, θ,Φ) ∈ C
NS =

[
ã
T
1 (ϕ, θ, φ1) , . . . , ã

T
S (ϕ, θ, φS)

]T
,

(16)

with ãs (ϕ, θ, φs) = ejφsas (ϕ, θ), and Φ = [φ1, . . . , φS ]
T .

The entries of the latter vector are a set of indepen-
dent, identically distributed random variables represen-
tative of errors in the satellite spatial/electrical align-
ment/determination.

Fig. 8 shows the sensitivity of the FoA pattern gain
to phase inaccuracy. Each plot is computed assuming that
{φs}Ss=1 is uniformly distributed in

[
−φ,+φ

]
, φ = 0◦

(black line) representing the case with perfect calibration.
The other cases represent increasing instability with φ =
10◦, φ = 40◦, and φ = 90◦ shown in red, blue, and green
lines, respectively.

To better emphasize the impact of phase instability,
only one random realization per value is considered. We
performed many trials with independent realizations, and
we always found similar results to the one shown here,
that can be considered typical. We see that the higher φ,
the larger the asymmetry of the pattern, but the impact of
mis-calibration on the overall FoA gain is not disruptive.

Fig. 8. 2D FoA gain ζ(ϕ, θ = 0) as a function of the
maximum phase instability per array. λ ≃ 13.64 cm, S =
169, N = 49, d = 4.5λ (L ≃ 3.68m), and ∆ = 1.25L).

Furthermore, the sensitivity to random phase errors is
reduced by increasing S.

E. FoA feeding network

Before delving into performance analysis of the com-
munication network, we have to tackle a final fundamental
issue regarding how the FoA receives/sends out the very
many signals that are either transmitted in the downlink
or received in the uplink. This is an issue indeed since
the FoA technology is intended to handle a very large
throughput/bandwidth, so that managing such aggregated
wideband signal is not trivial. Just to make and example,
assume that each satellite handles a chunk of 60 MHz
bandwidth at S-band, and that our FoA support few
thousand of beams – we end up with an aggregated
bandwidth of several hundreds of GHz to feed the FoA
from Earth. The problem is similar to what designers face
today when trying to deploy and operate a very high
throughput satellite (VHTS) [13] whose total handled
throughput is designed to be in the order of several
hundreds of Gbps. In addition to Ka-band feeds, such
demanding configuration may also need free-space optical
links to maximize throughput while keeping the number
of gateways limited to an acceptable amount.

We will quantify this requirement and propose a
solution later on in Sect. V.A (based on a feeding, central
satellite that drives via inter-satellite links (ISLs) all of
the smaller satellites in the formation), when we present
study cases with specific figures for the FoA configuration
and the bandwidth to be handled.

III. Communications network modeling and KPIs

The FoA technology can be used, together with appro-
priate beamforming, to create a tight multi-beam footprint
on Earth to provide digital connectivity to a population of
mobile users, equipped with a 4G-like handheld mobile
terminal. The goal is to come as close as possible to the
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requirement in terms of throughput/unit area ρ (measured
in Mbps/km2) of a terrestrial 4G cellular network serving
a rural area with modest user density. We limit our
ambition to this, as the preliminary results reported in
Sect. I show that truly 5G broadband mobile figures
are not achievable with low-cost, low-weight hand-held
terminals and acceptable size FoA.

In the following we adopt a plain beamforming to
generate a regular beam pattern without any attempt to
adaptively minimize the other beam sidelobes effects
by means of pre-coding techniques. This assumption is
justified by the need to keep payload complexity within
affordable limits and the potential limited performance
gain achievable in practice. In fact, some recent work
(e.g., [14], [15]) shows that the advantage of ideal mini-
mum mean square error (MMSE) pre-coding in a realistic
satellite multi-beam scenario is rather limited compared
to optimized high overlapped regular beam pattern with
high-performance linear complexity radio resource man-
agement (RRM) [15]. This pragmatic massive multiple-
input multiple-output (mMIMO) approach has sizeable
complexity and implementation advantages, in particular
when the traffic scenario is highly dynamic, as in the LEO
case.

A. Network configuration

We consider a multi-beam satellite network with fre-
quency reuse to provide spatially continuous service pro-
visioning over the covered area. The maximum coverage
area is determined by the satellite (one-sided) coverage
angle θ given by [16]

θ = sin−1

(
Re

Re + hsat

cos ǫ

)

, (17)

where Re = 6, 371 km is the Earth radius, hsat is the
satellite height above the ground, and ǫ is the minimum
elevation angle for the user terminal on Earth to receive
the satellite signal. The value θ will represent our inves-
tigation boundary for the FoA and network performance.
Thanks to the symmetry of the FoA, coverage will be
the same in the azimuth direction: ϕ = θ. Using the
values introduced in Table I for the satellite orbits, we
get θ ≅ 4.3◦ for the regional GEO and θ ≅ 44.8◦ for
LEO. The coverage area is assumed to be circular, with
radius hsat tan(θ).

Each beam serves a certain number of user terminals
(UTs), with an unspecified multiplexing technology based
on orthogonal resources in time, in frequency, and/or in
both. Sticking to a conventional frequency-reuse coloring
scheme with reuse factor M [17], all beams are contin-
uously transmitting with a reduced bandwidth allocation,
so that the aggregate bitrate per beam is correspondingly
reduced by the number M of frequency sub-bands that
are adopted.

We will also assume to operate the downlink in the
S-band using a total available bandwidth B [18]. This
frequency band, next to the terrestrial mobile networks

frequency allocation, facilitates the reuse of the terrestrial
UT antenna and RF front-end. The disadvantage is the
relatively limited available bandwidth B (a few tens of
MHz) that forces to keep the reuse factor M as low as
possible so that the beam/UT peak bitrate is not reduced
too much. For this reason, we adopt in the following either
M = 1 or M = 3, thus limiting the potential benefits
deriving by possible dynamic RRM.

B. Channel model, payload and beamforming

Based on the network model above, we partition our
service area into a maximum number K of beams, that
depends on the coverage area radius and the reuse factor
M , with beam k, k = 1, . . . ,K ≤ K serving a certain
number of UTs. In the following we will analyze inter-
beam interference in the user downlink, concentrating on
the sub-population of all of the users that are allocated to
the same orthogonal resource in each beam (those who
can reciprocally create inter-beam interference). Within
this sub-population, the user identifier clearly coincides
with the beam identifier k.

We assume a Ku- or Ka-band feeder link from the
gateway Earth station to the satellite (or from another
satellite in the constellation when the LEO satellite is
not in contact with the ground) with high-gain antenna,
so that the feeder link signal-to-noise ratio (SNR) is
not significantly affecting the overall forward-link per-
formance. We also consider a user downlink bandwidth
B = 60MHz (neglecting possible flux density limitations
deriving from applicable regulations) as a 5G-oriented
assumption. More details about system parameters can
be found in Sect. IV.

The UT is equipped with a low-gain omni-directional
antenna, similar to the ones used for terrestrial hand-
held phones. The corresponding G/T = −31.6 dB/K is
in line with 3GPP’s NTN 5G current assumptions [19].
In addition, a 1-dB demodulator implementation loss is
also considered.

We assume an ideal payload composed of an on-
board processor implementing the appropriate beamform-
ing which routes all of the active UTs’ resource elements
to the appropriate beams. We denote by K ⊆ {1, 2, ...,K}
the set of active UTs, |K| = K ≤ K, and sk the downlink
(DL) data signal intended for the UT k ∈ K, and pk
the k-th transmitted power. The signal sk is subject to a
beamforming vector vk ∈ CNS that routes sk towards its
appropriate beam:

vk =
a(ϕk, θk)√

αk
, (18)

where αk is a normalization factor adopted by the FoA.
In particular, throughout the paper we consider αk =
α = tr

(
V

H
V
)
, where V = [v1, . . . ,vK ] is the matrix

collecting all beamforming vectors.
The received signal by the UT k is modeled as

yk =
√

βka
H(ϕk, θk)x+ nk (19)
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where βk is the attenuation experienced by the transmitted
signal, nk ∼ NC(0, σ

2) is additive white Gaussian noise
(AWGN) with variance σ2, and x ∈ CNS is the DL signal
transmitted by the FoA

x =
∑

k∈K

vksk. (20)

According to our model, and considering αk = α ∀k,
the signal-to-interference-plus-noise ratio (SINR) experi-
enced by UT k is

γk =
|aH(ϕk, θk)a(ϕk, θk)|2pk

σ2/βk +
∑

i∈K,i6=k |aH(ϕk, θk)a(ϕi, θi)|2pi
, (21)

which will be used as a key factor to compute
the communication-related performance in Sect. IV.
The different parameters in the SINR computation
({βk},{pk},σ2) result from system assumptions and a
detailed link budget computation, as described in the next
section.

C. User traffic model

In our overall efficiency computation, we will consider
two different scenarios for the user-generated data traffic
and for our system layout:

• Uniform, continuous traffic across the whole satellite

coverage area (T1): In this case, we instantiate a
large number of active contiguous beams with a
relatively small (frequency or time) reuse factor
M = 3 (see Fig. 9(a)) – a universal frequency reuse
with M = 1 is considered to be too “aggressive” as
it leads to a problematic link budget event with low-
rate error protection coding and small-cardinality
signal constellations. The M = 3 different colors
in Fig. 9(a) correspond to the different subsets of
orthogonal resources (sub-bands).

• Isolated, bursty spots of traffic (not requiring con-

tinuous coverage) (T2): In this case we assume for
simplicity the presence of regularly spaced uniform
traffic “islands” matching the beam size. In partic-
ular, we assume that each active beam is at the
center of a cluster of C = 7 beams, with the
surrounding 6 being inactive (see Fig. 9(b)). In this
case, the reuse factor may be M = 1, allocating all
the available bandwidth to the active/(central) beam.
The active beams in Fig. 9(b) are all-color, meaning
that all resources are available and re-used in each
beam. We are aware that this regular traffic cluster
geometry may not be very realistic, as actual clusters
will be irregularly distributed. However, this model
is considered appropriate enough for our scenario
assessment.

D. Key performance indicator: network throughput

Evaluation of the SINR as in (21) according to the
traffic models of scenarios T1 and T2 is the key to

(a) T1 model.

(b) T2 model.

Fig. 9. Beam placement and user allocation as functions
of the user traffic model.

deriving our main KPI, i.e., the network throughput ρ as
outlined in the sequel.

Assuming Gaussian statistics for the inter-beam in-
terference, the spectral efficiency of the user link can
be evaluated according to 3GPP’s 5G NTN performance
specification [19] in Table II, which maps the user SINR
to a spectral efficiency η. The network throughput in terms
of total bitrate per beam will just be the product between
this spectral efficiency η and the assumed bandwidth
B/M in a beam (M the reuse factor), i.e., Bη/M .

The aggregate network throughput across the K active
beams will be K · Bη/M , and the final datum of bitrate
per km2 ρ will be the aggregate throughput divided by the
coverage area (depending in its turn on the coverage angle
of the FoA). This computation is a bit complicated by the
necessity to set a reasonable number of satellites forming
the FoA, and to take into account all of our assumptions
or constraints about available power, channel status, etc.
Therefore the KPI ρ is found following a series of steps
summarized as follows:

1) A minimum target bitrate/beam over a certain
coverage area is set as a worst-case design goal.

2) The key system parameters corresponding to the
scenario of interest are established: orbit, user link
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Required SINR at
-7 -6 -5 -4 -3 -2 -1 0 1 2 3

BLER=10−2 [dB]

Spectral efficiency η
0.20 0.23 0.31 0.38 0.49 0.59 0.69 0.82 0.95 1.11 1.28

[b/s/Hz]

Table II. 3GPP 5G NTN PHY performance on the AWGN channel.

frequency, assigned bandwidth, satellite platform,
payload, array size, traffic model, etc...) - we will
detail such parameters in the next Section.

3) The number of satellites S for the FoA is fixed,
so that the FoA gain and coverage angle is de-
termined. A reasonable value is that leading to
a beam diameter comparable to the size of a
terrestrial rural cell.

4) The available DC power for each satellite is de-
rived.

5) The available RF power for each satellite array is
computed.

6) An initial number of active beams K = K is
computed, according to the beam size as above
and to the extension of the target coverage area.

7) The physical-layer (PHY) configuration from Ta-
ble II that allows to attain the minimum target
bitrate per beam for the most critical link budget
configuration is selected. The same configuration
is retained also for the less critical cases.

8) The link budget, including the interference coming
from the other active beams, is computed, leading
to the evaluation of the user SINR. Either one of
the following cases can occur:

a) The link margin is positive. In this case we
get back to step 7 selecting the next, more
spectral efficient PHY configuration.

b) The link margin is negative. Then, the num-
ber of beams is reduced starting from the
outermost ones (the power/beam is increased
but the coverage area is correspondingly
reduced) proportionally to the inverse of the
current link margin (in linear units) and step
8 is repeated until the margin is positive
again, but so small that a more efficient PHY
configuration cannot be selected.

9) At the end of this iterative procedure, the number
of active beams K and the network throughput
ρ are obtained under the relevant system assump-
tions and constraints. With these values, the bi-
trate/beam and the (both absolute and normalized
per area) network throughput are computed.

In the following section, we will present detailed
results derived after this procedure in the two reference
cases (GEO/LEO) that we have already introduced.

IV. FoA/network configuration and performance
results

A. Description of use cases

As already mentioned, we will focus our attention
on two main use cases: a GEO satellite intended for
regional service (R-GEO) and a LEO satellite in a global-
coverage constellation. As already mentioned, our target
is to design the FoA in order to provide an acceptable
performance to a standard hand-held terminal.

The array spacing is selected to avoid grating lobes in
the coverage area, introduced in Sect. III.A. The reason
for the different array elements spacing in these two study
cases is related to the larger LEO array field of view
compared to the R-GEO case. The approximate equation
to compute the normalized element spacing d/λ is [20]

d

λ
≤ 1

2 sin
(
θ
) , (22)

where θ represents the coverage angle (17) of the FoA.
This also impacts, together with all the parameters

introduced in Sect. II (notably, the number of radiating
elements per satellite N and the number of satellites
S), the array response vector a(ϕ, θ) (3), that is used to
numerically compute the on-ground beam radius R. In
particular

R = hsat tan(ϕ−3 dB), (23)

where hsat is the satellite height introduced in
Sect. III.A, and ϕ−3 dB is the azimuth angle such that
‖a(ϕ−3 dB, 0)‖2/‖a(0, 0)‖2 = 1/2.

The size of the FoA is also crucial for the determi-
nation of the available onboard power. In particular, we
assume that each array has a flat shape with solar cells
mounted on the reverse side of the array pointing to the
Earth, so that the array area determines the available direct
current (DC) power. For simplicity, we optimistically as-
sume that the satellite power subsystem is able to generate
a certain average DC power for each solar generator (SG)
square meter, irrespective of the variation of the attitude
and position of the satellite

We also make realistic assumptions about the split of
the available satellite DC power among the different sub-
systems (e.g. platform, digital processor, receiver front-
end) to evaluate the available transmit RF power. In both
use cases (LEO/GEO) we assume to operate the solid-
state power amplifier (SSPA) at 1-dB compression point
with an SSPA efficiency of about 40%. For this reason,
the overall DC-to-RF conversion efficiency efficiency is
equal to (40 − 5)% = 35%. Further assumptions on the
satellite platform power are summarized in Table III.
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Parameter R-GEO LEO Unit

Solar DC power/unit surface 200 200 W/m2

Array surface 13.56 14.16 m2

Solar DC power/array 2711 2833 W

Tx platform DC power ratio 40 25 %

Max platform DC power per Tx array 1084 708.25 W

Tx DC-to-RF conversion efficiency 35 35 %

Max Tx RF power available per array 379.6 247.9 W

Table III. Satellite platform assumptions.

To make our analysis as realistic as possible, on top
of the downlink free-space path loss βk, we applied
additional signal attenuation terms. In particular, we in-
cluded an (average) 0.5-dB atmospheric loss, a user body
adsorption loss of 3 dB, and a fading margin of 3 dB on
top of the ideal AWGN channel link budget to account
for the effect of mild, slow Ricean fading effects. Then,
we made a distinction between two different channel
conditions that we label C1 and C2:

• C1: tree shadowing: We add in this case a further
(average) 4-dB tree shadowing loss.

• C2: clear path (no shadowing): This case corre-
sponds to a line-of-sight link with no further atten-
uation in addition to the ones above.

Both channel conditions affect the useful as well as the
co-channel interfering signal(s) coming from the other
beams.

B. Performance results: Evaluation of the SINR and
preliminary throughput computation

To understand the capability of our analysis and its
output, we do not set at first any throughput specification
to be met, but we just analyze the resulting system
efficiency in terms of bitrate/unit area ρ as a function
of the number of satellites in the FoA. Fig. 10 shows the
achievable ρ in a simplified test-and-validation GEO case
with 7× 7 arrays and with the usual power assumptions,
but with no mobile channel impairments (i.e. AWGN
channel with no shadowing) and in traffic scenario T1.
Below the minimum number of satellites S = 9 reported
in the plot, the link budget cannot be closed and no
data are available. Beyond this threshold, the efficiency
ρ just increases as expected with the number of satellites,
coming close to values similar to those of a terrestrial cel-
lular system (ρ ≃ 0.1 Mbps/km2). It should be remarked
that increasing the number of satellites composing the
FoA, means reducing the beam size and increasing the
number of active beams to cover the same area on ground.
This result shows the scalability allowed by the FoAs
concept, i.e., the number of satellites can be increased
progressively to match the growing traffic demand.

Fig. 10. Achievable area throughput ρ as a function of
the number of satellites S (R-GEO scenario).

Parameter Symbol Value Unit

Single SSPA saturated power 2.0 W

Output back-off 2.0 dB

Antenna losses 1.3 dB

Array element gain Γ 23 dBi

Array element spacing d/λ 4.5

Number of array elements N 49

Array length L 3.68 m

Array area 13.56 m2

Array to array gap 0.92 m

Number of satellites S 1, 089

Total FoA area 14, 762 m2

FoA overall antenna directivity 66.3 dBi

FoA maximum scanning angle θ ±4.3 degrees

Table IV. FoA parameters for the regional GEO case.

C. Performance results: Regional GEO

We tackle now the realistic case of a regional (con-
tinental) GEO FoA serving hand-held mobile terminals
operating at S-band. The FoA parameters considered for
this example are summarized in Table IV. We compute
the maximum array element spacing by using θ = 4.3◦

in (22), thus getting d/λ ≤ 6.7. To avoid grating lobes
occurring too close to the border of the coverage area,
we select d/λ = 4.5, which, using an array length
L = 3.76m (based on the considerations of the fairing
size in Sect. II.B), yields N = 49.

The orbital height is 35, 870 km and the satellite
elevation is 60◦ corresponding to a free space loss of
190.8 dB. As previously mentioned, the array size for
each satellite is determined by the accommodation space
in the launcher fairing.

Following the approach that we have described in
the previous section, we derived the results shown in
Table V. We see that the aggregate throughput largely
depends on the traffic and channel scenario and ranges
from 73 to 328 Gbps - de facto, the link budget is
limited by the low G/T ratio of the hand-held UT. The
highest throughput is achieved for case T2/C2 which takes
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advantage of the limited co-channel interference and good
channel condition with no shadowing losses. In reality,
the C1 case provides a more realistic throughput estimate
considering typical mobile users’ operating conditions.

The resulting values of ρ are quite remarkable, thanks
to a very large FoA equivalent size (about 110× 110m)
obtained through the use of 1, 089 small satellites (each
with an antenna aperture of about 4m) and a large
number of active beams (5, 417-12, 479). Depending on
the scenario, each beam provides from 10 to 60 Mbps, to
be shared by all users served by that beam, and has an
on-ground beam radius R (23) of about 14 km, yielding a
throughput ρ in the range of 2.05× 10−2 ÷ 1.15× 10−1,
which is fully comparable to that of a terrestrial 4G rural
macro-cell. This further demonstrates the challenge in
getting even 4G-like services by satellite to hand-held
terminals that was illustrated in [3]. Finally, the coverage
area depends on the number of active beams for each
scenario, and ranges from about 2.8 to 6.6 millions of
km2, i.e., a substantial part of a continent (the whole
Europe measures about 10.2 millions km2).

D. Performance results: LEO

As a second system scenario, we consider a LEO FoA
serving hand-held mobile terminals operating at S-band.
In the previous GEO case, we assumed a single very large
FoA serving a relatively large (continent-wide) region; in
this LEO case we will have as many FoAs as satellites in
the LEO (mega-)constellation serving the whole Earth.
The FoA parameters considered for this example are
summarized in Table VI. As for the R-GEO case, we
derive the array element spacing by using (22) with
θ = 44.8◦. In this case we get d/λ ≤ 0.7, and we select
d/λ = 0.6 to avoid grating lobes too close to the coverage
area. Considering an array length L = 3.76m (based on
the considerations of the fairing size in Sect. II.B), we get
N = 2, 209 using d/λ = 0.6.

To determine the number of satellites S, we consider
a beam size comparable with a terrestrial scenario. Based
on numerical calculations, using hsat = 550 km and S = 5,
using (23) we get R = 3.1 km at nadir. Even considering
the elliptical shape given by the LEO when scanning the
coverage area, we get the largest semi-axis at θ equal to
R/ cos

(
θ
)
= 4.4 km, which is still lower than the one

provided by the R-GEO (14.2 km). For this reason, we
focus on an FoA with S = 5 satellites (thus somewhat
violating the hypothesis of a square FoA illustrated in
Sect. II), composed by a central satellite contoured by 4
satellites on each side, since larger FoA sizes (e.g., S = 9)
yield too small beam sizes.

The LEO relevant results are presented in Table VII.
We see that the required LEO FoA array aperture is con-
siderably smaller than the regional GEO one – something
to be largely expected. The FoA equivalent aperture is 71
m2 obtained by 5 satellites, and the aggregate throughput
ranges from 0.6 to 19.5 Gbps depending on the traffic and
channel assumptions (with the more realistic C1 value

ranging from 579 to 772 Mbps). Each beam provides
about 10 Mbps to be shared by all users across a radius R
of about 3 km (much smaller of course than for the GEO
case), and the area throughput ρ = 0.43 Mbps/km2 is
fully comparable to a terrestrial 4G rural macro-cell’s. The
coverage area of the LEO FoA is 1, 342-44, 351 km2, so
that we estimate a number of a few thousands of satellites
to provide continent-wide or global coverage.

Contrarily to the GEO case, the size of the FoA for
a LEO satellite is relatively small (8.4 × 8.4m2). In this
case, a mechanically deployable large phased array with
an aperture equivalent to that of our FoA may represent
an attractive alternative. On the other hand, envisaging a
larger LEO FoA makes the size of each beam too small,
creating exceedingly frequent satellite-induced handovers.

E. Performance results: Regional GEO with winglets

Finally, we investigate the potential advantage of
introducing the winglets discussed in Sect. II.C. To make
a fair comparison, we studied three regional GEO config-
urations with winglets of increasing size dubbed W1, W2,
W3, retaining the same overall FoA gain as in the case
without winglets, named W0. The FoA parameters are
summarized in the first five lines of Table VIII. Our main
result is that we can keep the same FoA directivity while
progressively reducing the number of satellites S from
1089 (reference case W0 without winglets) to 729 for
the case W1 (accommodating four winglets, each hosting
one row of 7 radiating elements), 529 for the case W2
(accommodating four winglets, each hosting two rows
of 7 radiating elements each), and 441 for the case W3
(accommodating four winglets, each hosting three rows
of 7 radiating elements each), respectively.

The corresponding system level performance results
are summarized in the remaining lines of Table VIII.
We see that the introduction of the winglets allows us to
increase the normalized system throughput while reducing
the required number of satellites composing the FoA.
This is because the overall FoA’s area is increased by
the presence of winglets despite the presence of “holes”.
The increased area also provides more overall DC/RF
power, making the link budget improve. In particular,
configuration W2 provides a coverage similar to W0
with half the number of satellites, a remarkable 58%
increase in total throughput and a 57% improvement of
normalized throughput per km2. The configuration W3
allows to reduce by a factor 2.4 the number of satellites
at the expenses of a 32% reduction in the coverage
area but with a 11% increase in the total throughput
and a 62% improvement of normalized throughput per
km2. Configuration W1 is the least attractive winglet
configuration of the three, with severely reduced coverage
area and throughput compared to W0.

These findings demonstrate that, despite the sparsity
of the W2 FoA geometry with associated increase in the
antenna sidelobes level, the system performance is clearly
much better than the configuration W0 without winglets.
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Parameter T1, C1 T1, C2 T2, C1 T2, C2 Unit

Single satellite total output RF power 239.5 239.5 239.5 239.5 W

FoA overall output RF power 53.3 53.3 53.3 53.3 dBW

FoA overall effective isotropic radiated power (EIRP)/beam 83.0 80.4 84.0 84.0 dBW

Line-of-sight downlink SNR 11.6 8.9 12.6 12.6 dB

Downlink SIR 6.6 6.1 12.9 12.8 dB

Total SINR with shadowing 2.0 2.5 4.1 6.5 dB

PHY spectral efficiency 0.59 0.59 0.82 1.11 b/s/Hz

Required PHY SINR −2.0 −2.0 0.0 +2.0 dB

Approximate beam radius on ground 14.2 14.2 14.2 14.2 km

Single-beam throughput 10.7 10.7 44.7 60.5 Mbps

Number of active beams 6, 777 12, 479 5, 417 5, 417

Aggregate throughput (active beams) 72.70 133.87 242.29 327.98 Gbps

Coverage area 3, 563, 449 6, 561, 647 2, 848, 341 2, 848, 341 km2

Area throughput ρ 2.04E−2 2.04E−2 8.51E−2 1.15E−1 Mbps/km2

Table V. Link budget and throughput estimation for the regional GEO case.

Parameter Symbol Value Unit

Array element gain 5.55 dBi

Array element spacing d/λ 0.6

Number of array elements N 2, 209

Array length L 3.76 m

Array area 14.16 m2

Array to array gap 0.94 m

Number of satellites S 5

Total FoA area 70.8 m2

FoA maximum scanning angle θ ±44.8 degrees

Table VI. FoA parameters for the LEO case.

This comes at the expenses of the increased thickness of
the single satellite arrays when folded for launch.

V. System architecture and feeding/beamforming

network

As already anticipated, the (good) results derived
in the previous section can be actually experienced
only if the FoA is adequately fed by a wideband net-
work/beamformer. The purpose of this section is to tackle
this issue for the FoA size of our study cases, and come
up with possible solutions.

A. System architecture

In line with the approach described in [10], we assume
that the FoA’s (small) array satellites are connected to a
unique (larger) central satellite (CS) (Fig. 11) performing
the following tasks:

• connect to the Earth gateways (GWs) through several
feeder links;

• perform feeder-link-to-beams routing, implementing
beamforming if this function is centralized;

• connect the CS to the FoA satellites by means of
ISLs;

GW 1 GW 2

GW G

CS

✁
✁✕

sat. s

ISL
s

Fig. 11. FoA overall system architecture.

• control the array satellites’ relative positions;
• compensate for carrier Doppler-shift and Doppler-

rate affecting the center of the beams generated on-
ground;

• compensate for possible residual differential phase
errors across the different arrays of the FoA.

In our understanding, the CS is a necessary entity for
the FoA as there is no possibility to directly feed the
single satellites, because of the difficulty to address them
individually from the Earth.

B. Beamforming/feeding network

The sparsity of our FoA antenna architecture allows
for two distinct approaches in the beamforming/feeding
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Parameter T1, C1 T1, C2 T2, C1 T2, C2 Unit

Single satellite total output RF power 156.4 156.4 156.4 156.4 W

FoA overall output RF power 28.0 28.0 28.0 28.0 dBW

FoA overall EIRP/beam 54.4 53.2 43.22 39.2 dBW

Line-of-sight downlink SNR 16.0 14.8 4.8 0.9 dB

Downlink SIR 3.4 2.8 5.1 5.0 dB

Total SINR with shadowing 2.0 1.9 −3.0 −3.0 dB

PHY spectral efficiency 0.59 0.59 0.2 0.2 b/s/Hz

Required acsPHY SINR −2.0 −2.0 −7.0 −7.0 dB

Beam radius on ground 3.1 3.1 3.1 3.1 km

Single-Beam throughput 10.7 10.7 10.9 10.9 Mbps

Number of active beams 54 72 712 1, 785

Aggregate throughput (active beams) 579 772 7, 767 19, 473 Mbps

Coverage area 1, 342 1, 789 17, 690 44, 351 km2

Area throughput ρ 4.32E−1 4.32E−1 4.39E−1 4.39E−1 Mbps/km2

Table VII. Link budget and throughput estimation for the LEO case.

Parameter W0 W1 W2 W3 Unit

Number of array elements 49 49 49 49

Number of radiating elements/winglet 0 7 14 21

Number of satellites S 1, 089 729 529 441

Total FoA area 14, 762.25 14, 823.2 14, 342.0 14, 945.3 m2

FoA overall antenna directivity 70.33 70.55 70.50 70.74 dBi

Single satellite total output RF power 304.5 424.3 544.0 663.8 W

FoA overall output RF power 54.3 56.0 57.0 58.1 dBW

FoA overall EIRP/beam 85.0 88.6 85.9 88.8 dBW

Line-of-sight downlink SNR 13.6 17.1 14.5 17.4 dB

Downlink SIR 12.9 6.2 8.4 6.0 dB

Total SINR with shadowing 4.8 4.0 4.2 4.0 dB

PHY spectral efficiency 0.82 0.82 0.82 0.82 b/s/Hz

Required PHY SINR 0.0 0.0 0.0 0.0 dB

Approximate beam radius on ground 14.2 10.9 11.3 11.2 km

Single-beam throughput 44.7 44 44.7 44.7 Mbps

Number of active beams 5, 417 3, 684 8, 585 5, 946

Aggregate throughput (active beams) 242.3 163.2 384.0 265.9 Gbps

Coverage area 2, 848, 341 1, 122, 709 2, 865, 999 1, 928, 531 km2

Area throughput ρ 8.51E−2 1.45E−1 1.34E−1 1.38E−1 Mbps/km2

Table VIII. Link budget and throughput estimation for the regional GEO case T2-C1 with (W1, W2, W3) and without
winglets (W0).

network (BFN) implementation, namely, distributed and
centralized.

At a first glance, the BFN can be more easily imple-
mented by each single satellite in a distributed fashion.
In this option, the CS splits the feeder-link beam signals
coming from the GWs, and routes them to the appropriate
individual satellite(s) by means of a dedicated, local ISL.
Each array satellite will individually take care of the
BFN implementation. The other option is to have all
BFN functions centrally implemented by the CS, and
the relevant pre-processed outputs sent to the individual
satellites via the same ISLs.

It is easy to see that the distributed BFN architecture
has a major drawback for the most demanding R-GEO
case. This is because the number of active beams K

is much larger than the number of the satellites’ array
elements N . As a consequence, the throughput of each
ISL (proportional to K) is much higher than in the case of
the centralized BFN architecture (throughput proportional
to N ). For this reason, we will focus in the following on
centralized beamforming only. It should be remarked that
a true delay BFN should be adopted for the CS when the
narrowband phased array condition [21] is not verified.
This corresponds to the case when the signal bandwidth to
carrier frequency ratio B/f0 does not satisfy the condition

B

f0
≪ λ

D sin (θmax)
, (24)

where D/λ is the normalized FoA dimension, and θmax is
the maximum array scan angle. Fig. 12 depicts a sample
architecture of a centralized BFN for our FoA. The G
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Fig. 12. Centralized BFN payload architecture.

incoming feeder links to the CS are filtered, amplified and
down-converted to an adequate intermediate frequency
that is compatible with the digital processor front-end.
The feeder links operating at Ka-band are all reusing
the same frequency. This is made possible by exploiting
spatial separation among GWs and sufficiently directive
CS receive antennas. Assuming standard feeder-link RF
bandwidth, the overall feeder throughput may require a
large number of Earth GWs.

Considering the total (large) number of FoAs elements
and the (large) number of beams to be generated, the best
solution to implement the BFN is a so-called transparent

digital processor. The transparent processor just digitizes
all of the input analog signals with adequate conversion
frequency, and then takes care of routing the (digital)
feeder link signals to the desired user link beam, after
filtering, switching and beamforming. The output of the
S × N phase shifters are multiplexed N at a time to
generate the S individual digital streams to be sent
through the respective ISLs to the different array satellites.
In the schematic of Fig. 12 we just refer for simplicity to
a single-color configuration as in the T2 case.

We drafted the specifications of the feeder link, the
ISL, and the digital processor for the most demanding
R-GEO and LEO cases discussed in Sect. IV – the
relevant results are shown in Table IX. As can be noticed,
the total ISL bandwidth required to connected the CS to
each satellite is not compatible with an RF-based solution,
and this is why we envisaged an optical ISL from the very
design onset. In particular, optical digital modulation is
certainly preferable to simplify the digital-to-optical ISL
section interface and to prevent possible calibration issues.

For the LEO case, the ISL bit rate is higher than for
the R-GEO since the number of feeds per satellite is 45
times higher. In this case, wavelength division multiplex-
ing (WDM) on each single ISL will be required. The ISL
digital optical message is received on each satellite and
then demultiplexed into N digital streams corresponding
to the different N array-element signals. After digital-
to-analog conversion (DAC) and up-conversion to the
downlink RF frequency, the N RF chains are filtered,
amplified and sent to the N array elements.

As indicated in Fig. 12, the final DAC-upconversion-
array-element feeds need to be calibrated by digitally
pre-correcting the array carrier differential phase errors.4

Fortunately, the CS tight control of the FoA’s geometry
allows to accurately pre-compensate the differential path
delays, reducing the residual calibration to a (centralized)
fine carrier phase control. Possible solutions to derive the
calibration data about the array RF chains are detailed in
Sect. V.C.

C. Calibration issues

We previously analyzed the impact of the array
feeding chains instability upon the FoA resulting beam
pattern. The possible differential phase errors are caused
by RF chain errors or uncompensated FoA geometrical
instabilities.

Considering stability of the formation, a very good
overview of satellite FF technology and missions is pro-
vided in [22], wherein modern control techniques are

4We assume here narrowband beamforming because the signal band-
width represents a small percentage of the carrier frequency.
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Parameter (R-GEO) T2, C2 (LEO) T2, C2 Unit

Number of beams K 5, 417 1, 785

Number of colors C 1 1

Number of array elements N 49 2, 209

Number of satellites N 1, 089 5

Bandwidth/beam 60 60 MHz

Number of bits ADC/DAC 8 8

Number of samples/bandwidth 2.5 2.5

Optical modulation spectral efficiency 2 2 bits/symb

Single ISL throughput BFN 59 2, 651 Gbps

Occupied ISL bandwidth 59 2, 651 GHz

Number of WDM required per ISL 1 27

Aggregated ISL bandwidth 64, 251 13, 255 GHz

Feeder link total bandwidth 325.02 107.1 GHz

Available feeder link RF bandwidth 3 3 GHz

Number of feeder link polarizations 2 2

Number of gateways required for each FoA G 55 18

Table IX. FoA Feeder link, ISL and processor sizing for the most demanding R-GEO and LEO cases.

in particular discussed. A summary of the performance
of NASA’s FF missions for remote sensing, associated
technologies and guidance navigation and control (GNC)
is also reported in [23]. A more recent detailed overview
of the current and future GNC and FF solutions in FF
is contained in [24]. The most typical GNC techniques
are based on global navigation satellite system (GNSS)
accurate positioning complemented by radio frequency
or optical satellite-to-satellite metrology. Our FF relative
satellite position accuracy requirement is in the order of
1 cm (i.e., 1/10 of the wavelength, see [5] and Fig. 3)
at a distance of a few meters, closely matching the
performance required by scientific missions [23], [24].
In addition, this stringent FF relative position accuracy
has to be implemented in relatively small and low-cost
satellites. The control accuracy challenge is even more
striking for LEO than for GEO orbits considering the
larger differential acceleration affecting the spacecrafts.
Fortunately, the GNC challenge can be mitigated in our
case considering that the (relative) position error affecting
each satellite can be compensated, as far as beamforming
is concerned, by real-time calibration of the FoAs: the
carrier phase of each (inter-satellite) link from the master
satellite feeding the FoAs to the other FoAs satellites
can be adjusted so as to re-phase the different elements.
This means that the cm-level accuracy requirement applies
to the accuracy of position determination rather than to
position keeping. The patent [10] discusses an approach to
control the relative position of the array satellites using the
force generated by electromagnetic coils on top of gravi-
tational ones. The array satellite instantaneous position is
based on a GNSS receiver installed on-board that provides
measurements to control the electromagnetic actuators.
The conclusion from the review of the references above
is that an FoA is challenging but realizable with the best
of current technology, but that some degree of instability
has anyway to be accounted for.

A good overview of the calibration aspects for active
antennas is contained in [25]. The selection of the most
appropriate calibration solution for the proposed FoAs is
beyond the scope of the current paper.

VI. Conclusions

In this paper, we have presented a theoretical analysis
of an FoA antenna, its preliminary design optimization,
and we have shown how to take advantage of this new
technology to improve network throughput in a multi-
beam S-band mobile communication system with low-
earth or geostationary orbiting satellites. The goal was on
one hand to prove that 4G-like communication services to
hand-held user terminals are indeed feasible, but on the
other that the adoption of new technologies are necessary.

In particular, we have shown that the FoA technique,
albeit challenging, appears feasible with state-of-the-art
satellite and antenna technologies. Whether it is demon-
strated that calibration errors among the sub-arrays do not
appear to have a major performance impact, the formation
flying requirements are very demanding. Through an
appropriate system analysis methodology that was specif-
ically developed, we have shown that a very large FoA
(15, 000 m2) in a geostationary orbit can provide almost
continental coverage with a network throughput ρ of 0.02
to 0.1 Mbps/km2, comparable to that of a rural terrestrial
cell. For the LEO scenario, the FoA solution appears less
attractive than for GEO systems because the necessary
antenna aperture to be synthesized is way smaller than
that necessary for the GEO orbit. Formation-flying-based
antennas for LEOs are therefore an interesting option but
not strictly necessary, as mechanically deployable phased
arrays may represent an attractive alternative.

Further work is needed to optimize the radiating
pattern of the FoA through appropriate optimization tech-
niques, in order to decrease inter-beam interference and
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increase network throughput. The way to achieve the
required formation flying accuracy, as well the payload
technological assessment and the satellite power sub-
system accurate modelling, are other aspects requiring
further investigation.
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