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The plasma sheath that forms around a body in hypersonic
flight can change the radar signature substantially. The prediction of

Manuscript received 12 October 2022; revised 17 July 2023; accepted 15
August 2023. Date of publication 31 August 2023; date of current version
8 December 2023.

DOI. No. 10.1109/TAES.2023.3310497

Refereeing of this contribution was handled by M. Gashinova.

This work was supprted in part by the French and the German MoD and
in part by a dedicated BAAINBw project.

Authors’ addresses: René Petervari and Stefan Brüggenwirth are
with the Cognitive Methods Department, Fraunhofer Institute for
High Frequency Physics and Radar Techniques (FHR), 53343
Wachtberg, Germany, E-mail: (rene.petervari@fhr.fraunhofer.de; ste-
fan.brueggenwirth@fhr.fraunhofer.de); Stephan Weidner and Alexander
Nekris are with the Department for Aerodynamics, Measurements, and
Simulations, French-German Research Institute of Saint-Louis (ISL),
68300 Saint-Louis, France, E-mail: (stephan.weidner@isl.eu, alexan-
der.nekris@gmail.com); Peter Knott is with the Fraunhofer Institute for
High Frequency Physics and Radar Techniques (FHR), 53343 Wachtberg,
Germany, and also with the Chair of Radar Systems Engineering, Institute
of High Frequency Technology (IHF), RWTH Aachen University, 52062
Aachen, Germany, E-mail: (peter.knott@fhr.fraunhofer.de). (Correspond-
ing author: René Petervari.)

© 2023 The Authors. This work is licensed under a Cre-
ative Commons Attribution 4.0 License. For more information, see
https://creativecommons.org/licenses/by/4.0/

radar–plasma signatures, however, is complex, since it incorporates
aerothermodynamics and electromagnetics and requires a number of
critical assumptions on chemical and aerodynamic parameters as well
as on the electromagnetic plasma model. Hence, such an approach
requires thorough experimental validation to estimate and reduce
its uncertainty. But radar data of hypersonic targets in free flight
are extremely rare, and if existing, mostly unavailable. A different
validation approach, which is common in aerothermodynamics, is to
use short-time shock tunnel facilities, where for a few milliseconds,
hypersonic flow conditions can be established. This article presents the
adoption of this principle to the prediction of radar–plasma signatures.
Under the hypersonic flow conditions inside a shock tunnel, a plasma
sheath was generated above the surface of a spherical wind tunnel
model and measured by an integrated experimental radar system. Af-
terwards, the plasma sheath and the radar signatures were simulated
combining aerothermodynamic and electromagnetic solvers. Despite
considerable uncertainties, good agreement between experiment and
simulation was achieved.

NOMENCLATURE
a, b, d Distances; [m].
B Bandwidth; [Hz].
c0 Speed of light; [m · s−1].
D Sphere diameter; [m].
e Electron charge; [C].
f Radar frequency; [Hz].
fC (Electron) collision frequency; [Hz].
fmax Maximum affected frequency; [Hz].
fP (Electron) plasma frequency; [Hz].
fPRF Pulse repetition frequency; [Hz].
fS Sampling frequency; [GS · s−1].
f0 Lower band limit frequency; [Hz].
g, l Indices; [-].
h Specific enthalpy; [MJ · kg−1].
H Altitude; [km].
H (r) Range transfer function; [-].
i Species ∈ {N2, O2, N, O, NO, NO+, e−}.
kB Boltzmann’s constant; [kg · m2 · s−2K−1].
me Electron mass; [kg].
M Reaction partner ∈ {N2, O2, N, O, NO,

NO+}.
Ma Mach number; [-].
n Refractive index; [-].
n(i) Number density of species i; [m−3].
p Pitot pressure; [Pa].
ε0 Electric field constant; [As/V/m].
r Range; [m].
R, RN Radius, nose radius; [m].

RCS Radar cross section; [m2].
s2(r) Radar range profile; [m2 · m−1].
S2( f ) RCS spectrum; [m2].
t Time; [s].
Te Electron temperature; [K].
Ts Total/stagnation temperature; [K].
Tt Translational, static temperature; [K].
Tv Vibrational, static temperature; [K].
U Velocity; [m · s−1].
v̄e Average electron velocity; [m · s−1].
x, y, z Spatial coordinates; [m].
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�tstart Time required for establishment of stationary
flow conditions; [s].

εr Relative permittivity; [-].
F Fourier transform operator; [-].
λ Wavelength; [m].
η Visualization adjustment factor; [-].
ρ Density; [g · m−3].
σ mat

sim/meas/re f RCS error estimate; [m2].
� Visualization of plasma caused RCS change;

[-].

I. INTRODUCTION

Due to the emergence of new hypersonic threats [1] and
the growing proliferation of ballistic missiles [2], there is an
increasing need for respective countermeasures. Because of
their long ranges and all-weather-capabilities, radar systems
are a vital component for the detection, tracking and iden-
tification of hypersonic threats as well as the guidance of
countermeasures. Any uncertainty about the reflection prop-
erties of hypersonic targets can have severe consequences,
and thus, must be avoided.

A central feature of hypersonic flight (Mach num-
ber Ma > 5) is the presence of a plasma sheath around
high-speed bodies at sufficiently high Mach numbers, flow
temperatures, and densities. Plasma is formed by ionizing
chemical reactions of the air molecules in high-temperature
regions along the body surface. These high-temperature
regions are caused by the strong compression across the
shock wave (shock-wave heating) and viscous dissipation
in the boundary layer, both typical for the hypersonic flight
domain [3, pp. 13–31 and 460]. Plasma is not electromagnet-
ically neutral and shows the behavior of a lossy, dielectric,
dispersive medium [4, p.136]. As such, it influences the de-
flection and absorption of incoming electromagnetic waves,
like microwaves used in radar systems.

Until today, some efforts have been made to identify the
impact of a plasma sheath on microwave propagation. Be-
sides radar signatures of hypersonic targets, also the study of
the radio communication blackout during the atmospheric
reentry is an important application area. Three main ap-
proaches have been established to solve the electromagnetic
interaction with a known plasma sheath. First, considering
the plasma sheath as layered medium with constant plasma
values in each layer [5], [6], [7], [8], second, applying ray
tracers [9], and third, solving the electromagnetic wave
propagation in plasma with rigorous numerical approaches
like finite-difference time-domain (FDTD) solvers [10],
[11], [12], [13]. These solutions, however, are not exact
and use some approximations like a rectangular grid in
usual FDTD schemes or require further assumptions like the
absence of a magnetic field to simplify the considerations.

Furthermore, each of the aforementioned techniques
requires information about the shape of the plasma and the
distribution of the plasma parameters, which are derived
from aerothermodynamics either by numerical simulations
or proper assumptions. Hence, they rely on accurate predic-
tions of relevant plasma parameters like electron density and

particle densities of molecular and atomic species. These re-
sult from temperature-sensible chemical reaction rates and
the respective collisional cross sections in high-temperature
air, which are still to some degree uncertain [14], [15]
and have been an active field of research until today [16].
Given these uncertainties, experimental reference data are
necessary to provide reliable predictions.

Other than for central aerodynamic parameters like tem-
perature or pressure, there are no standard techniques to
measure these microscopic quantities directly and relevant
experimental data for validation are thus rare. It relies
mainly on a few reentry flight experiments from the late
60 s and early 70 s with a 9◦ half-angle sphere cone [17].
A good reference for the validation of electron densities is
the RAM C-II flight experiment [18], [19], which was orig-
inally designed to study the radio communication black out
during the atmospheric reentry. The radar cross section was
studied in a later flight experiment during the Trailblazer
campaign with a ground based radar [20]. The complexity
of such experiments is high—not only in preparation but
also in flight. Multiple effects like turbulence, ablation, or
body motion happen at the same time and under changing
atmospheric conditions thus rendering it difficult to separate
them in the data to get further insights. The conditions are
not fully controllable and cannot be repeated easily. The
same applies to another common source of reference data:
the observation of targets of opportunity like reentering me-
teorites or space debris [21], [22], where even the presence
cannot be guaranteed.

To study the hypersonic regime, ground-based test
facilities like shock tunnels have been established [23].
Although, hypersonic flow conditions are achieved only
for short times, experiments can be repeated more often,
and model orientation as well as flow conditions can be
set more freely and repeatable. Hypersonic wind tunnels
also have some drawbacks since they introduce freestream
disturbances, and hence, flow conditions can show some
fluctuations [3, p. 330] as well as freezing of the vibrational
energy modes within the nozzle [3, p. 667]. By simulating
the flow generation process and measuring reference values
during each test, these newly introduced uncertainties can,
however, be reduced. Although, it is not possible to exactly
reproduce the conditions in hypersonic flight in a shock
tunnel, all important physical effects for the scope of this
study (surface heating, plasma formation, and interaction
with radar waves) can be reproduced. Hence, radar mea-
surements of bodies with plasma sheaths in hypersonic
wind tunnel flows could provide the missing reference data
that is required to validate the aforementioned simulation
of radar–plasma signatures. A first study employing mi-
crowave radiation for electron density measurements in a
hypersonic shock tunnel is documented in [24].

Although radar has a long-standing tradition in the
observation of high-temperature plasmas, especially for
nuclear fusion [25], it is no standard technique in hypersonic
wind tunnels. To the authors’ best knowledge, [26] is the
only other reference in open literature that provides exper-
imental radar data of a hypersonic plasma sheath acquired
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in a ground-based test facility. Due to the lack of calibrated
radar cross section (RCS) data, a quantitative validation
of radar simulation software was not possible, based on
the published data. Data for validation would require the
following:

1) A clear definition of test conditions (freestream
quantities, geometries etc.);

2) A simple geometry to facilitate the modeling and to
reduce the complexity in electrodynamic and aero-
dynamic simulations;

3) Quantitative, calibrated RCS measurements;
4) A set of varying conditions with relevant RCS

changes.

Addressing the aforementioned points, a shock tunnel
experiment was designed and proven feasible by numerical
analysis [27]. Following the same numerical approach, a
combination of computational fluid dynamics (CFD) and
electromagnetic simulations (FDTD) was established with
the aim of high-confidence predictions of radar–plasma
interaction. This article gives a detailed description of the
conducted shock tunnel experiments and compares the mea-
sured radar–plasma signatures with the respective numeri-
cal predictions based on the approach described in [27].

II. THEORY

A. Aerodynamic Plasma Generation

Aerodynamic plasma formation during the atmospheric
reentry is caused by chemical reactions in high-temperature
air. These high-temperature regions originate from flow
compression due to the present shocks and viscous dissi-
pation in the flow along high-speed bodies where strong
velocity gradients occur and kinetic energy is dissipated into
heat. Following [3, p. 590], at temperatures below 9000 K,
the most important reactions are

N2 + M ↔ 2N + M (1)

O2 + M ↔ 2O + M (2)

NO + M ↔ N + O + M (3)

NO + O ↔ O2 + N (4)

N2 + O ↔ NO + N (5)

N2 + O2 ↔ 2NO (6)

N + O ↔ NO+ + e− (7)

where M can be any of the molecules present in the flow. In
total, seven species are involved: N2, O2, N, O, NO, NO+,
and e−. Simulations have shown that in the considered range
of experimental conditions, temperatures will not exceed
9000 K. The last reaction (7) is responsible for plasma
formation in this temperature range [28].

B. Electromagnetic Plasma Model

In this article, the simplified plasma dispersion model,
is applied, which was derived in the feasibility study [27].
It is an implementation of the Drude model and in-
corporates a seven-species thermochemical model (i ∈

{N2, O2, N, O, NO, NO+, e−}) to calculate the central
parameters for the permittivity of the relevant electron
plasma

εr = 1 − f 2
P

f 2
(

1 − j fC
2π f

) (8)

which are the (electron) plasma frequency

fP = 1

2π

√
n(e−)e2

ε0me
(9)

and the (electron) collision frequency

fC =
7∑

i=1

n(i)v̄eπ
̄
(1,1)
ei (10)

with

v̄e =
√

8kBTe

πme
(11)

π
̄
(1,1)
ei = eDT A(lnTt )2+BlnTt +C

t (12)

where (11) represents the average thermal velocity of the
electrons and (12) the respective collision integral with
Gupta’s correlations for electron reactions (index e) with
particle species (index i) in high-temperature air [14]. The
remaining variables denote the frequency f of the consid-
ered electromagnetic wave, the translational component of
the temperature Tt , the electron charge e, electron number
density n(e−), the electric field constant ε0, the electron
mass me, Boltzmann’s constant kB, and the electron temper-
ature Te. The variables A, B, C, and D are tabulated values
from [14]. Here, the following simplifications were made:

1) The electron temperature is low enough to treat
the aerodynamic plasma as a cold plasma (Te <

10 000 K);
2) The motion of the ions is by several magnitudes

smaller than that of the electron plasma and is omit-
ted;

3) The vibrational component of the temperature is
neglected and all translational temperatures of each
species are in local equilibrium yielding a single
ambient temperature T ;

4) The Earth’s magnetic field is negligible and the
plasma is, hence, nonmagnetic and isotropic;

5) The ambient density is too low to affect the mi-
crowave propagation significantly and the ambient
permittivity is omitted and set to 1.

The feasibility study [27] showed that these assumptions
are reasonable for the aimed experimental conditions at
40-km altitude and a velocity of 4 km · s−1.

Analyzing the plasma dispersion relation yields some
important insights to the reflection properties of plasma, and
hence, the experimental setup. If the collision frequency fC
is negligible, the dispersion relation simplifies to

εr = 1 − f 2
P

f 2
. (13)
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And further, if the local electron density n(e−) is high
enough that the plasma frequency fP exceeds the frequency
f of an impinging electromagnetic wave, εr becomes nega-
tive. Since these waves are not generated within the plasma
but must always penetrate some kind of interface, continuity
necessitates the presence of a surface where εr = 0. A
refractive index n = √

εr , governing the wave propagation
inside media, means that no wave can propagate beyond an
εr = 0 isosurface. This requires total reflection, a behavior
similar to a metallic surface. Hence, if density and temper-
ature are low, so are the local number densities n(i) and
collisional cross sections 
̄

(1,1)
ei , and thus, also the collision

frequency fC . Straightforward calculations show that even
moderate collision frequencies do not change this behavior
until fC exceeds the radar’s frequency f . With the aimed
conditions resembling an altitude of 40 km, density and
temperature are adjusted to achieve high reflection. For
the experiment, this has some advantages since monostatic
radar measurements, as applied here, rely on reflections. By
reducing the reflection of the background structure, here the
model, the signal-to-noise ratio coming from the plasma can
be increased.

In general, however, plasma will not always maximize
the reflection. Depending on the relation between plasma
frequency and collision frequency, plasma can also be
highly absorptive or simply transparent [29].

III. EXPERIMENT

For the purpose of providing experimental reference
data for validating simulation software for radar–plasma
signatures, hypersonic shock tunnel experiments were con-
ducted. Following the design in [27], a spherical wind
tunnel model was placed in the Mach 8 hypersonic flow
of the Shock Tunnel B (STB) at French-German Research
Institute of Saint-Louis (ISL). Plasma was generated in
the high-temperature region around the stagnation point of
the sphere and the change of microwave reflectivity was
observed with a radar system. Simultaneously, the emission
of light coming from the high-temperature regions was
observed with a synchronized high-speed camera system
as reference. Each of the different experimental aspects is
covered in detail as follows.

A. Model

The choice of the model geometry, material, and manu-
facturing process was lead by the conditions inside the wind
tunnel and the knowledge about the interaction of radar
waves with the model and the plasma sheath.

Besides its simple definition and the absence of an angle-
of-attack in the flow, a spherical geometry has the advantage
of the available analytical electromagnetic solutions for
easier calibration. The feasibility study [27] showed that
for a 15-cm sphere under the aimed conditions (40-km
altitude and a velocity of 4 km · s−1), plasma can increase
the reflectivity to total reflection in the used frequency band
(3 to 15 GHz) in the high-temperature regions around the

Fig. 1. Cross section of the spherical shell model manufactured by two
hemispherical shells with tight fit. Units in millimeter.

stagnation point. The size of the model and its geometry is
thus sufficient for relevant plasma production.

Hence, under the conditions inside the wind tunnel, in
front of the model, a reflective layer will emerge, whose
surface will be shaped similar to the sphere underneath. If
the model was made of metal, the emergence of plasma
would barely have altered the total reflectivity, because the
surface of total reflection would only be displaced from the
sphere’s metallic surface to the edge of the thin plasma layer
on top. The change in geometry would be marginal, and
thus, the measurable effect. To increase the signal-to-noise
ratio measured by the radar system, two low reflective
materials were used instead: Teflon (PTFE, εr = 2.1) and
Polyamide (PA, εr = 2.33). Due to the vacuum conditions
before each test and the related danger of inflation, closed
cell material with even less permittivity like styrofoam
could not be used. Furthermore, the structure needed to
withstand the high acceleration caused by the incoming
4 km · s−1 flow at least during the test time. PTFE and
PA both meet these requirements. However, by using a
material, which is low-reflective, and thus, semitransparent
for microwave radiation, the radar waves can penetrate the
model and can be reflected also inside the sphere. But, given
high enough resolution, the reflection in the front influenced
by plasma can be separated from the trailing edge reflection.

The spherical test body was suspended by thin PA
threads (nylon) attached to the model, since any mounting
structure in the radar beam would not only disturb the flow
but also the radar measurements. To reduce the weight
and make the suspension with nylon threads feasible, a
hollow sphere design with 5-mm thick walls was chosen.
The technical drawing of the two assembled hemispherical
shells is shown in Fig. 1.

The 150-mm diameter also suits the resolution capa-
bilities of the radar system. At the best range resolution of
1.25 cm using the full 12-GHz bandwidth, the sphere can be
easily resolved in more than ten resolution cells; sufficient
for separating the different scattering contributions of a
semitransparent spherical shell.
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Fig. 2. Principle of operation of ISL’s STB.

B. Shock Tunnel

This article considers experiments conducted at ISL’s
shock tube laboratory. The shock tunnel B (STB) is capable
of providing up to 8 MJ · kg−1 to conduct high enthalpy flow
experiments [30]. The facility is composed of a shock tube
with a Laval nozzle connected to the end of the driven tube,
followed by a measurement chamber and a dump tank. The
inner diameter of STB’s shock tube amounts to 100 mm.
Its driver tube is 4.0-m long and the driven tube measures
18.4 m.

The operation principle is shown schematically in Fig. 2.
Before each test, high pressure hydrogen is filled into the
driver tube. It is separated from the driven tube by a metal
diaphragm. Dry air (21mol% O2, 79mol% N2) is used as
test gas. A second diaphragm made of polymer prevents the
test gas from flowing through the nozzle into the evacuated
test section before the start of the shock tunnel experiment.
When the metal diaphragm bursts, a strong shock wave runs
through the shock tube compressing, and thus, heating the
test gas. When the shock arrives at the end of the tube,
the shock gets reflected—further heating and compressing
the test gas—and the polymer diaphragm ruptures. The
compressed and heated test gas is afterwards expanded
through the nozzle. Due to its characteristic shape as well as
the large pressure difference between the high-temperature
air upstream of the nozzle and the vacuum in the test section,
the nozzle transforms the high enthalpy at the end of the
tube into kinetic energy. Thereby, it creates short-time,
quasi-steady-state hypersonic flow conditions in the test
section of the wind tunnel.

C. Radar System

To observe the plasma formation, FHR’s Multi Appli-
cation Software Defined Radar (MASoDeRa) system was
used. It consists of an arbitrary waveform generator (AWG,
Tektronix AWG70001A) for signal generation, an high
performance oscilloscope (OSC, Tektronix DPO77002SX)

Fig. 3. Experimental setup inside the test section: vacuum feeds (A),
antennas (B), hypersonic nozzle (C), wind tunnel model (D), and test

section window (E).

and (in this configuration) two standard gain horn antennas
for operation in the 2–18 GHz band, one for transmit and
one for receive. Considering the operation inside a shock
tunnel, a variety of difficulties arise from the small space, the
metallic surfaces, the vacuum before the test, the short test
time, and the harsh conditions, which include the following:

1) Antennas must be placed outside the flow to avoid
damage;

2) Vacuum feeds for the antenna cables are required to
maintain electromagnetic transmission and a stable
vacuum condition in the test section at the same time;

3) Metallic walls and structures contribute to a com-
plex background, which must be corrected for and
removed or covered if possible;

4) The small space inside the test section demands the
proximity of the model to the antennas, far-field
assumptions may be stretched;

5) Due to the short test durations high pulse repetition
rates (PRF) and accurate triggering with low latency
are required.

Addressing these circumstances, the antennas were
placed in a quasi-monostatic configuration just above the
nozzle, illuminating the sphere and its wake with an ap-
proximate width of the main beam between ±10◦ and ±20◦

depending on the frequency. The incidence of the wave
fronts on the stagnation point on the sphere was approxi-
mately 45◦ with respect to the wind tunnel axis (see Fig. 3).
To maintain a stable vacuum before each test run, vacuum
feeds for the antenna cables were designed. Furthermore,
metallic structure was covered as far as possible by broad
band absorbers to reduce the background. Using the full
bandwidth of the antennas, the system operated a linear-
frequency-modulated chirp waveform from 3 to 15 GHz
providing a range resolution of 1.25 cm. The waveforms
were sampled directly without downconversion. The short
test times were addressed by a high PRF of fPRF = 250kHz,
i.e., 250 pulses per millisecond. The memory limited the
maximum acquisition time to 20 ms. An overview of the
set of system parameters is given in Table I. Each waveform
was transformed into a range profile using inverse filtering.
Fig. 5 shows a typical set of radar range profiles before the
flow arrival and during the test time. The microwaves are
first reflected at the front at 35 cm. Since PTFE and PA
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TABLE I
System Parameters

Fig. 4. Setup view from outside the test section: the test section (A), the
MASoDeRa system (B), the shock tube (C), and the high-speed

cameras (D).

Fig. 5. Typical temporal evolution of radar range profiles showing
every second profile. Test time is between 0.6 and 0.7 ms.

are semitransparent for microwaves, the wave penetrates
the surface of the sphere and is reflected at the back, one
diameter behind, at 50 cm. The subsequent reflections result
from waveguide effects in the 5-mm wall of the sphere and
surface waves. For the peaks behind the front reflection
peak, the incoming radiation is already disturbed and can
cause further deviations. For the purpose of a validation
experiment, the front reflection peak appears thus most
suitable and is extracted for all subsequent analyses. It can
already be observed that the plasma shows the desired be-
havior increasing the front reflection. At the same time, this
increased reflection leads to a suppression of all subsequent
scatterers.

D. Camera System

Due to the strong heating in the stagnation point, the
flow will emit light, which can be observed by high-speed
cameras. For the present experiments, timing was critical.
Hence, a high-speed camera system (Shimadzu HPV-X2,
Fig. 4) was used as reference to observe the establishment
of the flow and the simultaneous generation of plasma
independently from the radar system. For this purpose, the
camera was synchronized with the radar’s PRF of 250 kHz.

While the emitted light is useful for determining the flow
state on the object, it also raises the question of its origin.
Recent spectrometer measurements in a free-piston shock
tunnel [31]—the JAXA HIEST—showed a heat flux bias
of more than 10% due to radiative heating by heavy metal
atomic impurities, primarily iron, in the free stream flow
for specific enthalpies larger than 10 MJ · kg−1. Although
the operating principle is slightly different for the reflected
shock tunnel used in this study and the heat flux bias has
been shown to be negligible at 8 MJ · kg−1 [31], it is known
that the shock tunnel used in this study also has metal impu-
rities in its free stream flow. Whether these impurities affect
the plasma generating chemical reactions, and hence, the
radar measurements, would require additional spectrometer
measurements and respective simulations. This, however, is
beyond the scope of this study and should be addressed in
a separate investigation.

E. Test Conditions

For this article, shock tunnel runs with specific en-
thalpies between 4 and 8 MJ · kg−1 in the nozzle sup-
ply chamber were conducted. The highest condition was
also considered in the feasibility study [27] resulting in a
freestream flow velocity of U = 4 km · s−1 with the pres-
sure, temperature, and density approximating the U.S. Stan-
dard Atmosphere [32] conditions at 40-km altitude. For
the highest specific enthalpies investigated in this article,
the freestream temperature T exceeds the typical ambient
temperature at this altitude by up to 430 K, but compared to
the stagnation temperature Ts in the order of a few thousand
K (see Table II), this deviation is negligible. Hence, the
results are still relevant for this altitude and geometry.
The given values in Table II result from calculations with
the equilibrium shock tube code (ESTC) [33] based on the
initial shock tube fill conditions as well as the shock speed
and the nozzle-supply pressure, measured before and during
the tunnel run.

F. Test Time Determination

Due to the short test times, timing is critical for these
experiments. During each test run, the flow along the sphere
passes through three stages: the nozzle starting process, the
test time, when the nozzle is in relatively stable operation,
and the unstable after flow. Three independent sensor types
have been used to determine the current flow condition:
pressure sensors in the nozzle supply chamber and at the
nozzle end, the radar system, and the camera system. To
determine the test time interval, Fig. 6 shows the normalized
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TABLE II
Estimation of the Test Conditions

With ESTC [33] Based on Measured
Shock Tube Fill Conditions, Shock

Speed, and the Nozzle Supply
Pressure After the Shock Reflection

for the Individual Tunnel Runs

Fig. 6. Combination of the normalized time signals at their respective
distance x from the nozzle throat at the example of run five to determine

the test time window.

signals coming from these sensors exemplarily for run 5.
The pressure signal was used directly, whereas from the
radar signal only the sphere’s front reflection was extracted
(compare Fig. 5) and from the camera the gray-scale value
integrated across each frame was used. At first, the flow
arrives at the pressure sensor at the nozzle inlet pnozzle supply

at x = 0 cm and all systems are triggered (t = 0 μs). After
the nozzle starting phase (�tstart ≈ 150 μs), the conditions
enter the stable test phase t = [150 μs; 250 μs], which will
be used as test conditions when they arrive at the model
163-cm downstream of the nozzle throat. Before, the flow
arrives at the pressure sensor at the nozzle end pnozzle end

at x = 140 cm, here at t = 377 μs. As shown in Fig. 6,
due to strong oscillations, the pnozzle end sensor does not
provide meaningful pressure data. However, the start of
the oscillation agrees well with the arrival of the initial
shock wave at the sensor and it is likely to be caused by
it. It appears, hence, reasonable to use the onset of the
vibrations to support the estimation of the radar test time
on the model. After the time delay of approximately 50 μs
caused by the 23-cm distance between the nozzle end and
the front of the sphere, a simultaneous response in the

Fig. 7. Range transfer function H (r) and the relative deviation from the
r−2-law.

camera and radar signal is observed. The stable test phase
time window relevant for the radar and the camera thus
shifts to t = [570 μs; 670 μs] after trigger. The agreement
of the three different sensor types supports the choice of the
correct test time window.

G. Near-Field Measurements

Measuring the RCS of a target in close proximity to
the antennas comes with some difficulties. However, due
to the limited size of the test section, there is no space for
larger distances and far-field conditions may be stretched.
To investigate the impact, the range dependence of the
amplitude has been measured inside an anechoic chamber.
Four metallic spheres with different diameters (50 mm, 60
mm, 100 mm, and 290 mm) were measured at different
distances r from the antennas. Using the theory of linear
time-invariant systems, the properties of the radar are ab-
sorbed into a transfer function H (r) relating the measured
signal Y (r) with the ideal response S(r) in 1-m distance.
In the far-field the amplitude must decay as r−2. In Fig. 7,
the measurements of the range transfer function H (r) are
given together with its deviation �H (r) from the r−2 law.
Apparently, the r−2 free-space loss correction is a good
approximation, also in the close region, where the sphere
will be placed. However, the higher scatter relative to the ab-
solute value of �H (r)/H (r) in the close region also results
in a higher uncertainty up to ±30% of the finally measured
absolute RCS values of the sphere’s front reflection. Angle
inaccuracies during the calibration measurements are likely
to have caused this problem.

H. Unit Considerations

Since the data shall be used as reference, units must
be defined unambiguously. The natural unit of the squared
spectrum S2( f ) is the RCS in m2 for a given frequency f .

PETERVARI ET AL.: MEASUREMENT OF RADAR–PLASMA SIGNATURES IN A HYPERSONIC SHOCK TUNNEL 8587



The unit of the profile follows from the Fourier transform,
implemented as fft:

[F−1(S( f ))
] =

⎡
⎣ ∞∫

−∞
S( f )exp( j2π f t )d f

⎤
⎦ = ms−1 (14)

≈
[

L∑
l

S( fl )exp( j2π l
L g) 1

L�t

]
(15)

= [
s(tg = g�t )

]
. (16)

Rescaling the axis with �t = 2�r/c0 yields the natural unit
of the squared range profile[

s2(rg = tgc0

2 )
]

= m2/�r (17)

where the ordinate integration measure unit �r remains
unaffected. When the fft is fully occupied across the
bandwidth B the returned range resolution

�r = c0

2
�t = c0

2

1

B
= δr (18)

coincides with the physical resolution δr. To smoothen the
profiles coming from the fft and to get an impression of
the point spread function, the spectra were zero padded such
that the new resolution �r′ and δr do not coincide anymore.
The padding ratio η changes the ratio into

�r′ = c0

2
�t = c0

2

1

ηB
= δr

η
. (19)

To identify the peak value in the range profile with the mean
value of the spectrum, the unit of the range profile was
changed accordingly to[

ηs2(rg)
] = ηm2/�r = m2/δr. (20)

IV. AERODYNAMIC SIMULATION

To verify the combined aerodynamic-electromagnetic
simulation approach described in [27], the experimental
flow conditions and the respective radar response were sim-
ulated for each test case. Besides a precise understanding of
the behavior of the flow helping to interpret the experiments,
the aerodynamic simulations provide detailed distributions
of thermodynamic and plasma parameters, which are in-
evitable for the following simulation of the radar–plasma
interaction.

A. Model and Solver

The fluid flow is simulated by numerically solving the
mass, momentum and energy conservation equations using
a finite-volume method approach. The turbulence is mod-
eled by means of two further conservation equations for the
turbulent kinetic energy k and the specific dissipation rate ω

based on the k–ω shear-stress transport (SST) model [34].
Additionally, to account for the chemical reactions, species
conservation equations for each of the seven species [15]
considered in this study are solved. An implicit, first-order
accurate Euler method was used for the time discretization,
whereas the spatial discretization was second-order accu-
rate. For this article, the open-source hy2Foam solver [35]

was chosen, supporting chemical nonequilibrium occurring
during atmospheric reentry. Compared to the high flow
velocity, reaction rates can be too slow to reach a local
chemical equilibrium. A detailed description of chemical
nonequilibrium in hypersonic flows may be found in [3,
p.575]. To respect the complexity of hypersonic flows,
Park’s two-temperature model with a single vibrational
energy pool [15] is used together with the transport model
of Blottner and Eucken [36], [37], Fick’s diffusion law, the
mixing rules of Armaly and Sutton [38], and corresponding
collision data from [39].

B. Mesh and Boundary Conditions

The aim of the aerodynamic simulation is to provide best
possible predictions for the flow conditions encountered
during the wind tunnel runs. For this purpose, besides the
setup in the test section, the process of hypersonic flow
generation across the nozzle is included in the simulation.
The computational grid used is shown in Fig. 8. For the
reduction of complexity, axisymmetric flow is assumed and
the calculations are carried out on a quasi-2-D wedge slice of
the volume. The mesh is a structured grid, which consists of
5.8 × 104 control volumes. The meshed geometry consists
of the nozzle supply chamber of the shock tunnel, the
Mach 10 convergent-divergent nozzle and the test section
with the sphere in it. A fixed velocity, pressure, temper-
ature, turbulent properties, and species concentration inlet
boundary condition is defined upstream of the nozzle supply
chamber according to ESTC [33] calculations based on the
measured experimental conditions. At the downstream end
of the test section, behind the spherical body, a zero-gradient
outlet boundary condition is applied. The remaining domain
boundaries are consistently set to isothermal, noncatalytic
walls in translational, and vibro-electronical thermal equi-
librium. The flow field was initialized with the experimen-
tally determined nozzle supply conditions upstream of the
nozzle throat and a near vacuum condition downstream of
the throat. To verify the resolution of the computational grid
used, a grid refinement study was conducted. A refined CFD
grid was created by subdividing each individual computa-
tional cell into four cells. The region close to the shock wave
was found to be most sensitive to changes in grid resolution.
In absolute values, however, the deviations are below the
detection threshold of the radar system. Therefore, these
deviations do not affect the radar simulation and the flow is
sufficiently well resolved by the grid used.

C. Validation

1) Pitot Study: For validation, prior to the radar mea-
surements, several test runs with ten Pitot pressure probes
positioned 50-mm downstream of the nozzle, at differ-
ent radial positions with respect to the wind tunnel axis,
were conducted at specific enthalpies h of 6 MJ · kg−1

and 7MJ · kg−1, respectively. Two of these test runs were
then calculated exemplarily, using the same numerical setup
as described in Sections IV-A and IV-B. Usually, it is
not necessary to include the Pitot pressure tubes into the
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Fig. 8. Computational grid.

Fig. 9. Radial Pitot pressure profiles 50-mm downstream of the nozzle
end for two wind-tunnel runs at approximately 6MJ · kg−1 and three

tunnel runs at approximately 7MJ · kg−1 compared with two numerical
simulations of the nozzle flow, one for each specific enthalpy regime.

numerical simulation domain, since the Rayleigh Pitot tube
formula can be used to calculate the Pitot pressure from
the freestream static pressure and the freestream Mach
number [40]. In the present case, this is not possible, since
the Rayleigh Pitot tube formula is only valid for an ideal gas
and cannot account for the real gas effects, i.e., changing
heat capacity ratios, occurring behind the shocks caused
by the Pitot probes. Therefore, an additional axisymmetric
computational mesh was generated comprising the geome-
try of the Pitot probes used in the experiments. In contrast to
the experiments, only every second Pitot probe was modeled
in the mesh.

Fig. 9 compares the measured and the simulated Pitot
pressures, showing acceptable agreement when considering
the high measurement uncertainties caused by the fluc-
tuating flow conditions. The experimental results show a

decrease of the Pitot pressure for radii larger than 0.14 m,
corresponding to the momentum thickness of the nozzle
boundary layer.

2) RAM C-II: Moreover, the prediction capabilities of
the numerical simulations for microscopic plasma parame-
ters were assessed. Therefore, the RAM C-II flight vehicle
having a nose radius RN of 0.1512 m, a cone half-angle
of 9° and a total length of 1.2954 m [17] was simulated
using the same setup as described in Section IV-A, however,
assuming a laminar flow. A structured quasi-axisymmetric
wedge-grid comprising 75.5 × 103 cells was used. The inlet
boundary conditions were set to a freestream velocity of
7636.4 m · s−1, a thermal-equilibrium freestream temper-
ature of 254 K and a freestream static pressure of 19.85
Pa according to the freestream conditions given by Tchuen
and Zeitoun [41] for an altitude of 61 km, which, however,
slightly differ from the 7651 m · s−1 reported by Jones and
Cross [17] and the 243 K and 17.66 Pa of the standard atmo-
sphere conditions [32]. The molar fractions at the inlet were
set to 79 mol% N2 and 21 mol% O2. A zero gradient outlet
boundary condition was used since the outlet was located
sufficiently downstream of the vehicle and the flow left the
computational domain at supersonic speed. Since no tem-
perature data were acquired during the free-flight campaign,
respective estimations are necessary. Hence, the surface of
the vehicle is considered a no-slip, no-temperature jump,
chemically noncatalytic wall at a temperature of 1500 K
[41], which corresponds to the upper limit of the typically
assumed wall temperatures for the RAM C-II vehicle [16].
Directly at the wall, the flow is considered in thermal equi-
librium. Fig. 10 compares the simulated electron density
at 61-km altitude, i.e., the maximum perpendicular to the
vehicle surface, with experimental data [17], [18] and nu-
merical simulation results from the literature [16], [42]. The
reflectometer measurements give the altitudes at which the
reflected signals of the individual radar frequencies (S, X,
and Ka band) were exceeding or falling below a threshold,
which could then be linked to a governing plasma frequency
and hence the electron density [18]. Fig. 10, therefore, gives
both, the discrete values closest to 61-km altitude and the
range of possible interpolations between these data points.
For x/RN = 0.30, the reflected Ka band signal exceeded the
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Fig. 10. Simulated maximum electron densities normal to the surface of
the RAM C-II flight vehicle and comparison with reflectometer and

electrostatic probe measurements [17], [18] as well as numerical
simulations [16], [42] from the literature.

threshold at 72 km and was only falling below the threshold
at 29-km altitude, rendering the electron number density for
x/RN = 0.30 higher than 1019m−3 without any upper bound
since no higher frequency signal was available. In Fig. 10,
this is represented by the extrapolation range for 0.30 ≤
x/RN < 1.52, while there is no range given for x/RN < 0.30
and x/RN > 6.96 due to the lack of any reflectometer data
for these axial positions. Furthermore, the interpolations for
and 71-km altitude as given by Jones and Cross [17] are in
addition to electrostatic probe measurements at x/RN ≈ 8.0
and x/RN ≈ 8.3 corresponding to wall stand-off distances
of 0.0096 and 0.0708 m, respectively [17].

Although using slightly different numerical approaches
and boundary conditions, e.g., assuming wall temperatures
of 1000 K [42] and 1200 K [16] compared to 1500 K of this
study, all of the numerical simulations are in good agree-
ment with the experimental data. The numerical results are
even almost identical in the stagnation region (x/RN < 1)
and only start to deviate for x/RN > 1. It has, for exam-
ple, already been observed, that the use of lower number
of species for the chemistry model reduces the electron
number density downstream of the model shoulder [16],
[43]. Hence, the use of an 11-species model instead of
the 7-species model, would probably bring the numerical
simulation result of this study even closer to the interpolated
reflectometer data for 61-km altitude [17], although the

Fig. 11. Target-centered coordinate system with freestream orientation
defining azimuth α and elevation β.

given measurement uncertainties do not allow to favor one
of the simulation results over the others.

D. Simulated Freestream Conditions

To reduce the complexity of future computations by
omitting the necessity of solving the nozzle flow first,
all relevant freestream parameters including the simulated
microscopic parameters are given in Table III. The presented
values are the time and spatial average 20-mm upstream of
the sphere stagnation point during the quasi-steady-state
conditions 1.05 ms ≤ t ≤ 1.25 ms. While the pressure p
and density ρ averages are weighted only based on the
varying flow cross section for the individual radial positions,
Mach number Ma, translational-rotational and vibrational-
electronic temperature Tt and Tv , respectively, and number
densities n(i) of the species i are weighted by both, flow
cross section and density to account for the temporal and
spatial density fluctuations of ±4% (standard deviation).

V. ELECTROMAGNETICS SIMULATION

Informed by the aerodynamic simulation, a subsequent
electromagnetic simulation yields the prediction for the
radar response of the emerging plasma sheath in each shock
tunnel experiment. A detailed description of the preparation
steps and the solver itself is given as follows.

A. Model and Solver

To simulate the interaction of microwave radiation like
radar waves with cold, aerodynamic plasma, the plasma
is modeled as a lossy dielectric medium with a complex
permittivity (8) requiring the distributions of the plasma fre-
quency fP (9) and the collision frequency fC (10), which are
both derived from the aerodynamic simulation. To simulate
the electromagnetic response, the FDTD solver in the CST
Microwave Studio framework [44] was used. To evaluate
the monostatic RCS, a Gaussian wideband plane wave
excitation was applied. Corresponding to the geometry of
the test scene, the aspect angle was set to (α, β ) = (0◦, 45◦)
in the target centered coordinate system (see Fig. 11). The
monostatic RCS mode is designed for far-field analyses and
does not take nearfield effects into account. In the nearfield,
the RCS cannot be obtained by a simple r−2 relationship
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TABLE III
Simulated Freestream Conditions

anymore, like it is realized in H (r). However, due to the
scatter of the calibration measurements in Fig. 7, no clear
nearfield trend in the close region apart from the r−2-law
can be recognized. Instead, the r−2-law still appears to be a
reasonable choice for H (r). This means that nearfield effects
in the measurement region are not dominant and that a plane
wave simplification is reasonable.

The spherical shell was modeled with a constant nondis-
persive complex permittivity according to the respec-
tive material Teflon (PTFE, εr = 2.1, tanδ = 0.0002) and
Polyamide (PA, εr = 2.33, tanδ = 0.011), whereas for the
plasma, the Drude model (8) was used. The FDTD solver
CST requires a 3-D cubic mesh, which thus needs to be
specifically generated.

B. Mesh

In Fig. 12, the final x–y cross-section grid is shown,
where x denotes the flow direction from left to right (see
Fig. 11). The 150-mm diameter spherical shell, with a
wall thickness of 5 mm includes a concentric 140-mm
diameter sphere of vacuum and is surrounded by a 200-mm
cube defined as Drude material for hosting the plasma. To
reduce reflections at the domain boundaries, the model is
surrounded by a 50-mm vacuum background layer with a
set of perfectly matched layers (PMLs) in all directions.
The mesh is symmetric and has 350 cells in each direction
(x, y, and z), which is 42 875 000 mesh cells in total. The
smallest cell has a width of 0.625 mm and the largest
1.308 mm. Hence, there are no strong deviations in the
cell size and the cells are overall much smaller than the
smallest wavelength λ(15 GHz) = 20 mm. An example for
the integration of the different materials in the mesh is given

Fig. 12. x–y cross section of the cubic (hexahedral) mesh for the
electromagnetic FDTD simulation. x–z cross-section analogous. Flow

coming from the left with a denoting the half edge of the plasma cube, a1

and a2 the streamwise asymmetry, d the sphere diameter, and b the width
of the PML background.

in Fig. 13. Here, a typical plasma frequency distribution is
shown together with the PTFE spherical shell model. The
size of the plasma cube is well chosen so that all relevant
effects can be calculated inside and decay at the chosen
boundaries. To study the grid dependence, the resolution
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Fig. 13. Plasma frequency distribution in the cube region.

Fig. 14. Measured front reflection peaks as a function of the flow
condition designated by the stagnation temperature Ts before and during

the test time.

was increased from 1 to 0.6 mm and 0.3 mm. Despite a large
increase of computational cost, only deviations of less than
1% in the front peak RCS were detected. The initial 1-mm
grid appears, thus, sufficient for the given setup.

VI. EXPERIMENTAL RESULTS

A. Range Profile Analysis

In order to come up with a set of reusable reference data,
the front reflection of the sphere in the 3 to 15-GHz band
range profile is analyzed first. As stated previously, due to
Fourier averaging, this value is less affected by noise, and
thus, more stable and appears suitable for comparison with
measured results. This is supported by Fig. 14, where the
measured front reflection peaks are given. The values were
averaged across the test time (red curve) with durations
between 52 and 300 μs and compared to the average of
the 200 μs before the flow arrival (blue curve). The error-
bars represent the square standard deviation within these
time intervals. The pure noise contribution is apparently
insignificantly small as the blue curve errorbars show. A
larger contribution of uncertainty comes from the standard
deviation during the test time. Since it is only enlarged
when the mean RCS peak value (red) differs from the
reference (blue), it is likely to be a flow related feature.

Fig. 15. Corrected front reflection peaks as a function of the flow
condition designated by the stagnation temperature Ts in comparison

with the simulation results.

This observation is supported by the camera footage, which
shows brightness fluctuations in the same time interval.
The largest fluctuation—the variance of the reference RCS
(blue) between different shots, however, seems to be a
systematic error (PA: σ PA

sim = 0.0022 m2; σ PA
meas = (0.0030 ±

0.0005) m2. The manufacturing tolerances of the sphere are
far too low to explain these large differences. It is more
likely that the experimental suspension of the sphere from
the test section’s ceiling was too inaccurate so that the
assumptions on the aspect angle and the related calibration
resulted in this increased scatter. For the PTFE spheres,
this effect is weaker so that the simulation still produces
a good estimation (PTFE: σ PTFE

sim = 0.0017 m2; σ PTFE
meas =

(0.0017 ± 0.0001) m2). Following this argumentation and
assuming that the front reflection RCS of the sphere is only
a function of the material and that the scatter only originates
from uncertainties in the positioning of the test model, the
systematic scatter was compensated by the first term of

σ = σ

σ mat
ref

〈
σ mat

ref

〉 − δmat · (〈
σ PA

ref

〉 − 〈
σ PTFE

ref

〉)
(21)

δmat =
{

1, for mat = PA

0, else
(22)

whereas the second term removes the material difference
between PA and PTFE. Here, it was assumed that the plasma
influence is additive because the RCS increase is far from
saturation. This is reasonable since in the fully overdense
limit with infinite electron density, the spherical plasma
sheath becomes practically a perfectly conducting sphere
with a diameter of D = 15 cm. In the optical limit its RCS
would be given by πD2/4 = 0.018 m2, which is an order
of magnitude larger than the average RCS value without
plasma. The results are shown in Fig. 15 together with
the respective simulation results. Good agreement between
simulation and experiment was achieved. Since the main
systematic errors were absorbed by the scaling operation
(21), the errorbars express the variance of the signal dur-
ing the test time. It shows that the flow, which produces
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the plasma, is not perfectly stable. This is also visible in
the video footage, which shows significant oscillations in
the emitted light coming from the stagnation region of the
sphere. It is an effect that is possibly linked to freestream
disturbances, which are inevitable side products of the way
shock tunnels produce their high flow speeds. This is sup-
ported by the fact, that these oscillations in the freestream
conditions are also present in the simulation. The simulated
oscillations are indicated by the blue errorbars in Fig. 15,
which, however, tend to be smaller than the measured
ones but also grow with the flow enthalpy or stagnation
temperature, respectively.

However, since these oscillations affect multiple pa-
rameters and since each parameter must obey different
boundary conditions, the parameter values do not sim-
ply scale to a mean value in a linear way. Hence, there
is the need to revise the definitions of the average and
the measure for deviation. For the single amplitude value
in the (1-D) radar measurement, it has just been the mean
and the standard deviation of the amplitude value translated
to the quadratic power measure RCS. For the aerodynamic
case, at every point of the CFD grid, effective averages
were formed being the arithmetic mean in each dimen-
sion, but, for simplicity, without respecting the governing
physical boundary conditions. To estimate the width of the
oscillations, a stationary flow region was identified first
and afterwards the conditions at the time instant with the
minimal and maximal electron density—the most important
plasma parameter—were used. Hence, for each test run,
three electromagnetic simulations were carried out: the
aerodynamic simulation time instants with the minimum
and the maximum electron density and an effective average,
which does not necessarily represent a physical state. Since
the results of this effective value are always between the
maximum and minimum values (see Fig. 15), which indeed
present physical states, the use of this effective stationary
value appears reasonable.

B. Spectral Analysis

The frequency spectrum of the front reflection peak can
be evaluated analogously to the analysis in the range profile.
Since the back reflection and the surface and waveguide
contributions lie behind the front reflection and are thus
influenced by it, it is advantageous to consider only the
front reflection peak spectrum. It can be obtained directly by
the inverse Fourier transform of a window around the front
reflection peak and is shown in Fig. 16. While, the order
of magnitude and evolution with stagnation temperature
agree well in measurement and simulation, there is still
some deviation in the absolute values. These differences are
most probably caused by the combination of uncertainties
that were already discussed for the measurement of the
front reflection peak: the positioning of the sphere, the
signal variation during the test time, nearfield effects in
the calibration, and maybe also the presence of heavy metal
dust. For now, however, the influence of the latter must

Fig. 16. Comparison of the measured and simulated RCS spectra of the
front reflection peak.

remain unknown, but it should be investigated in subsequent
studies.

Inspired by this observation, another attempt is made to
visualize the plasma influence. Similar to the scaling before,
the uncertainties in the absolute values are absorbed by a rel-
ative analysis, which is explained subsequently. Therefore,
the underlying model for the interaction of electromagnetic
waves with plasma is considered: the plasma dispersion re-
lation (8). It describes the frequency dependence of plasma.
As a general insight, the influence vanishes when the radar
frequency f exceeds the plasma frequency fP. This means
fP presents a cutoff in the spectrum. Since fP is directly
linked to the local electron density n(e−), an observed
cutoff in the radar measurement indicates the presence of a
corresponding electron density. The electron density n(e−)
is determined by the flow conditions and emerges with the
start of the flow and vanishes when the flow fades out. Since
the generation of the hypersonic flow is a continuous process
and the conditions are not established immediately but re-
quire some time, known as the nozzle starting process. Later,
the parameters n(e−), and thus, fP—the cut-off frequency—
vary and reach a quasi-static state during the test time. For
the radar measurement, this means, that the frequency range
in the RCS spectrum affected by plasma will also vary across
a shock tunnel run. The aforementioned discussion shows
that lower frequencies should be disturbed, whereas higher
ones remain unchanged. Observing this behavior would be
clear evidence for the emergence of a dispersive medium in
the flow, hence plasma.

Therefore, a descending cumulative sum of squares C2

of the difference of measured RCS spectrum S(t, f ) was
defined with respect to the average spectrum 〈S0(t, f )〉
before the flow arrival at t0 such that

C2(t, fL ) =
L1∑

l=L

|S (
t, fl

) − 〈
S0(t ′, fl )

〉 |2 (23)

with fL1 = f0 + B, t ′ < t0. (24)
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Fig. 17. Variation of the plasma influence on the frequency spectrum
during shock tunnel run No. 5 visualized by the �-channel.

Relating this measure to the quadratic integral value before
the flow arrival yields

�(t, f ) = C2(t, f )
L1∑

l=1
〈Ŝ0(t ′, fl )〉2

. (25)

The �-channel accumulates differences between the altered
spectrum and the spectrum before the flow arrival from
higher to lower frequencies. Changes in the low-frequency
region and invariance at higher frequencies can thus be
visualized at the same time. Fig. 17 shows the �-channel
for the shock tunnel run No. 5. The expected behavior is ob-
served. The lower frequencies show pronounced deviations,
whereas higher frequencies remain nearly unchanged. This
presents a clear evidence for the presence of plasma in the
flow.

A central parameter for the description of plasmas is the
plasma frequency, and hence, the electron density. Although
there is no clear cutoff frequency that could be identified
with a single plasma frequency, in Fig. 17, there is a fading in
the sigma channel that separates disturbed regions (yellow)
from undisturbed ones (blue). Further, given the fact that the
plasma frequency in the plasma sheath is rather a distribu-
tion than a single value (see Fig. 13), it is clear that also in the
measurement, there is no single relevant plasma frequency
but a distribution of plasma frequencies. To analyze the de-
pendence between the �-channel and plasma frequency fP

in Fig. 18, the measurement and simulation of the �-channel
are compared to the plasma frequency histogram. For the
plasma frequency histogram, the number of aerodynamic
simulation cells in the EM grid were counted, which host
a certain plasma frequency. The frequency bin width was
50 MHz.

Some important observations were made here. First, the
�-channel simulations agree well with the measurements,
although locally there are some minor differences. It is
likely, that these result from the uncertainties that already
caused the bias in the front reflection range profile peak.
Second, the simulated fading behavior also agrees well with

Fig. 18. Measured and simulated �-channels as a function of the flow
condition designated by the stagnation temperature Ts. The dashed lines

indicate the data base for the contour interpolation.

the measurement. Third, the �-channel shows the same
distribution as the plasma frequency histogram. And finally,
the maximum plasma affected frequency fmax increases
with the stagnation temperature and the onset of this de-
velopment coincides with the one observed for the front
reflection peak RCS in Fig. 15. Summarizing, it appears
reasonable to estimate the plasma frequency fP, and thus,
also the electron density n(e−) from the �-channel rise. Due
to the fading, the uncertainty of this estimation lies in the
range of a few gigahertz. The respective electron density
n(e−) can be estimated with (9) as follows:

n(e−) = 4π2 f 2
max

ε0me

e2
. (26)

To obtain an estimate for fmax, the � = const. isolines were
calculated in Fig. 18. By definition, � relates the descending
integral of the square deviation of the plasma disturbed
spectrum from the undisturbed spectrum to the integral of
the square of the undisturbed spectrum. Due to monotony,
the total measured deviation is found at the lowest frequency
f = 3 GHz. Hence, a threshold from where a spectrum is
considered as disturbed can be derived from the �-channel
in the time before the flow arrival. In this undisturbed region

max
f

�( f ) = �( f = 3GHz) = (0.0014 ± 0.006). (27)
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Fig. 19. Electron density estimation from the � = 0.0044 isoline
compared to the maximum electron density in the aerodynamic

simulation.

A typical level that is used for excluding events to origi-
nate from an underlying statistic process—here, noise—is
the five-sigma threshold. It lies at � = 0.0044 and will
subsequently serve as a detection threshold for significant
plasma effects. The obtained estimates for the electron
density are given in Fig. 19. Due to the limited bandwidth,
the radar system (gray patch) can only detect cutoffs, i.e.,
plasma frequencies, in a certain frequency range. Since the
plasma frequency is directly linked to the electron density,
the system can only detect electron densities in this range
(here, 1 × 1017 m−3 to 2 × 1018 m−3). Apart from this, the
detection of no effect indicates a lower electron density and
a complete saturation indicates a higher electron density. In
the graph, this additional information is given by respective
arrow annotations at the edge of the grey area pointing up
or down, respectively. As neutral reference, the maximum
electron density calculated by the aerodynamic simulation
of the 15-cm-sphere cases is given in red. Obviously, in the
center of the frequency range, the electron density estimates
are fair given that the plasma sheath hosts a distribution of
electron densities and the red line only gives the calculated
maximum. Values below the maximum electron density
(red), as measured, are more likely since there is an increas-
ing number of cells, and thus, space and potentially reflec-
tive area with less than the maximum electron density (see
Fig. 18, bottom). However, the �-channel of the simulation
overestimates the electron density. This may be a result of
the plasma frequency presenting a cutoff frequency only in
the first order, but there are still effects at higher frequencies
if the collision frequency is nonzero, even though these
are smaller. The detection of these might have lead to
this overestimation in the simulation that actually uses the
data from the aerodynamic simulation indicated by the red
line.

Although the uncertainty in the presented electron den-
sity estimate appears high and this technique might rather be
used for order-of-magnitude estimates, nonintrusive elec-
tron density measurement techniques in experimental aero-
dynamics are rare, if present at all. Hence, this technique

could also be a valuable source of electron density reference
data for aerodynamic simulations.

VII. CONCLUSION

The aim of this study was to investigate an experimental
way to validate numerical radar signature predictions for
targets at hypersonic speed. For this purpose, wind tunnel
experiments with a sphere model were successfully con-
ducted in a hypersonic shock tunnel at Mach 8. In a set of
test runs, the flow conditions were varied such that plasma
sheaths with different electron densities formed around the
sphere model, which were measured with a monostatic
radar setup in the frequency range from 3 to 15 GHz.
In addition, both the distribution of the important plasma
parameters—plasma frequency and collision frequency—
and the respective response to an incident electromagnetic
wave—the radar wave—were simulated numerically by
combining aerodynamic and electromagnetic simulations.
Good quantitative agreement was obtained especially in
the radar range profiles. For the respective RCS frequency
spectra and the electron density estimates, only good order
of magnitude estimations were achieved.

Given these results, the application of radar in hyper-
sonic shock tunnels for the investigation of high-speed
plasma effects presents a valuable source of reference data
for the validation of aerodynamic and electromagnetic sim-
ulations predicting radar signatures of hypersonic targets.
Hence, all relevant values are given to foster independent
simulations and to compare the results with the data given
for the present experiments. Although, the accuracy of the
raw data was rather limited, some systematic errors could
be identified and corrected for so that the errors remain
reasonable. However, for future experiments, the increase
of measurement accuracy is one of the major tasks. Special
attention will be paid to the positioning of the sphere and
the calibration of the system.

This study only considers the rather simple case of a
totally reflecting plasma around a stagnation point in hyper-
sonic flow. To gain a deeper understanding of the relation
between radar signatures and plasma sheath in hypersonic
flow, future studies will need to address also other important
flow phenomena and influencing factors like the effect of
the size of the stagnation region, the presence of flaps or
fins, the impact of laminar to turbulent boundary layer
transition, the signature of the wake flow or the impact of
ablation products in the flow. In some of these cases, it is
likely that the RCS will—other than the case considered
in this article—decrease by the presence of plasma. This
will be another experimental challenge, but also gives an
impression of the complexity of the topic.
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