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In regards to electromagnetic warfare application, this work pro-
poses a radar intrapulse recognition algorithm based on bicubic inter-
polation Wigner–Ville distribution (WVD). The proposed method is
aimed at overcoming the complexity of traditional feature extraction
and enhancing the robustness of intelligent intrapulse recognition
systems. First, we convert the WVD matrices of radar intrapulse
signals into square matrices using bicubic interpolation. This enables
the intrapulse recognition algorithm to handle radar signals with
varying lengths. Second, we use the square matrices directly to train
a convolutional neural network (CNN), rather than first saving them
as images and then training the network with those images. This is
because automatic storage and retrieval of images can sometimes alter
the numerical values in the matrices. We enhance the performance of
the CNN by utilizing batch normalization and one-hot encoding tech-
niques, and continuously evaluate the CNN during training to save the
best performing model. Finally, we use the trained CNN to identify the
intercepted radar intrapulses and verify the reliability of the proposed
method based on the radar signals generated by hardware devices. The
experimental results demonstrate that the proposed algorithm can
recognize radar intrapulses with varying pulsewidths. Furthermore,
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the proposed algorithm exhibits strong recognition performance even
at a low signal-to-noise ratio and has lower time complexity than the
existing algorithms.

I. INTRODUCTION

In the field of electromagnetic warfare (EW) [1], [2],
radar emitter recognition (REI) plays an essential role in
electronic support measures (ESM) and electronic intelli-
gence (ELINT) systems [3], [4], [5], [6]. The ESM sys-
tem is responsible for understanding the radio frequency
environment and providing emission intercept, detections,
recognition, characterization, location, and overall situa-
tional awareness of emitters [7]. The purpose of the ELINT
system is to provide information about threatening system,
emitter tracking, threating assessment, and platform recog-
nition [8]. With the large-scale application of complex radar
systems in actual battlefields, the REI methods based on the
traditional features are gradually becoming unable to meet
the needs of new military missions, especially when only
very short radar pulse sequences can be intercepted. There-
fore, REI methods are expected to become more general
and universal. In fact, the differences in radar emitters are
often hidden in intrapulses. Therefore, to improve the recon-
naissance capabilities of REI, the capability of intrapulse
recognition (IPR) of radar signals should be improved. The
IPR technology has gradually become the research focus of
scholars worldwide as it can simply realize REI.

The intrapulse modulation used in early radars was
simple. Therefore, pulse description words (PDW) of radar
can be selected as features to identify different radar in-
trapulses [9], [10] PDW primarily includes the time of
arrival, direction of arrival, carrier frequency, pulsewidth
(PW), pulse amplitude, and pulse modulation. To improve
the combat capability of one’s own radar and weaken enemy
interference, radar signal modulation needs to be gradually
developed from simple modulation to complex frequency
and phase modulation. Early radars mostly used conven-
tional pulse (CP) signals. Then, continuous sine waves were
mostly used in radar to measure the speed of the target.
Linear frequency modulation (LFM) signals are mostly used
in pulse Doppler radar to improve the Doppler resolution.
Barker codes are widely used in pulse compression radar
because Barker codes have ideal autocorrelation, which
solves the contradiction between the distance resolution
and speed resolution [11], [12]. Gaussian frequency-shift
keying/phase-shift keying is an excellent signaling choice
for low-probability intercept radar applications because of
its increased bandwidth [13]. Hence, when implementing
the IPR of radar signals, we can seek the help of radar signals
modulation identification methods.

Additionally, the remarkable achievements of deep
learning in the field of computer vision have led to in-
telligent advances in REI and IPR [14], [15], [16], [17].
To reduce the training time of the network and improve
the stability of deep neural networks (DNNs), it is gen-
erally necessary to perform domain transformation pro-
cessing on radar intrapulses first. In recent years, domain
transformation has been widely used in the field of signal
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recognition, mainly including short-time Fourier transform
(STFT) [18], wavelet transform [19], Wigner–Ville distri-
bution (WVD) [20], Hilbert–Huang transformation (HHT)
[21], [22], Choi–Williams distribution (CWD) [23], and
others. However, the initial matrices obtained by domain
transformation are often not square matrices, which hin-
ders the effective combination of domain transformations
and DNNs. The dimensions of the initial matrices corre-
sponding to various domain transformations are different,
which makes it difficult to compare the feature expression
capabilities of various domain transformations.

Furthermore, the same intrapulse can yield matrices
with varying dimensions after undergoing different domain
transformations, while intrapulses of different lengths can
also yield matrices with varying dimensions even when
undergoing the same domain transformation. In practice,
some radars use wider pulses, such as pulse compression
radars, to achieve greater detection range, resulting in dif-
ferent PWs between different radar emitters. These different
PWs often lead to varying lengths of radar intrapulses.
Moreover, during the interception of radar signals, the sam-
pling points captured for the same pulse can differ due to
varying sampling rate settings. Additionally, different radar
signal receivers may be used to capture signals, and due to
hardware differences, even the sampling points for the same
pulse can differ. Furthermore, the trailing edge of pulses can
be extended under the influence of multipath transmission
channels, making PW measurements much noisier than lead
edge measurements, such as pulse repetition interval.

Domain transformations, signal properties, and hard-
ware equipment can all lead to variations in the dimensions
of intrapulse samples that need to be recognized. These
issues have hindered the development of IPR technology,
especially under complex conditions [24], [25], [26], [27],
[28], [29]. Therefore, addressing the issue of varying di-
mensions is crucial for IPR. Processing the samples with
varying dimensions into samples with a fixed dimension
would enable radar intrapulse samples of any dimension to
be input into a DNN with a fixed input size. Then, we can
use DNNs to recognize radar intrapulses.

It is noteworthy that bicubic interpolation can effec-
tively scale matrices with varying dimensions to the de-
sired dimensions while preserving the characteristics of
intrapulse samples. Therefore, bicubic interpolation can be
used to scale the varying dimensions of intrapulse samples
resulting from radar pulses of different lengths and domain
transformations, enabling samples of varying dimensions
to be processed into fixed-dimension samples. These fixed-
dimension samples can then be recognized using DNNs, as
the input size of DNNs is generally fixed.

In this work, we propose an IPR algorithm via bicubic
interpolation WVD. First, we collected some radar intra-
pulses with different modulations using a noncooperative
method. Second, we obtained square matrices correspond-
ing to various intrapulses by using the WVDs of signals
and bicubic interpolation. Third, we randomly divided the
dataset comprising the above square matrices into a train-
ing set, validation set, and test set. Finally, we used the

proposed convolutional neural network (CNN) to evaluate
the performance of the proposed IPR algorithm.

The contributions of this work are summarized as fol-
lows.

1) Bicubic interpolation was utilized to scale the initial
WVD matrices into square matrices, which allowed
radar intrapulses with different dimensions to be in-
put into a fixed DNN model. As a result, the proposed
method can process radar signals of varying lengths
resulting from different sampling rates or PWs.

2) The proposed IPR algorithm via bicubic interpola-
tion WVD demonstrated good performance and high
robustness at a low signal-to-noise ratio (SNR) while
maintaining a low time complexity. These character-
istics met the requirements of rapid response in EW.

3) The intrapulse samples in the dataset used in ex-
periments were generated by hardware equipment,
which is more indicative of the reliability of the
proposed method than the simulated samples.

4) The WVD square matrices, instead of images corre-
sponding to WVDs, were directly used as the dataset.
This approach prevented the loss of intrapulse fea-
tures during the process of storing and reading im-
ages of WVDs.

The rest of this article is organized as follows. Sec-
tion II describes related works. Section III introduces the
dataset. Section IV provides the details of the proposed IPR
algorithm. Section V discusses the experiments. Finally,
Section VI concludes this article.

II. RELATED WORKS

A. Radar Intrapulse Preprocessing Theories

To acquire clearer features of radar intrapulses, domain
transformation technologies, such as domain transforms,
are often required. However, it is usually difficult to use a
simple spectrogram to distinguish radar intrapulses. High-
order spectra and cyclic spectra [30], [31], [32] are com-
plicated and are not suitable for rapid response on the
battlefields. Therefore, time–frequency analysis methods
have become the most important and popular theory in
domain transformation technologies.

WVD is a nonlinear time–frequency analysis method
with fine time–frequency aggregation, which is often used
to analyze nonstationary signals. It is expressed as follows:

Wx(t, ω)

=
∫ +∞

−∞
x
(

t + τ

2

)
x∗

(
t − τ

2

)
e− jωτdτ (1)

wheretdenotes the time information, ω denotes the fre-
quency information, x(t ) denotes the collected radar in-
trapulse, τ denotes the time delay, ∗ denotes the complex
conjugate operator, and j denotes an imaginary number.
Actually, WVD is the Fourier transform of the instanta-
neous autocorrelation of the original intrapulse. There are
also some other typical time–frequency analysis methods,
such as the smoothed pseudo-Wigner–Ville distribution
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(SPWVD), the CWD, the continuous wavelet transform
(CWT), the synchronous wavelet transform (SWT), and the
HHT. The SPWVD is expressed as follows:

SPWx(t, ω) =
∫ +∞

−∞
h(τ )

∫ +∞

−∞
g(u − τ )

× x
(

t − u + τ

2

)
x∗

(
t − u − τ

2

)
e− jωt dudτ

(2)

where h(τ ) denotes a window function, and g(u) denotes a
smoothing function. The CWD is expressed as follows:

CWx(t, ω) = 1

4π3/2

∫ ∫
1√
τ 2/σ

e
−σ (t−u)2

4τ2

× x
(

u + τ

2

)
x∗

(
u − τ

2

)
e− jωt dudτ (3)

where σ is a constant. The SPWVD and CWD are able to
reduce the cross interference of the WVD, but this comes
at the cost of sacrificing some of the time–frequency ag-
gregations of the WVD. The CWT is expressed as follows:

CWTx(a, b) = 1√
a

∫ T

0
x(t )ψ

(
t − b

a

)
dt (4)

where a is the scale factor, b is the time-shift factor, T
represents the duration of signal x(t ), andψ (t ) is the wavelet
function. The performance of the CWT is easily affected by
the selection of wavelet function. The SWT is expressed as
follows:

SWTx(ωl , b)

= 1

�ω

∑
ak :|ω(a,b)−ωl |≤�ω

2

CWTx(a, b)a
− 3

2
k �ak (5)

where ωl denotes the frequency information, b denotes the
time information,�ω is the compression step for frequency
redistribution, �ω = ωl − ωl−1, ak is the discrete scale
factor, �ak = ak − ak−1, k is the number of scales, and
“:” means to make a certain condition true. Additionally,
ω(a, b) is the instantaneous frequency, as shown in the
following equation:

ω(a, b) = − j

2πCWTx(a, b)

∂CWTx(a, b)

∂b
(6)

where j denotes an imaginary number, and CWTx(a, b) can
be obtained by (4). The SWT is known to be sensitive to
noise and may experience time–frequency divergence when
processing complex-modulated signals. The HHT, on the
other hand, involves several steps. First, the intrinsic-mode
function (IMF) components are obtained by processing the
radar intrapulses via the empirical-mode decomposition
[33]. Second, the IMFs are processed by the Hilbert trans-
form. Finally, the instantaneous frequency and amplitude of
the intrapulses can be obtained.

Different time–frequency transforms correspond to dif-
ferent representations of radar intrapulses, and all of these
transforms can be used in combination with bicubic inter-
polation. However, as bicubic interpolation may generate

overshoots and undershoots, it is important to investigate
which time–frequency transform is best suited for use with
this type of interpolation. Therefore, the IPR system can
achieve optimal performance by combining the most suit-
able time–frequency transform with bicubic interpolation.

B. Bicubic Interpolation

In a real-world radar intrapulse processing system, do-
main transformations are used to preprocess pulses with
varying dimensions, which can result in matrices with dif-
ferent dimensions. This makes it challenging for a fixed
CNN to accurately recognize these intrapulses. However,
if bicubic interpolation is applied to process matrices with
different dimensions into matrices with the same dimension,
a fixed CNN can effectively identify signals with varying
dimensions [34].

The bicubic interpolation method utilizes 16 closest
neighboring points to the sampling point for interpolation.
It is supposed that the dimension of the wanted matrix B
is (M1,M2), and the dimension of the source matrix A is
(m1,m2). Therefore, the scaling factor k is obtained via
k = (k1, k2) = (M1/m1,M2/m2). The bicubic function is
shown as follows:

W (x) =
⎧⎨
⎩

(a + 2)|x|3 − (a + 3)|x|2 + 1, |x| ≤ 1
a|x|3 − 5a|x|2 + 8a |x| − 4a, 1 < |x| < 2

0, otherwise
(7)

where a is set to −0.5.
The steps of bicubic interpolation are as follows.

1) The arbitrary coordinate of B is assumed to be
(X,Y ). Then, the scaling factor k is calculated ac-
cording to the dimension of the source matrix A.
The corresponding coordinate (x, y) in A is equal to
(X/k1,Y/k2).

2) The nearest 16 coordinates (xr, yc) to (x, y) in A are
obtained, where r, c ∈ {0, 1, 2, 3}.

3) The value corresponding to the coordinate (X,Y )
of B can be obtained according to the following
equation:

f (X,Y ) =
3∑

r=0

3∑
c=0

f (xr, yc)W (x − xr )W (y − yc)

(8)

where f (xr, yc) represents the values corresponding to the
coordinate (xr, yc) in A.

C. Similar Related Works

There have been some published materials on a sim-
ilar topic of radar IPR. Cai et al. [35] utilized STFT to
convert signals into images and then used three types of
CNNs to extract features of the STFT images. While their
contributions focused on improving the CNN, the details
of signal processing were not very clear. Wu et al. [36]
introduced the process of the recognition algorithm in detail,
particularly the signal processing aspect. STFT images of
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signals were used as a dataset to train the CNN, but no com-
parison was made between the performance of the STFT
and other signal transformations, such as WVD and HHT.
In [37], [38], and [39], an algorithm based on the fusion
of features extracted by a CNN and a local binary pattern
was proposed for modulation classification. SPWVD was
used to preprocess signals. However, principal component
analysis was applied in the algorithm, resulting in the loss
of some cryptic features of the signals. Some other works
also used SPWVD or fractional low-order CWDs combined
with CNNs to achieve signal classification. However, they
did not provide details on how signals were made into the
dataset [40], [41]. Qu et al. [42], [43] used Cohen class
time–frequency distribution, image processing techniques,
and CNNs to identify the modulation of radar signals. A
novel kernel function was developed to remove cross terms
of WVD, and 2-D Wiener filtering was used to reduce the
noise of time–frequency images (TFIs). Qu also used the
Otsu method to transform TFIs into binary images and
remove noise from the TFIs. The accuracy of their proposed
method for recognizing 12 kinds of signals reached 96.1%
when the SNR was −6 dB. However, Qu used bilinear
interpolation to resize the TFIs and adopted binary TFIs,
which led to the loss of some essential features of TFIs. In
contrast, our work utilizes bicubic interpolation, which has
better performance than bilinear interpolation [34], [44],
and the values in the WVD matrix are not binary, thereby
retaining more features of signals.

III. DATASET

A. Intrapulse Samples

In this work, six kinds of radar pulses with intermediate
frequencies are generated by the hardware equipment of our
project team. The radar pulses with different modulations
are used as our research subject, and we construct the
dataset for the IPR of radar signals using these radar pulses.
Therefore, different radar intrapulses have different mod-
ulations. The above radar intrapulse modulations include
binary phase-shift keying (BPSK), frequency encoding
(FE), LFM, nonlinear frequency modulation (NLFM), CP,
and quaternary phase-shift keying (QPSK). The PWs of the
above intrapulses are 10 μs, the pulse period is 30 μs, and
the carrier frequency F0 is 20 MHz. Additionally, the chip
durations of the modulations for BPSK are all 0.77 μs. FE
modulation transmits at different frequencies with equal du-
rations during the PW. The lowest and highest frequencies of
LFM and NLFM modulation are 17.5 MHz and 22.5 MHz,
respectively. The chip durations of the modulations for
QPSK are all 0.77 μs. The details of intrapulse modulation
parameters are shown in Table I.

For BPSK, if the phase of the unmodulated carrier is
0, the absolute codes 0 and 1, respectively, mean that the
phases of the modulated carrier are 0 andπ . And the relative
codes 0 and 1, respectively, mean that the phase difference
between the previous code and the next code is 0 and π .
For QPSK, if the phase of the unmodulated carrier is 0, the
absolute codes 0, 1, 2, and 3, respectively, mean that the

TABLE I
Details of Intrapulse Modulation Parameters

phases of the modulated carrier are 0, π/2, π , and 3π/2.
And the relative codes 0, 1, 2, and 3, respectively, mean
that the phase difference between the previous code and
the following code is 0, π/2, π , and 3π/2. These radar
intrapulses are intercepted by the signal collector via a trans-
mission wire. And the number of sampling points, which is
a parameter in the signal collector, is set to 3 800 000. The
sampling rate Fs is set to 50 MHz. Additionally, the pulse
period of all radar signals is 30 μs.

B. Radar Intrapulse Processing

The process of obtaining the WVD square matrix in-
volves three steps. First, the initial WVD matrix of the
intercepted radar intrapulse is acquired. Second, the square
matrix is obtained by using bicubic interpolation. Finally,
the square matrices that make up the dataset are normalized
to a maximum magnitude of 1. The process of obtaining the
WVD square matrix is illustrated in Fig. 1.

WVD is a technique that converts a 1-D radar signal into
a 2-D matrix. The resulting matrix is a complex matrix with
a dimension of 500×1000, where 500 represents the number
of rows of the initial WVD matrix with 500 sampling points,
with each point representing different time information at
the same frequency point. Similarly, 1000 represents the
number of columns of the initial WVD matrix with 1000
sampling points, with each point representing different fre-
quency information at the same time point. To simplify the
calculation, we take the absolute value of each element in
the matrix. Bicubic interpolation is then used to transform
the matrix into a square matrix with a desired dimension
of 500×500, determined by the maximum memory of our
computer. This square matrix is obtained using the method,
as described in Section II-B. Finally, to eliminate the in-
fluence of the amplitude of radar signals, we normalize the
square matrix by scaling the maximum value to 1.

Using this approach, the recognition of radar intrapulses
can be treated as a computer vision recognition problem.
In our work, we directly use the WVD square matrices as
inputs to the CNN, rather than using their corresponding
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Fig. 1. Process of obtaining the WVD square matrix.

Fig. 2. Images corresponding to WVD square matrices of different
radar intrapulses.

images. This is because the WVD images automatically
saved by the software may lose some essential features of
radar signals, which can adversely impact the performance
of the trained CNN.

Fig. 2 shows the images corresponding to WVD square
matrices of different radar intrapulses.

Fig. 2 illustrates that the WVD square matrices of
different intrapulse signals can be utilized to recognize
intrapulses. Although the BPSK and QPSK images shown
above are slightly similar, they can still be effectively dis-
tinguished.

In this work, the signal collector can obtain at least 500
radar intrapulses of each class according to the 3 800 000
sampling points. Hence, there are all 3000 samples in the
WVD square matrix dataset.

IV. METHOD

A. Convolutional Neural Network

CNNs are an essential model in computer vision and
are particularly suitable for distinguishing WVD square
matrices of radar intrapulses [45]. The structure of the CNN
used in this work is shown in Fig. 3.

In Fig. 3, the numbers on top of the feature map represent
the size of the feature map, such as “5002.” The numbers
below the feature map represent the number of channels
in the feature map, such as “15.” The “Convolution(15,
3, 3, ‘same’)” indicates that the number and size of the
convolution kernel are 15 and 3×3, respectively, and “same”
stands for the zero-filling operation. The “Maxpooling(2,
2, s(2), ‘same’)” indicates that the pooling size is 2×2
and the stride is 2. “BatchNormalization” represents the
batch normalization operation before the nonlinear activa-
tion function. Compared with the CNN model presented
in our previous basic work [46], the proposed CNN in
this work has a larger input size, as larger samples can
contain more essential features of raw signals and help to
reduce the impact of frequency cross-interference terms.
Moreover, the number of neurons in the fully connected
layer of the proposed CNN in this work is smaller as we have
introduced batch normalization techniques. In this case, a
smaller number of neurons do not affect the performance of
the model but instead can reduce the complexity of the CNN.
Furthermore, batch normalization techniques can speed up
training and alleviate overfitting.

To improve the performance of the CNN, speed up
the training process, and prevent overfitting, the following
improvements were made in this study.

1) The trained network model with better recognition
performance on the validation set was saved in real
time.

2) Batch normalization was used before the nonlinear
activation in the fully connected layer.

3) One-hot encoding technology was used to encode
labels, making the feature distance more appropriate.

B. IPR Algorithm

The proposed IPR algorithm is divided into the stage
of training the CNN model and the stage of identifying the
radar signals. The block diagram representing the training
of CNN model is shown in Fig. 4.

The block diagram representing the recognition of radar
intrapulses is shown in Fig. 5. First, an intercepted intrapulse
is preprocessed into a WVD square matrix. Second, the
saved CNN model is loaded with the best performance.
Third, the square matrix to be identified is inputted into
the above model. Finally, the CNN model outputs the class
of the radar intrapulse.

V. EXPERIMENTS

The experimental environment consists of Windows 10;
GPU (NVIDIA GeForce RTX 3090); and CPU (Intel(R)
Core(TM) i9-12900KF).
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Fig. 3. Structure of the CNN used in this work.

Fig. 4. Block diagram representing training of CNN model.

A. Performance Comparison of IPR Algorithms Based on
Different Interpolation Methods

Apart from bicubic interpolation, the nearest neighbor
interpolation method and the bilinear interpolation method
can also process the initial WVD matrix into a square ma-
trix. When the SNR is −8 dB, the resulting time–frequency
WVD matrix images obtained by the nearest neighbor,

Fig. 5. Block diagram representing recognition of an intrapulse.

bilinear, and bicubic interpolation schemes are shown in
Fig. 6.

As shown in Fig. 6, the differences between the six types
of intrapulses in Fig. 6(c) are more apparent than those in
Fig. 6(a) and (b). Furthermore, Fig. 6 shows that the bicubic
interpolation used is more suitable for resizing initial WVD
matrices due to its higher quality than the nearest neighbor
and bilinear interpolation. The dataset used in our subse-
quent experiments is not constructed based on the grayscale
images, as shown in Fig. 6, but directly based on the WVD
square matrices, which are saved as a mat format file. In
fact, when the SNR is less than −10 dB, the recognition
accuracy of the CNN model trained using grayscale images
is 5% lower than that of the CNN model trained directly
using WVD matrices. We presented Fig. 6 to highlight
the advantages of bicubic interpolation more intuitively,
and we plan to further demonstrate its advantages through
experiments.

Specifically, the following experiment explores the per-
formance of IPR algorithms based on different interpolation
methods, and the WVD matrix processed by different in-
terpolation methods still needs to be normalized, as shown
in Fig. 1. The global parameters of the CNN throughout
the study are set as follows: the number of training epochs
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Fig. 6. Time–frequency WVD matrix images obtained by three
interpolation schemes.

is 100, the batch size is 8, and the Adam optimizer is
used. Each experiment is repeated 20 times, and the av-
erage result of the 20 experiments is used to represent the
performance of various methods. The 20 experiments are
independent of each other, so the average result can more
accurately represent the performance of various methods.

Furthermore, all experiments in this work were repeated
20 times independently to make the results more represen-
tative. Additionally, Gaussian noise is added to the radar
pulses to obtain intrapulses with different SNRs.

From the 3000 radar intrapulses, 1800 intrapulses were
randomly selected as the training set, 600 were randomly
selected as the validation set, and the remaining 600 were
used as the test set. The training set and the validation set
were used to train the CNN. Unless, otherwise, specified,
the training set, validation set, and test set for all subsequent
sections are described above. Under different SNR condi-
tions, for the test set, the average recognition accuracy of
IPR algorithms based on different interpolation methods is
shown in Fig. 7. The experiment was repeated 20 times
independently to ensure the results representative.

As shown in Fig. 7, when the SNR is less than −6 dB,
the recognition accuracy of IPR algorithms based on the
nearest neighbor interpolation and bilinear interpolation is
very low. Meanwhile, the accuracy based on bicubic inter-
polation is relatively high even when the SNR is only greater
than −12 dB. This indicates that the nearest neighbor and
bilinear interpolation lose more deep features than bicubic
interpolation. Additionally, when the SNR is −4 dB, the
recognition accuracy of the IPR algorithm based on the
nearest neighbor or bilinear interpolation is close to 100%.
However, when the SNR is −8 dB, the accuracy based on
bicubic interpolation is already close to 100%. These results
demonstrate that bicubic interpolation is more suitable for
preprocessing the WVD matrix than nearest neighbor and
bilinear interpolation.

B. Performance Comparison of IPR Algorithms Based on
Different Domain Transformations

The reason why WVD rather than other domain trans-
formations is chosen for preprocessing signal is that WVD
can retain more deep characteristics at different SNR levels.
While SPWVD, CWD, CWT, SWT, and HHT can also be
used for preprocessing signals, they have different abili-
ties to express time–frequency information and suppress
noise. All of the above domain transformations are first
used to preprocess signals, then the results obtained by
the transformations are further processed by bicubic in-
terpolation. The details regarding parameters configured
for different domain transformation methods are shown in
Table II.

By using different domain transformations and bicubic
interpolation, various intrapulses can be recognized.

Under different SNR conditions, for the test set, the
average recognition accuracy of IPR algorithms based on
different domain transformations is shown in Fig. 8. The
experiment was repeated 20 times independently to ensure
the results representative.

Fig. 8 shows that the performance of the algorithm based
on CWD is the closest to that based on WVD, and the
performance of the algorithm based on SPWVD is slightly
worse than those based on WVD and CWD. When the
SNR is greater than −6 dB, the recognition accuracy of
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Fig. 7. Average recognition accuracy of IPR algorithms based on different interpolation methods (%).

Fig. 8. Average recognition accuracy of IPR algorithms based on different domain transformations (%).

algorithms based on SPWVD, CWD, and WVD can al-
most reach 100%. This occurs because these three transfor-
mations belong to Cohen time–frequency distribution and
have similar performance when SNR is high. SPWVD and
CWD are mainly used to suppress cross-term interference
of WVD by sacrificing their time–frequency aggregation.
However, the experimental results show that WVD is more
suitable than SPWVD and CWD for preprocessing signals
under low SNR conditions due to its better time–frequency
aggregation.

When SNR is less than −12dB, the recognition accuracy
of algorithms based on CWT, SWT, and HHT transforma-
tions is less than 71%. Additionally, the CWT provides
a “time–frequency” window that changes with frequency,
which can have good time resolution for high frequency and

good frequency resolution for low frequency. Hence, the
CWT may lead to better recognition accuracy than some
of the WVD-related transformations, especially when the
SNR is greater than −12 dB. However, the intermediate
frequency of radar signal is generally high, and the CWT
would have low-frequency resolution, while having high
time resolution. Furthermore, the selection of wavelet basis
functions is very difficult, which greatly affects the wide
use of CWT.

In summary, WVD feature transformation can preserve
more essential features of radar intrapulses than other do-
main transformations. Hence, WVD is chosen for prepro-
cessing signal in this work, and the performance of the IPR
algorithm based on WVD is better than those based on other
domain transformations.
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Fig. 9. Average recognition accuracy of IPR algorithm for intrapulses with different PWs (%).

TABLE II
Details Regarding Parameters Configured for Different Domain

Transformation Methods

C. Adaptability of IPR Algorithm

The most important and novel part of the proposed
IPR algorithm is the use of bicubic interpolation to obtain
a constant size feature matrix. The number of analog-to-
digital converter sampling points varies with changes in
the PW of different radars or in the sampling rate of the
receiver. Without a constant size feature matrix, it would be
challenging to train a fixed network using radar intrapulses
with different PWs. However, bicubic interpolation can
solve these problems, making the proposed IPR algorithm
more adaptable to different radar intrapulses.

The six kinds of radar intrapulses, as shown in Table I,
were still collected by the receiver, and the sampling rate
was set to 62.5 MHz. All kinds of pulses with PW values of
8, 10, and 12 μs were acquired. When the SNR is −10 dB,
the average recognition accuracy of the IPR algorithm for
intrapulses with different PWs is shown in Fig. 9. The

experiment was repeated 20 times independently to ensure
the results representative.

As shown in Fig. 9, when the proportion is smaller than
0.7, the average recognition accuracy of the IPR algorithm
for intrapulses with various PWs is almost over 90%, indi-
cating that the proposed algorithm has better adaptability
to radar intrapulses with different PWs. Additionally, the
accuracies of the algorithm for intrapulses with larger PWs
are higher. The WVD feature matrix obtained by an intra-
pulse with a larger PW will contain more characteristics of
the radar signal, which helps to recognize radar intrapulses.

D. Comparative Experiments

The algorithm proposed in this work not only optimizes
the basic CNN model but also optimizes the training strategy
of the CNN model. The training strategy involves saving the
CNNs with better performances during training. The end-to-
end IPR algorithm based on a 1-D CNN [47] is also widely
used due to its simplicity and intelligence. Additionally,
there are methods that also use a combination of a time–
frequency analysis method and bicubic interpolation, which
are somewhat similar to the proposed method in this work,
such as [42], [48], [49], and [50].

The basic CNN is somewhat similar to the improved
CNN in Fig. 3. However, the key difference is that the basic
CNN does not save the best performing model in real time
during the training process on the validation set and does not
utilize techniques, such as batch normalization and one-hot
encoding. Additionally, the basic CNN is constructed with
reference to LeNet-5 [51]. In the end-to-end IPR algorithm,
the intercepted radar intrapulses are directly input to the 1-D
CNN; thus, neither the WVD nor the interpolation scheme
is used. The structure of the 1-D CNN in the end-to-end IPR
algorithm is shown in Fig. 10.

In Fig. 10, the numbers on top of the feature map repre-
sent the size of the feature map, such as “500.” The numbers
below the feature map represent the number of channels
in the feature map, such as “15.” The “Convolution(15, 3,
‘same’)” indicates that the number of convolution kernels
is 15, the size of the convolution kernel is 3×1, and “same”
represents the zero-filling operation. The “Maxpooling(2,
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Fig. 10. Structure of a 1-D CNN in the end-to-end IPR algorithm.

Fig. 11. Under different SNR conditions, the average recognition accuracies of different IPR algorithms(%).

s(2), ‘same’)” indicates that the pooling size is 2×1 and the
stride is 2.

Under different SNR conditions, for the test set, the
average recognition accuracy of different IPR algorithms
is shown in Fig. 11. The experiment was repeated 20 times
independently to make the results representative.

As shown in Fig. 11, all IPR algorithms struggle to
effectively recognize intrapulses when the SNR is less than
−12 dB. However, when the SNR is greater than −4 dB,
all the algorithms can effectively recognize different in-
trapulses. Nonetheless, the performance of our method is
superior to other methods under any SNR condition.

Fig. 11 shows that IPR algorithms based on the basic
CNN and the 1-D CNN are more sensitive to changes in
SNR. When the SNR changes slightly, such as from −12 to
−10 dB or from −8 to −6 dB, the recognition accuracies
of these two algorithms suddenly increase, indicating poor
robustness. On the other hand, the performance of the
proposed IPR algorithm steadily increases with an increase
in SNR.

The performance of IPR algorithms based on [42],
[48], [49], and [50] steadily improves as SNR increases,

TABLE III
Time Required for Each Method to Train a Sample

indicating that these methods are also not sensitive to SNRs.
However, due to signal preprocessing or overly complex
network models, these methods have not achieved bet-
ter performance than our method. For instance, in [42],
Wiener filtering, bilinear interpolation, and thresholding
were applied to the CWD images of radar signals to remove
noise and reduce complexity. However, applying too many
processes may result in the loss of some important features.

Table III presents the time required for each method to
train a sample, representing the time complexity of each
method.

WU ET AL.: INTRAPULSE RECOGNITION OF RADAR SIGNALS VIA BICUBIC INTERPOLATION WVD 8677



Table III presents that the proposed method, the 1-D
CNN, and [42] have relatively low time complexity, while
the time cost of basic CNN, [48], and [49] is high. The time
cost of the method in [50] is the highest. A higher time cost
implies a longer training process for the network. Such high
time costs can be unfavorable for the practical application
of signal recognition algorithms in EW.

In summary, improvements to the CNN model can en-
hance the recognition performance and robustness of the
proposed IPR algorithm. Furthermore, the time complexity
of the proposed IPR algorithm is not high, making it more
adaptable to the demands of actual EW.

VI. CONCLUSION

An IPR algorithm based on bicubic interpolation WVD
has been proposed to avoid the complexity of expert feature
extraction in EW. Bicubic interpolation has improved the
adaptability of the proposed algorithm to radar intrapulses
with varying lengths. Experiments have shown that the pro-
posed algorithm has outstanding recognition performance
and good robustness, even under low SNR conditions. In
the future, the following aspects would be focused on the
following.

1) When the number of labeled different radar intra-
pulses is unbalanced, it can be difficult for the IPR
algorithm to effectively recognize some classes of
intrapulses.

2) When the number of intercepted labeled radar intra-
pulses is very small, it can be difficult for the IPR
algorithm to recognize various intrapulses.

3) When radar signals are intercepted with no labels, an
IPR algorithm for recognizing different intrapulses
needs to be proposed.
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