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Using Roads for Autonomous Air Vehicle Guidance
Ralph Hartley, Behrooz Kamgar-Parsi , Senior Member, IEEE, and Cody Narber

Abstract— This is a study on the development of a road
following vision-based guidance system for unmanned air
vehicles (UAV) in real world applications. Currently, autonomous
navigation requires the use of GPS. In many applications,
however, dependence on GPS is undesirable. GPS signals are
weak and can be jammed easily. Also, GPS waypoints may not
be up-to-date. In recent years, vision-based navigation has been
gaining popularity. Vision-based guidance requires existence of
visible paths or extended landmarks for air vehicles to detect and
follow. Roads are the most commonly available path to follow.
Moreover, the abundance of events that happen along roads make
them appealing subjects of surveillance. Many road detection
(single images) and road tracking (videos) algorithms have been
proposed in the literature. Fast detection and tracking has been
the emphasis of those intended for UAVs. Due to the complexity of
road detection, we not only need advanced software but also the
most effective sensors. In this paper, we propose a road following
algorithm that uses both RGB camera and hyperspectral sensor
and report the results of actual test flights conducted in different
locations and different seasons.

Index Terms— Road detection, road following, autonomous air
vehicles, hyperspectral sensor, unmanned air vehicle (UAV).

I. INTRODUCTION

A IR vehicle miniaturization and autonomy has long been
a goal in certain applications [1]. To achieve guidance

autonomy, vision based navigation has been steadily gaining
popularity. A vision based guidance requires the existence of
a visible path or extended landmark. Reference [2] suggests
using shorelines for autonomous UAV guidance; [3] proposes
a method to search and track rivers; [4] proposes an approach
to follow “boundary” between distinct regions such as coast-
lines or edge of vegetation. However, most UAV vision-based
systems have experimented with road following. This is not
surprising because both in terms of availability and the wealth
of events happening along them, roads constitute the most
significant paths for UAVs to follow.

Monitoring activities along roads is of interest both to
military and civilian institutions. Air vehicles are ideal plat-
forms for collecting information for this purpose. Although
the vehicle can be guided over the road by a human operator,
increasingly it is becoming preferable to have autonomous
road following air vehicles. Currently, UAVs that navigate
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under the preferred autonomous mode must use GPS updates.
Thus, they are vulnerable to GPS jamming, which is occurring
with increasing frequency, especially in unfriendly environ-
ments. Furthermore, navigating by GPS requires GPS way
points which may not be available, or may not be up-to-date.

“Road” literature is quite extensive as it concerns a variety
of different problems. Some of the factors contributing to this
variety are the diversity of road types and their surroundings,
the viewing platforms, the intent of the study, etc. Some roads
are well structured with clear lane markings and boundaries,
while others are unstructured such as rural and unpaved roads.
The contrast between a road and its background is different
in different domains and seasons requiring various degrees of
effort to delineate the road. The viewing platform may be a
ground vehicle [5], [6] or an air vehicle [7], [8]. Not only the
latter may fly at different altitudes, but it may also view the
ground from different angles including straight down [4].

Studies that involve aerial road imagery address road detec-
tion, road tracking or road following. Generally speaking,
road detection implies detection in a single image [6], [9],
road tracking implies road detection/tracking in a video [7],
road following implies developing control strategies to follow
roads and possibly actual autonomous flight over a road [10].
Of course, road tracking starts with road detection, and
road following requires road tracking. In road tracking stud-
ies, experiments are performed on public or private videos
that are collected by human guided (road following) UAVs.
Autonomous road following studies are few and are mostly
concerned with control issues so that the UAV could actually
follow the (detected) road in a stable manner. Typically, in such
studies, the road (or the extended landmark, e.g. shoreline [2])
that they follow are not difficult to detect. However, in real
world applications road detection/tracking, especially in rural
areas, can be quite challenging.

As was said before, road following requires road tracking.
Nevertheless, road tracking in videos and road tracking in
actual flights are not the same. In the latter, images are
taken while plane is guiding itself. Therefore, inaccuracies in
guidance can affect tracking and vice versa. Indeed, errors
in tracking and guidance can add up. A gust of wind, for
example, can complicate autonomous navigation and impact
captured views affecting road tracking if not road detection.
Our objective is to develop a vision-based guidance system so
that the air vehicle will be able to follow typical rural roads
(and under a variety of weather conditions).

Here, we will briefly discuss a number of road tracking
studies in the literature, followed by studies on road following.

Road Tracking: [11] initially learns a cross section of the
linear structure to be followed, e.g. road, from a sample image.
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The 1-D cross section, called structure, is somewhat wider than
the road (see also [8]). Vanishing point is obtained by applying
a variation of RANSAC algorithm to line segments extracted
from edges. It then rectifies the image to detect (and track) the
road by matching the structure to new frame. [7] suggests a
road detection and tracking for aerial scenes by using a graph-
cut approach based on modeling image color distribution with
Gaussian mixture for detection, and a homography-alignment-
based approach for road tracking in video images. Comprehen-
sive descriptions of graph-cut and homography may be found
in [12] and [13], respectively.

Our approach is to model the road with a family of piece-
wise splines, where the middle (piecewise) spline represents
the middle of the road and side (piecewise) splines sample
the road’s RGB values. This road model will be used for
tracking. Because our model is compact, it can be transmitted
to the ground over the same radio link used by the autopilot
for commands and telemetry. This simplifies interactions with
users which will be needed both during testing and actual
missions.

Road Following: Most studies on following roads (or curvi-
linear structures) either suggest flying on a path tangent to the
road such as [2] and [14], or flying toward a target point on
the road some distance ahead such as [10]. Reference [15]
on the other hand suggests an approach based on proportional
navigation where the target being chased/tracked is the edge
of the camera frame at which the road flows into the image.

Our objective is not to always fly directly over the road,
rather to keep the road well inside the field of view. If the plane
tried to fly directly over the road with too much crosswind,
the road would be outside of the camera’s field of view. In
our approach, a target point for steering is chosen on the
(modeled) road some distance ahead of the plane. In addition,
simple proportional control is used to point the plane towards
the target point, sending roll angle commands to the autopilot,
proportional to the angle between the plane’s heading and
the target.

A. Choice of Sensors

A rural road may pass through different types of terrain. For
a UAV to be able to follow long stretches of a road, detection
has to remain successful throughout the flight. Furthermore,
different seasons and weather conditions can also affect detec-
tion, in part because of changes in the background from which
the road must be delineated. The complexity of detection task
not only requires robust software, but also the use of the most
effective sensors.

In fact, detection of other extended landmarks can also
become more reliable through the use of suitable sensors. For
example, the remote sensing community has long been using
near IR (NIR) sensors to discriminate water from land. NIR
detects water regardless of its color or texture [16], [17]. Note
that water may appear in a variety of colors from blue to brown
depending on turbidity, time of day, etc, in particular in rivers,
and its texture is affected by wind. To distinguish the boundary
between water and land in RGB images, [4] uses a prior
supervised learning process based on hue. Whereas using a

NIR sensor, the vision-based system developed in [2] easily
detects (and follows) shorelines without a need for learning.

A color camera alone may not be the best sensor option for
rural roads. On the other hand, the use of active sensors is
not desirable as they are not energy efficient; they can also be
detected in hostile environments. In this study, we use both an
RGB camera and a hyperspectral sensor (HSS). Not only they
are both passive sensors, but they can also complement each
other well.

A hyperspectral sensor (HSS) is useful for recognizing
the (surface) material from which an object is made. While
a color camera has only three channels (red, green, blue),
a hyperspectral sensor typically has several hundred channels.
It usually covers a wider range of electromagnetic wavelength
than visible light, but more significantly it can resolve the
electromagnetic spectrum into hundreds of bands, thus dis-
criminating materials through their spectral “signature”.

The HSS can detect the road based on its material. However,
an HSS image is only 1-dimensional. Furthermore, the rate at
which HSS images are acquired is comparable to those of
the RGB camera. At the speed with which a typical fixed
wing UAV flies, there will be large spatial gaps between
consecutive 1-D HSS images. Nevertheless, the RGB camera
produces 2-dimensional views of the scene, while the HSS
provides us with cross sections of the road. By calibrating
the two sensors we will know the location of the road cross
sections detected by the HSS in the RGB collected color
images as well as the road color.

II. APPROACH

We recognize roads based on several properties common
to most roads: they are generally long and thin following a
piecewise smooth curve, they are mostly uniform in the long
direction, but with contrast in the crosswise direction, and they
often have at least some degree of bilateral symmetry.

We attempt to fit the image data with a simple spline
based model that will fail if these properties are not present.
The fitting is performed by a form of Stochastic Gradient
Descent (SGD), a widely used method which randomly applies
operators to the model to improve its fit to the data (for our
problem to make it more road-like).

Gradient descent requires initialization to a model not too
different from the actual road. We get initial models by extrap-
olating from a point that the hyperspectral sensor indicates
could be part of a road. Once we have found a road, only
small updates to the model are needed to track it from frame
to frame, which gradient descent can do quickly.

Because our model is compact, it can be transmitted to
the ground station over a low bandwidth link, eliminating the
need to transmit video. We send it over the same radio link
used by the autopilot for commands and telemetry. This is
important because if the user wants the plane to follow a road,
he will need to verify that the right road is being followed
from the start, and will want some indication that the correct
road continues to be followed afterwards. (Without displaying
the road models during flights, testing and debugging road
following would have been very difficult.)
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Fig. 1. Spline adjustment operators. Changes exaggerated for clarity.
(A) Point - Function adjusted to better match selected point. (B) Smooth -
Function smoothed.

A. Splines

Cubic B-splines are well-suited to modeling smooth
functions of a parameter t (which in our case is position along
the road).

B-splines model a function f (t) as a weighted sum of a
vector of control points X

f (t) = X T B(t)

=
3∑

i=0

3∑

j=0

X�t�+i−1Mi j (t − �t�) j (1)

Where

Bi (t) =
3∑

j=0

M(i−�t�+1) j (t − �t�) j (2)

is the cubic B-spline basis with coefficients

Mi j =
1/6 −1/2 1/2 −1/6
2/3 0 −1 1/2
1/6 1/2 1/2 −1/2
0 0 0 1/6

(3)

for 0 ≤ i ≤ 3, 0 ≤ j ≤ 3 and Mi j = 0 otherwise.
There are two basic operations we apply to splines to update

our model: Point adjustment and smoothing. They both take an
old function f0 represented by control points X0 and produce
a new function f represented by X , depending on a rate
parameter r , (usually small) which represents the step size
in SGD.

1) Point Adjustment: Point adjustment updates the function
to reduce the error δ, measured at a single point t , by
modifying the control points that affect f (t) by

X = X0 + δr B(t) (4)

Since this only changes four control points, and the compu-
tation of the four nonzero components of B(t) is shared with
the measurement of δ, the update is fast. We need it to be,
because it is applied many times. (Fig. 1(A)).

Fig. 2. The road model.

2) Smoothing: The smoothing operator makes a small
change in the function to reduce its total second derivative.
It finds the spline that minimizes the error:

E2 =
∫ (

r f ′′(t)2 + (1 − r)( f (t) − f0(t))
2
)

dt (5)

The first term represents curvature, and the second change
relative to the old function, with r determining their relative
importance. Since f is piecewise polynomial, the derivatives
and integral can be evaluated symbolically, giving:

∫
f ′′(t)2 dt = X T AX

∫
f (t)2 dt = X T PX (6)

Where A and P are the symmetric band matrices

Auv =
∑

m

3∑

i=2

3∑

j=2

M(u−m+1)i M(v−m+1) j
i j (i − 1) ( j − 1)

i + j − 3

Puv =
∑

m

3∑

i=0

3∑

j=0

M(u−m+1)i M(v−m+1) j

i + j + 1
(7)

In terms of A and P (5) is

E2 = r X T AX + (1 − r)(X − X0)
T P(X − X0) (8)

which is minimized by setting its derivatives to zero and
solving for X , giving

X =
(

r

1 − r
A + P

)−1

PX0 (9)

A is positive semi-definite and P is positive definite, so for
0 ≤ r < 1 the matrix is always invertable. All matrix
operations are limited to four non-zero diagonals, so splines
can be smoothed in time proportional to their length. The
cost of the inversion is reduced by pre-computing the LDL
decomposition of the matrix to be inverted for each length
and smoothing rate. (Fig. 1(B)).

B. Road Model

The Road model has two parts, the center-line a two-
dimensional spline curve representing a path on the ground,
and the profile comprising 211 three-dimensional splines rep-
resenting RGB values along equally spaced paths parallel to
the center-line (Fig. 2).

1We chose this number because it was small enough for data transmission
and large enough to represent the color image and for tracking. It worked
well and was never modified.
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The center-line is the primary output of the road-finding
subsystem, and is used for road following. The profile is
matched against image at the points determined by the center-
line. To find and track the road, both parts of the model are
adjusted to find the best match.

Points in the road model are parameterized by two coor-
dinates t and s, where t , the spline parameter, is position
along the center-line and s is perpendicular distance to the
left or right (so s = 0 on the center-line). All splines share
the continuous parameter t , with the same values at the equally
spaced control points, while s is represented by 21 samples
between −10 and 10, and selects one of the profile splines.

The road model is expressed in ground coordinates. For
each frame the mapping from ground coordinates to image
coordinates is calculated based on the position and attitude
reported by the autopilot. Because we only need the position
of the plane relative to the road, absolute error in the reported
pose is not important.

To counteract the effect of drift, we track the road from
frame to frame. The projection of the actual road into the
image changes as a function of the actual motion of the plane,
while the projection of the road model changes according to
the reported motion. Error in the reported motion causes a
small misalignment between the road model and the image of
the road. This is corrected each frame by the tracking process,
so that the model and the image continue to agree. Because
the correction is usually small, it can be computed very
quickly.

C. Adjustment Operators

The basic algorithm for finding and tracking the road is
stochastic gradient descent (SGD). Operators are applied at
randomly chosen points in the model. Each application of an
operator has a small effect, which is reduced for each iteration.
Each of the six operators improves one desirable property of
the model.

Two of the operators are smoothing using (9) on either the
center-line or on a profile spline. There are also four operators
that use point adjustment (4), one operating on profile and
three on the center line. Each time one of these operators
is used, it chooses a random position t along the spline to
apply to.

1) Profile Adjustment: Profile adjustment changes the pro-
file part of the model to more closely match the current image.
In addition to choosing a random t , it also chooses a random
lateral offset s. The color predicted by the spline at (t, s)
is compared to the corresponding point in the image. The
difference in color is used as the error for the point adjustment
operation (4) on the profile spline indexed by s.

2) Match Adjustment: Match adjustment moves the center-
line to improve the match between the model and the image.
It picks random points t along the road model and finds
the maximum of the correlation between the profile at that
position and the line on the ground perpendicular to the center-
line, as observed in the image. The center-line is then moved
left or right using point adjustment (4) toward the offset that
gives the best match. (Fig. 3(A)).

Fig. 3. Center Line adjustment operators. Changes exaggerated for clarity.
(A) Match - Center line moved towards best match. (B) Bilateral - Center
line moved towards best symmetry axis (C) Bend - Center line bent to move
normal direction towards image gradient.

3) Bilateral Adjustment: Bilateral adjustment moves the
center-line to try to make the road more bilaterally symmetric.
Looks at the line on the ground perpendicular to the center line
at t , finds the offset about which it is most symmetric, and
moves the center-line in that direction. It ignores the profile.
(Fig. 3(B)).

4) Bend Adjustment: Bend adjustment applies a small local
rotation to the center-line to reduce the variation in the profile
as a function of t . The direction of rotation is chosen according
to the sign of ∂ fmodel

∂t
∂ fimage

∂s , so that, for example, if f increases
in the forward direction and to the left, then the center line
is rotated to the right, reducing the increase along the curve.
(Fig. 3(C)).

D. Road Finding

Finding the road initially is more computationally expensive
than tracking it from frame to frame once it has been found.
We employed a three step process to generate, refine, and
select candidate road detections. First, seed points are found
with the hyperspectral sensor, they are extended to linear
features in a color image, which is fit by our spline based
road model. If any of the steps fail to find something it can
interpret as a road, the search starts over in the next frame.
Because false alarms in each step are largely independent of
each other, this results in few false alarms overall.

The hyperspectral sensor (HSS) is used to find “seed”
points that can be extended into road detections, the process
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Fig. 4. Top: The initial spline seeded from the outcome of least cost graph
approach (dynamic programming). Bottom: Spline model is refined to fit
image. This stage and preceding ones are not done every frame.

is very simple, but robust. Pixels of the hyperspectral sensor
are first classified as “possible-road” or “non-road”, based on
relative brightness in just two bands, ≈580Å in the visible
and ≈750Å in the near IR. A pixel is possible-road if
0.2 < V is−I r

V is+I r < 0.4. This reliably eliminated all pixels
containing vegetation or water.2 A seed point is the center of
a contiguous set of possible-road pixels of a rather reasonable
width projected onto the ground. (Of course, the user may
supply an estimate of the width for greater confidence.) This
detects most roads, but a special case was added to handle dirt
roads with grass growing between the tire tracks.

Because the color camera and the HSS are not synchronized,
the HSS frames in which seeds are found are usually not
simultaneous with any color frame, and movement during the

2This ratio was recommended by the Remote Sensing Division at NRL. The
effectiveness and the simplicity of this method ruled out the need for a more
elaborate technique.

Fig. 5. Top: Spline model extrapolated to new frame. It is done every frame;
cost is negligible (10 frame difference shown to illustrate mismatch). Bottom:
Spline adjusted to fit new frame.

intervening time must be taken into account. We seed the road
in a color frame only if compatible seed points are found in
both the preceding and the following HSS frames. The position
on the seed is linearly interpolated to the time of the color
image. This also eliminates any seed points that fail to persist
for at least two HSS frames (small patches of pavement or bare
ground).

Seeding by the HSS is easily fast enough to do in real time
on every frame and has a low enough false alarm rate (though
not zero) that when it indicates a possible road there is a
reasonable probability that a road is actually present, and that
it will be found in the color image. Combined with fast and
reliable road tracking (see II-E), this means that road finding
in the color image (which is the most expensive step) does not
need to run very often, since most frames either have no seed
point, or have a road that can be tracked from the previous
frame.
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A seed point is extended to a path in the color image by a
dynamic programming based search so that the total change
along the path in HSV space is minimized. Control points are
chosen at regular intervals along the path and used to initialize
the spline based road model.

Once the path part of the road model has been initialized,
the profile part is filled in by SGD using 10000 iterations of
profile adjustment (Fig. 4 (Top)).

The complete road model is then refined by another
round of SGD, using all the operators but match adjustment
(100000 iterations, about 97% profile, 1 % bilateral, 1 % bend,
0.2% profile smoothing, 0.2% center-line smoothing). This is
the most computationally expensive stage of the processing,
but it doesn’t need to be done very often, and it could be
reduced by careful tuning. The high percentage of profile
adjustments is dictated by the need to correct the profile each
time the center-line moves (Fig. 4 (Bottom)).

E. Road Tracking

Once the road has been found, tracking it from frame to
frame is much easier.

Tracking first adjusts the center-line, to correct miss-
alignment between the road model and the road in the image
(due to e.g inaccurate pose updates), and then the profile to
correct for changes in illumination, and to improve resolution
where the plane has moved closer to part of the road.

Center-line adjustment is done by SGD with just 500 itera-
tions, mostly match adjustment interspersed with about 2% of
center-line smoothing steps to prevent kinks from forming.
Then the profile is corrected by 500 iterations of profile
adjustment (Fig. 5).

After the road is tracked to a new frame, it is trimmed or
extended. Trimming removes control points from the ends of
the spline that no longer match the image (as measured during
the tracking stage), or that are too far outside the field of view.
If too little of the road model remains, the road is considered
lost. The road is extended by searching the image beyond the
end of the model for a matching profile, and adding a new
control point if one is found.

F. Road Following

Once a road has been found and is being tracked, it has
to be followed in a stable manner. There have been several
studies in following curvilinear structures such as [2], [10],
and [11]. In [14] cubic trajectories are constructed to control
the aircraft so that it intercepts the target path on a tangent.

Road following could be done one of several ways, but
note that our objective is not to always fly directly over the
road, or even as close as possible. We want to fly a smooth
stable path, while keeping the road well inside our field of
view.

To do this, a target point for steering is chosen on the
(modeled) road some distance ahead of the plane. This is a
common path following method [10]. We used the point on
the road where the horizontal distance from the plane is twice
the plane’s altitude, or if the road does not go that far, the end
of the road. Choosing a point well ahead of the plane’s current

position has the effect of smoothing and stabilizing the flight
path, ignoring small wiggles in the road.

There is another reason to choose a target point well in
front of the plane, it makes it easier to keep the target in sight
while making the required turns. In order to turn to the right,
the plane must roll to the right, and rolling to the right moves
the field of view of the camera to the left. Suppose we chose
a target too close to the plane and it is near the right edge
of our field of view. If we turned right towards the target,
the field of view would move to the left and the target would
be lost.

This lead distance resulted in a smooth approach to the road,
while keeping the road in the camera’s field of view. It also
compensates for crosswind. To fly parallel to the road in a
crosswind, the plane must point upwind of the road direction.
At the airspeed we fly (≈13m/sec), the angle is sometimes
significant. As a result, if the plane tried to fly directly over
the road with too much crosswind, the road would be outside
of the camera’s field of view. Turning the plane so that its
heading, not its velocity vector, points toward the target point
results in the plane’s track being downwind of the road by the
required distance. This method corrects for crosswind without
even measuring it.

Simple proportional control is used to point the plane
towards the target point, sending roll angle commands to
the autopilot, proportional to the angle between the plane’s
heading and the target. The autopilot continues to control
all other degrees of freedom (e.g. altitude, airspeed, rudder
coordination).

III. AIRCRAFT

For this project an Ion Tiger aircraft is used with the
fuel cell removed and replaced with batteries, our sensors
and the road following computer. Ion Tiger is a custom-
built electric aircraft that NRL Vehicle Research Section used
primarily to test long-endurance hydrogen fuel cell propulsion
technologies. Ion Tiger has a wing-span of 20ft and flight
speeds of 25kt at cruise, it can cruise on approximately 250W
of propulsion power after a ground-launch using a small winch
motor.

The aircraft is controlled by a Cloud Cap Technologies
Piccolo-II autopilot. The autopilot has an inertial navigation
system, and communicates with a ground station over a radio
link.

While not following roads, the aircraft is controlled by the
autopilot in waypoint mode, except for launch and landing,
which are controlled manually from the ground station.

The road following computer comprises an Intel Atom
D525 1.8GHz processor, 4GB of memory, firewire interface,
and a 160GB flash drive, in a mini-itx case.

All data received from the sensors or the autopilot is time-
stamped and recorded.

IV. SENSORS

The visual sensor is a Stingray F145C color firewire camera
with a 12mm lens producing 1388 × 1038 pixel images with
a 40° × 30° field of view. It is mounted on the bottom of the
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Fig. 6. Two test flight images (different seasons and test ranges) with road
model superimposed. Green circle - target point. Blue and purple circles -
Spline control points. Red and blue line - line seen by the HSS.

plane looking forward at about a 45° angle, oriented so that
the wider field of view is vertical. Its internal calibration was
determined with a checkerboard target [18], [19].

Fig. 7. This figure shows the Picolo map and waypoints for one of our test
sites. (Roads are white, waypoints and arrows indicating clockwise direction
are black.) The map is old and inaccurate. The two target roads are the two
longest ones. The plane would fly toward a waypoint while looking for a road.
Once a road was found it would follow it until that road ended. It would then
fly toward the next waypoint. If the plane followed a (target) road for too
long and was about to go out of sight, the command “Stop Following Road”
would be issued, in which case the plane would turn back to fly toward the
next waypoint.

The hyperspectral sensor (HSS) is a Specim V10E spec-
trograph with a 16mm objective lens and a Stingray F145B
monochrome firewire camera. It measures brightness values
for 518 wavelength bands from 360nm to 1000nm (but is only
sensitive above 400nm) at each of 692 pixels along a line. The
line observed by the HSS is horizontal, lying near the bottom
of the field of view of the color camera.

The mapping from the HSS pixels to points in the color
image is measured before each flight by finding a third order
polynomial that minimizes differences over a set of calibration
pairs each comprising one image of a distant target taken at
the same time by each camera.

Gain and Exposure time for both sensors is continuously
adjusted to optimize dynamic range. The maximum frame rate
for the HSS and color cameras is set (by the requirement
to save all images to disk) to 15Hz and 7.5Hz respectively.
In some flights, cloudy weather sometimes required longer
exposures for the HSS, reducing its frame rate to about 10Hz.
The cameras are not synchronized, but each frame has an
accurate timestamp.

V. TESTS

A. Simulation

Two types of simulation were used to test different parts of
the road following software: replay and full simulation.

In a replay, the program is given data recorded from a
previous flight. Images and autopilot data are delivered to the
program at the same times as in the actual flight, either at
real time rates, sped up, or slowed down. The advantage of
a replay is that the data is exactly what the program would
see in a real flight, so it is a realistic test, especially of the
sensor processing. A common problem in testing in simulation
is that assumptions made about the data may hold in the
simulation, but not in the real world. That is not possible in a
replay. However, a replay does not include any interaction with
world, so it can test road detection, modeling, and tracking,
but not the interaction with the autopilot required for actually
following the road. Replay tests were used during program
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Fig. 8. This a sequence of images showing the view seen by the aircraft during a short period of an actual test flight. The road model generated by the
aircraft, which is the detected road, is overlaid on the images. The images show the impact of a tree canopy occluding the road at various degrees. The flight
is not impacted significantly as the aircraft rediscovers the road.

development (using data from flights using only waypoint
control), and for analysis of road following results.

In full simulation, the entire system is simulated using
simulations of the autopilot, vehicle dynamics, and sensors.
This tests the interaction between the program and the world,
but the data (especially image data) is not as representative of
real conditions. Our simulation uses aerial images to generate
images as they would be seen by the color camera, ignoring
the 3 dimensional structure of the scene (which is sometimes
significant). The simulation of the HSS is much cruder, since

hyperspectral data was not available. Hyperspectral pixels
were classified by thresholding the RGB values at the corre-
sponding point of the color image. This works for some roads
(that were significantly brighter than the background) but not
for others that the real HSS does detect.

B. Flight

The system as a whole can only be tested in an actual flight.
Fig. 6 shows two still images from a test flight.
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From gathering test data to tests of the final system, we flew
a total of 14 flights each lasting up to an hour. Some were
cut short due to hardware or software problems or weather
conditions. Flights were done over a number of roads at
two separate test ranges and in all four seasons. Flights in
different seasons provided us with information regarding the
system’s performance across a variety of color changes, which
especially impacts background from which the road has to be
delineated, as well as different weather conditions.

During the final successful test flight, which lasted about an
hour, the plane flew a circuit of four waypoints, two sides of
which were roughly aligned with the two target roads. When
the road follower found a road, it took control and steered
the plane until the road was lost, usually at the road’s end.
It then returned the autopilot to waypoint control, until the
next road was found. The roads could only be followed for
about a minute at a time, due to the safety requirement that the
aircraft remain in sight of the ground station at all times. It flew
ten cycles around the circuit at three different altitudes 100m,
150m, and 200m. In each cycle both roads were found and
followed, but at the lower altitudes one of roads was not always
found immediately because the placement of the waypoints
and the crosswind conditions resulted in the road being outside
of the camera’s field of view. In general, road following is
harder at lower altitude because time limits are shorter and
the area inside the field of view is smaller (Fig. 7).

The simple 2-band method of road detection with HSS
worked remarkably well in all seasons as brown vegetation
remained very bright in near IR wavelength, and that the
system as a whole was not affected by the season.

Some “false” detections occurred, many of which were
actually short segments of road. None were followed for more
than a few seconds.

C. On the Accuracy of Actual Flights

Considering the variety of roads, seasons and weather con-
ditions in which we conducted actual test flights, the accuracy
of the flight path of the aircraft cannot provide a meaningful
metric representing the success rate. In fact, as mentioned
earlier, our objective was not to always fly directly over the
road; rather to fly a smooth stable path, while keeping the
road well inside the field of view. If the plane tried to fly
directly over the road with too much crosswind, the road
would be outside of the camera’s field of view. Therefore,
a more relevant question is the accuracy with which the road
has been detected, though even here quantification will not be
very meaningful. We are thus content with making only certain
qualitative observations in regard to road detection accuracy.
In the section “Conclusions and Future Work,” we discuss a
number of situations where a vision system alone may not
be adequate for road following. If a rural road goes through a
wooded area, a common example of such complications is tree
canopy. In Fig. 8 a sequence of images show the view from
the aircraft during a short period of an actual test flight. The
road model generated by the aircraft, i.e. the detected road,
is overlaid on the image. The images show the impact of a
tree canopy occluding the road to various degrees. The flight

is not impacted significantly as the aircraft rediscovers the
road. However, if the canopy was too large/long the outcome
could be different. In the absence of complexities such as
crossing roads, forks, occlusion (caused mostly by trees), our
vision system always detected the road (as far as needed for
guidance) with virtually perfect accuracy while flying at 100,
150 or 200 meters altitude. (We also experimented at 50 meter
altitude, but the flight was not always stable as the view of
the road ahead could be limited.) Furthermore, if the road
was visible too far ahead, the distant segment was not always
detected correctly, but that had no impact, especially because
it was typically beyond the length needed for guidance, i.e.
twice the plane altitude.

VI. CONCLUSIONS AND FUTURE WORK

We have shown that following roads is possible under
a variety of conditions when using a color camera and a
hyperspectral sensor in a complementary manner. That is not
to say that the road following problem is solved. Roads are
harder to follow than many other extended landmarks, such
as coastlines. In particular, roads are very diverse structures.
Moreover, they are often ambiguous, e.g. slowly morphing into
a path, and then to nothing, or splitting into multiple roads.

Some roads are difficult or even impossible to see from the
air. Trees (rural), buildings (urban), etc. can partially or totally
obscure a road (especially a small road), or make it visible
only from certain directions. Some roads can be seen only
form directly overhead. Even if the road is straight, this can
be difficult when the plane has not yet reached the road or if
due to cross wind, the plane does not fly directly over the
road, as explained in section II-F.

Single isolated roads are rare. Where there is one road, there
are almost always others, all of which are connected to form
a network. It makes sense to say “follow the coastline,” there
is often only one coastline around, but it is usually ambiguous
to say “follow the road.” Which road? When the road forks,
which way should I go? To follow a road in a useful sense is
really to follow a specified route in a road network.

In some ways, finding and navigating a road network
may be easier than doing the same with a single road.
Our assumptions about the appearance of roads (section II)
naturally break down at the end of a road. That is not a
problem because it is correct to stop following them there.
However, the assumptions also break down at intersections.
Intersections are much more common than road ends (most
road ends are also intersections), but the road often needs
to be followed beyond the intersection. Our method usually
succeeded in doing this but often with some difficulty. If the
intersecting road was also found and tracked, the vicinity of
the intersection could be excluded from the model, resulting
in a better and more reliable fit. Intersections with other roads
could also be used as evidence confirming the existence of a
road, especially at its end. Roads with sharp turns, which are
not modeled well by a smooth curve, could be represented as
two roads that both end at their intersection.

Most roads appear on some sort of map. Finding a road
using a map should be much easier than finding one from
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scratch, even if the map is not perfectly accurate, or the
aircraft’s position is not known exactly. Dirt roads have some
properties in common with interstate highways, but knowing
what type of road to look for can only help. That is especially
true when looking for one particular road, not just any road.

It could also help to use any imagery available, even if out
of date or out of season. An image of a particular road, even
if only approximate, could supply a template for finding it.

We plan to develop an approach that uses our proposed
road following method in conjunction with a pre-existing map
containing the route of interest.
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