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Abstract— Dynamic wireless charging (DWC) technology,
a novel way of supplying vehicles with electric energy, allows
the vehicle battery to be recharged remotely while it is moving
over power tracks, which are charging infrastructures installed
beneath the road. DWC systems mitigate the range limitation
of electric vehicles by using power tracks as additional sources
of electric energy. This paper proposes a model and algorithm
for optimally designing DWC electric vehicle (EV) systems, par-
ticularly those operating in multiple-route environments. Multi-
route system comprises several single routes that share common
road segments, and the vehicles operating on a specific route
are equipped with identical batteries. We build a general model
to optimally allocate power tracks and determine the vehicle
battery size for each route. Then, we apply a particle swarm
optimization algorithm to solve the given multi-route DWC-EV
system optimization problem. A numerical example is solved to
illustrate the characteristics of the multi-route model, and we
show that the proposed modeling approach and algorithm are
effective, compared with a mixed integer programming-based
exact solution approach. We also conduct a sensitivity analysis
to examine the solution behavior of the problem.

Index Terms— Dynamic wireless charging, multiple route,
electric vehicle, particle swarm optimization, meta-heuristics.

I. INTRODUCTION

IN CONVENTIONAL electric vehicles (EVs), onboard
energy-storage systems such as batteries are charged by

plugging them into the grid. However, it is widely known
that conventional plug-in EVs have several drawbacks. First,
the current plug-in charging method prevents an EV from
operating while the battery is being charged, as the vehicle has
to remain connected to the grid through the cable connection.
The unavailable operation of an EV during charging is referred
to as recharging down time [1]. A considerable amount of
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recharging down time is needed, even with the fastest charger
available. Another critical drawback of the current plug-in
EVs is the limited per-charging distance, which requires
frequent stops to charge the battery. Thus, the long recharging
down time and short per-charging distance of current EVs
prevents their use in mass transportation. A mass-transit bus
must continuously transport passengers, and thus, cannot make
frequent stops to charge a battery. One option is to equip such
vehicles with batteries large enough to guarantee continuous
services. However, this is not fiscally sound because the larger
the battery, the longer the re-charging down time, which would
require buses to be idle for long periods.

Wireless charging EVs using wireless power transfer (WPT)
technology have been introduced to solve the aforementioned
problems. There are two main types of wireless charging:
stationary and dynamic [2]. Stationary wireless charging
systems, which only transfer energy to the vehicle when it
is parked or not moving, were first introduced to remove
the connection cable while charging an electric vehicle from
the grid. The more advanced version is the dynamic wireless
charging (DWC) system, which supplies vehicles with power
even while they are in motion. In a DWC system, power supply
units called power tracks are embedded beneath the road, and
transfer electric energy remotely when vehicles travel over
them.

The dynamic wireless charging electric vehicles
(DWC-EVs), also referred to as move-and-charge or road-
way-powered EVs, mitigate the high initial cost of the plug-in
EV by allowing the battery to be substantially downsized [2].

A smaller battery that can be powered continuously while
in motion makes DWC-EVs a viable option for public tran-
sit systems. Currently, there are several research institutions
and universities developing and commercializing DWE-EV-
based public transportation systems. In 2008, researchers
at the Korean Advanced Institute of Science and Technol-
ogy (KAIST) introduced their first DWC-EV system prototype
called the On Line Electric Vehicle (OLEV). The first com-
mercial version of a dynamic charging transportation system
was the trolley system in Seoul Grand Park. The second such
system, developed for the shuttle buses at the KAIST campus,
has been operating since 2012 [3]. In 2013, Gumi city, one
of the biggest industrial districts in South Korea, deployed
two OLEV-based transit buses to serve a route circulating in
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Fig. 1. On line electric vehicle operating in Gumi city.

the main part of the city [4]. Fig. 1 shows an OLEV bus in
Gumi city being remotely charged by the power track installed
beneath the road. These buses are being operated to test the
feasibility and stability of the OLEV system in actual traffic
conditions.

One of the key questions to answer in the successful
commercialization of DWC-EV-based transportation is where
to allocate the power tracks for each given route. Because the
charging occurs on the power tracks while the vehicle is mov-
ing over them, the tracks’ locations and lengths directly affect
the system’s overall performance. This power track location
problem is important because the amount of charging depends
on the vehicle speed on the tracks, and the number and length
of power tracks which are correlated with the battery size. For
example, if the battery size is small, more or longer power
tracks are needed. Therefore, both the battery size decision
and power track allocation should be considered together.
Moreover, the costs of the batteries and power tracks account
for almost 80% of the total initial investment, which makes
these decisions critical in commercializing DWC-EV-based
transportation.

Ko and Jang [5] first dealt with the problem of determining
the battery size and allocating the power tracks. Their model-
ing focused on a system with a single fixed route operated by
DWC-EVs. As an extension of their research, in this paper we
focus on a DWC-EV transportation system that serves multiple
routes, as shown in Fig. 2. Some sections of a route are shared
with other routes, such that some power tracks can also be
shared to reduce installation costs. Specifically, when a road
segment overlaps multiple routes, it is beneficial to allocate
power tracks on this segment. The optimal positions for power
tracks must be decided carefully, and must consider these
shared sections of roads to take advantage of multi-route char-
acteristics that saves installation costs. Our extension, which
includes multi-route modeling, addresses this issue of shared
road segments. The optimal installation cost is further reduced,
compared with applying individual single-route optimization
to every route. This multi-route problem is motivated by the

Fig. 2. Public bus transportation lines consisting of multiple routes.

actual planning of the DWC-EV route design problem for
the KAIST OLEV system in Gumi city. As of 2016, the city
has extended plans for the OLEV system to serve additional
routes. Thus, a multi-route planning methodology is needed
for DWC-EV systems.

The major contributions of this paper are as follows.
First, it provides a more realistic system modeling method
for designing DWC-EV-based public transportation systems
by considering multi-route. Second, this paper provides a
mathematical model that optimally determines the economical
allocation of power tracks, given the battery size. The particle
swarm optimization (PSO) method, a powerful meta-heuristic
solution procedure presented herein, solves a non-linear opti-
mization problem with continuous variables. Through numeri-
cal analyses, we show that the total installation cost of our
multi-route modeling approach provides effective charging
infrastructure allocation for multi-route cases. Our sensitivity
analysis with parameter changes also provides insight into
DWC-EV system designs.

The remainder of this paper is organized as follows.
Section II summarizes the previous research and current
DWC-EV development. Section III describes the general
model of a multi-route DWC-EV-based transportation system
with detailed design issues. In Section IV, the implementation
of the DWC-EV optimization model using a PSO algorithm
is presented. In section V, a numerical example is provided
to validate the multi-route DWC-EV model. We also evaluate
the performance of the PSO algorithm by comparing it with
a mixed integer programming model. A sensitivity analysis
is also provided for a deeper understanding of the system.
In section VI, we summarize the models and approaches and
make suggestions for future research.

II. CURRENT PROGRESS ON DWC-EV
AND RELATED FEATURES

A. Wireless Power Transfer in Electric Vehicles

Wireless charging of EVs using WPT technology has been
proposed by several researchers. Bolger et al. [6] first pre-
sented the concept in 1978, and it involved transferring electric
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energy from a source embedded in the roadway. The inductive
charger, a primary coil beneath the roadway, would generate
a magnetic field that the pickup device in the vehicle would
receive and convert into electric power. More technical details
on the developments and efficiency improvements in WPT
applied to EVs can be found in [7]–[12].

B. Modern History of the Dynamic Charging Electric Vehicle

In the 1990s, researchers at the University of California
Berkeley developed a roadway-powered, 35-passenger electric
bus as a proof-of-concept [2]. The complete infrastructure was
built for a 213-m-long test track with two 120-m-powered sec-
tions. The test results proved the potential of technology, but
the findings were limited due to the very low energy transfer
efficiency. Around the same time, researchers at Auckland
University provided theoretical framework for the dynamic
charging solution by proposing a multi-coil track design [2].
The KAIST OLEV uses a resonant coupling technique that
supplies 60 Hz of power, which is converted into 20 kHz by
the inverter, with a 200 A current flowing through the power
track. It has achieved more than 80% charging efficiency
with a 170-mm air gap between a pickup device of a vehicle
and a power source at road surface. Significant improvements
in charging efficiency have led to the development of a
commercialized version of OLEV [3]. The technical details
of the electro-magnetic coupling and wireless charging are
described in [13]–[18].

C. Parameter Design and Charging Infrastructure Allocation
for Dynamic Charging EVs

There is a significant body of literature on the charging
station allocation problem for pure electric vehicles (PEVs).
Ip et al. [19] introduced a model for planning the installa-
tion of PEV charging locations in urbanized areas. Using
hierarchical clustering analysis, they first constructed demand
clusters in urban areas and applied optimization techniques to
meet supply and demand. Ge et al. [20] proposed a method
for optimizing EV charging station locations using a grid
partitioning-based approach. A genetic algorithm was used to
solve a given problem by covering traffic flows at each par-
tition. Many other studies have investigated the optimization
of charging infrastructures by focusing on the allocation of
charging stations [21]–[24]. These approaches have included
the location set covering problem, queueing model-based
problem, and maximal flow location problem. Grid balance
and vehicle-to-grid problems are variations in the classical
charging station allocation problems [25]. However, applying
approaches developed to solve the conventional PEV charging
allocation problem to the DWC-EV problem has limitations.
For example, the PEV charging stations must be located in
parking lots or other places where vehicles are stationary,
whereas the charging infrastructure for the DWC-EV can
be installed anywhere on the road. Moreover, the charging
time for DWC-EVs is related to the vehicle’s speed while
driving on the installed charging infrastructure. Therefore,
the conventional charging station allocation problem cannot
be applied to a DWC-EV system.

Limited research has dealt with the DWC-EV charging
infrastructure allocation problem. Pantic et al. [26] designed
a heuristic algorithm to optimally allocate the charging
infrastructure for DWC-EVs using the standard driving
cycle. They conducted a high-level economic analysis of the
DWC-EV system by including the charging infrastructure
investment cost. Chen et al. [27] provided the mathematical
programming model for the charging-lane deployment based
on the user equilibrium conditions. They also investigated the
economic benefit of charging-lanes against stationary charging
facilities [28].

Ko and Jang [5] first introduced the mathematical modeling
of charging infrastructure allocation with the battery size
decision problem. They analyzed the tradeoff between battery
size and charging facility allocation and proposed the particle
swarm optimization algorithm to economically determine the
battery size and the allocation of the charging infrastructure.
Most of the existing research only dealt with single-route
cases in which a DWC-EV circulates around a fixed single
service route such as the one currently operating on the KAIST
campus. To the best of the authors’ knowledge, this is the
first paper to present the problem of economically determining
optimal battery size and charging infrastructure allocation for
a multi-route system.

III. MULTI-ROUTE DWC-EV

A. Optimization Issue

The optimization issues for DWC-EV-based public trans-
portation systems have been well explained in [5] and other
previous studies, including [1] and [29]. The following is a
brief review of the general optimization issues, after which
the focus shifts to multi-route-specific issues.

The main differences between the multi-route model and
single-route cases are as follows:

1) The vehicles servicing different routes may have differ-
ent battery sizes.

2) A power track, installed beneath road segments shared
among different routes, can provide the power to the
vehicles operating on the different routes.

We follow the homogeneous battery size assumption made for
the single-route case; that is, that the fleet of vehicles operating
on the same route has the same battery size. However, in the
multi-route model, vehicles operating on different routes may
have different battery sizes. Thus, the battery size decision is
route-specific. This assumption makes sense, because a route
with a relatively short-distance service may not need a large
battery. The other main difference is that decisions regarding
power track allocation must consider the shared road segments
within a multi-route system. It is beneficial to install power
tracks under shared road segments.

The optimization problem is qualitatively defined as follows.

Minimize Total battery cost + Total power track cost

Subject to: Every route completes services without

running out of energy in the battery

Decision Variables: 1. Battery size for each route

2. Power track locations
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Fig. 3. System components of DWC-EV.

B. System Definition and Assumptions

The DWC-EV system mainly consists of the power track
and vehicle units, as indicated in Fig. 3. The vehicle is identical
to the normal EV, except it is equipped with a power receiver
called a pickup coil at the bottom of the vehicle. When the
vehicle is driving over the power tracks, it picks up the power
and charges the battery. The power track mainly consists of
the power supply/inverter unit and power cable, as depicted
in Fig. 3. The total cost of the power track is mainly the cost
of the power supply/inverter units plus that of the power cable.
Given that the cost of the power cable depends on the length
of the power track, it is considered as a variable cost of the
power track. In contrast, regardless of the length of the power
track, one power supply/inverter unit is needed and imposes
the fixed installation cost.

The example of multi-route DWC-EV system is described
in Fig. 4. The terms and definitions are summarized as follows:

1) Multiple electric vehicles (unless otherwise specified,
hereafter the term vehicle refers to the wireless charging
EV) are operating on each route based on their service
schedules.

2) There are multiple stops on each route.
3) Each route is circular and the term service represents a

single circular trip made by a vehicle.
4) Each route has a start and end point of service called

base station where vehicles stop for an extended
period (20-30 min) between services.

5) Charging always occurs at the base station between
services, and a vehicle resumes its next service after
fully recharging its battery.

Fig. 4. Example of multi-route configuration.

6) The velocity of a vehicle at any specific point is deter-
ministic and known.

7) Some portions of a route and some stops are shared with
multiple routes.

8) Vehicles servicing the same route have the same battery
size.

9) The amount of energy required to travel from one place
to another can be estimated and known.

10) While a vehicle is operating, there are maximum and
minimum allowable energy levels in the battery.

The modeling descriptions for 1 to 6 are the same as
in the single-route case. Specifically, the descriptions for 1,
2, 3, and 4 are common settings for public transportation
systems. The modeling description for 4 is based on the current
operation for the DWC-EVs and other types of EV-based
transportation systems. The description for 5 is also based on
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the actual operating conditions of commercialized DWC-EV
systems [5]. The description for 6 is based on the data
collected from the DWC-EV, and the validation is confirmed
in [1] and [29]. The descriptions for 7 and 8 are commonly
found in public transit bus systems in urban environments.

The modeling description for 9 concerns the energy demand
estimation. We define D(xs, xe) as the energy requirement
to travel from point xs to xe. A previous study [5] used
the analytical approximation model to estimate this quantity.
Another study [1] used the experimental data to estimate it.
It is also common that this energy requirement quantity is
known and given for charging station allocation problems
for conventional EVs [30], [31]. Thus, we also assume that
this quantity is known. Readers interested in the method of
estimating the energy requirements may refer to [1] and [5].

Note the modeling description for 10. Specifically, Er
0 is the

battery capacity of the vehicle operating on route r , and we
assume that an allowable range for the battery while driving
is between Er

high and Er
low, where

Er
high = eh × Er

0, (1)

Er
low = el × Er

0, (2)

0 < el < eh < 1. (3)

The constants eh and el are for the upper and lower limits of
charging and discharging, respectively. Note that the charging
and depleting behavior of a battery is nonlinear, but the amount
of charging within a range Er

high and Er
low is assumed to be

linearly proportional to the charging time. Here, we define the
constant rate of charging as Pcs . Then, the amount of charging
while the vehicle is on the power track from time t1 to t2 is
evaluated as:

Pcs · (t2 − t1) . (4)

This linear charging assumption is based on the previous works
and other DWC-EV-related research described in [26], [32],
and [33]. With the linear-time charging behavior, the energy
level at a specific point in the travel can be estimated from
the travel time from a reference point. For instance, suppose
that a vehicle is traveling at a specific point, x , according to
a reference point such as a base station. Let t be the traveling
time from the reference point. Then, the travel point and time
have the following relationship.

x =
∫ t

0
V (t)dt, (5)

where V (t) is the known velocity of the vehicle at time t . Let
us now represent (5) as the function x = F(t). Note that this
function is monotonically increasing; therefore, there exists
a unique solution for its inverse function, i.e., t = F−1(x).
Because V (t) is known, we can calculate the amount of
energy charged from one point to another with the equa-
tions (4) and (5). For instance, suppose that a power track is
installed from xs to xe, as shown in Fig. 5. Then, the energy
charging amount from xs to xe, which is defined as S(xs, xe),
is

S(xs , xe) = Pcs · (F−1(xe) − F−1(xs))

= Pcs · (te − ts). (6)

Fig. 5. Vehicle moves from xs to xe , and V (t) is known.

The detailed logical relationship between the time and
temporal values and the experimental validation of the actual
DWC-EV system can be found in [1], [5], and [29]. The time
and displacement relationships described in (4) and (5) are
significant in our modeling. That is, we can estimate the energy
usage and charging amount used from one point to another,
as long as the deterministic travel velocity is known.

C. Optimization Model and Algorithm

This section explains the modeling approaches and algo-
rithm for the DWC-EV system. For our convenience,
we explain using an illustrative case in Fig. 6, which consists
of two separate routes and multiple stations. Some of the
stations and segments are shared by different routes. First,
we define the following sets to describe the multi-route system:

• V: Set of nodes; V = {1, 2, ..., n}
• L: Set of directed links; L = {(i, j) | i, j ∈ V, i �= j}

– if (i, j) ∈ L, then node i directly followed by j

• R: Sequential set of nodes; Rr={Rr (1), Rr (2),..., Rr (k),
Rr (k + 1)}

– where (Rr (1), Rr (2)), (Rr (2), Rr (3)),..., (Rr (k),
Rr (k + 1)) ∈ L

– Rr (k + 1) = Rr (1) (∵ Base station assumption)

The set V includes all of the nodes in the routes. In our
model, stations and merge/separate points are defined as
nodes. For example, in Fig. 6, nodes 1, 4, 6, and 8 represent
stations while nodes 2, 3, 5, and 7 represent merging points.
The set L includes all of the links connecting the nodes.
In our example, there are 10 links, L = {(1,2), (2,7), (3,1),
(3,4), (4,2), (5,3), (6,5), (7,6), (7,8), (8,5)}. Note that (i, j)
is a directed link as the vehicle moves from node i to j .
The set Rr presents the sequence of nodes on route r , which
indicates the route index set, and in our example, r = {1, 2}.
We define Rr (k) as the element of the set Rr, indicating the
kth node on route r . Note that Rr is a sequential set where
the nodes are arranged in the sequence of the vehicle path.
Moreover, due to the circular route assumption, the node in
the first element of set Rr is identical to that in the last
element. For instance, in Fig. 6, R1 = {1, 2, 7, 8, 5, 3, 1} and
R2 = {6, 5, 3, 4, 2, 7, 6}. Note that set Rr is route-specific
while link set L and node set V are not.

The basic idea of the modeling is that we first decom-
pose the routes into multiple links, as shown in Fig. 7,
and determine the power track allocations for each link.
Specifically, as shown in the figure, the routes are broken
down into 10 different links. Then, the allocation of power
tracks is investigated for each link. Note that the link is not
route-specific; that is, in Fig. 7, link (2, 7) is part of both
routes 1 and 2.
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Fig. 6. Multi-route system comprises routes 1 (r = 1) and 2 (r = 2).

Fig. 7. Entire routes are decomposed into multiple links.

The decomposed links are logically related by conserving
the energy level of a vehicle at the edges of the links.
We introduce the parameters, which logically connect the
decomposed links: er (i, j) and f r (i, j), which are the energy
level in the battery, respectively, at the beginning and the end
of link (i, j) for route r . Suppose that a vehicle for route 1 is
about to leave node 2. Then f 1(1, 2), the energy level in the
battery of the vehicle at the end of link (1, 2), is identical
to e1(2, 3), the energy level at the beginning of link (2, 3).
Therefore, the decomposed links have the following energy
relationship:

f r (i, j) = er ( j, k), ∀r, and ∀ (i, j), ( j, k) ∈ L. (7)

Once the links are decomposed, the power tracks are allo-
cated for each of the decomposed links. As Fig. 7 shows,
we define xs

(i, j )(n) and xe
(i, j )(n) as the start and end points of

the nth power track allocated in link (i, j), respectively. They
are continuous variables that indicate relative distances from
the beginning of the link. Note that for each link, we define
the maximum number of power tracks as N(i, j ) and assume
that this number is known and given.

Note that the decision variables are not route-specific.
Because a power track is installed on a link, the former can
supply energy to any vehicle operating on the latter. The right
panel in Fig. 7 illustrates the energy level in the battery of
the vehicle running on link (2, 7). In the figure, two power
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tracks are allocated to the link, and the energy levels of the
vehicle for routes 1 and 2 are depicted. Given the different
velocity profile, the energy requirements of the vehicles for
routes 1 and 2 are different, even if they are running on the
same link. As a result, the power tracks should be allocated to
meet the energy requirement of the vehicles on both routes. For
example, in Fig. 7, the power tracks on link (2, 7) should be
allocated to meet the energy demands of the vehicles running
on routes 1 and 2. We define Er (x∗

(i, j )) as the energy level
at point x∗

(i, j ),
∗ ∈ {s, e}, for the vehicles running on route r .

Therefore, Er (xs
(i, j )(n)) and Er (xe

(i, j )(n)) are the energy levels
at which the vehicle is at the entering and leaving points,
respectively, of the nth power track on link (i, j). Another
decision variable is the battery size, Er

0, which is represented
as the battery level for the vehicle running on route r . Note
that this variable is route-specific. Then, we can define the
following energy balance equations:

Er (xe
(i, j )(n)) = min [Er (xs

(i, j )(n))+Sr (xs
(i, j )(n), xe

(i, j )(n))

−Dr (xs
(i, j )(n), xe

(i, j )(n)), Er
high ],

∀r, ∀(i, j), ∀n, (8)

Er (xs
(i, j )(n+1)) = Er (xe

(i, j )(n))

−Dr (xe
(i, j )(n), xs

(i, j )(n+1)),

∀r, ∀(i, j), n =|1, ..., N(i, j )−1. (9)

First, (8) represents the energy level when a vehicle is about
to leave the power track allocated on xe

(i, j )(n). This energy
level should be identical to the level when the vehicle enters
the power track, Er (xs

(i, j )(n)), plus the energy supplied by
Sr (xs

(i, j )(n), xe
(i, j )(n)), minus the energy used when it has

been driving over area Dr (xs
(i, j )(n), xe

(i, j )(n)) while it has been
driving over the power track. Because this energy level should
not be greater than the battery’s upper limit of Er

high , it is in
the minimum function.

Likewise, the equation (9) indicates the energy level when
the vehicle is about to enter a power track at xs

(i, j )(n + 1),
where the (n + 1)th power track is installed. This is estimated
as the energy level when the vehicle leaves the previous power
track, Er (xe

(i, j )(n)), minus the energy that has been used since
the last power track, Dr (xe

(i, j )(n), xs
(i, j )(n + 1)).

The energy level Er (x) for every point x has to be within
the lower and upper limits of the battery; specifically, Er

low
and Er

high , respectively.

Er
low ≤ Er (x) ≤ Er

high , ∀r, ∀x . (10)

The equations (8), (9), and (10) are the primary constraint
equations for the optimization problem. In other words,
the power tracks must be allocated to meet the energy require-
ment in (10) while following the energy balance equations
in (8) and (9).

Note that these energy balance equations are similar to those
for the single-route case, except that they are defined for multi-
route. Even if vehicles run over the same links, (i, j), and as
long as they are different route vehicles, they have different
balance equations. With these equations, the power tracks must
be allocated to meet the energy requirements of all of the
routes.

Fig. 8. Two power tracks are combined on the intersection.

TABLE I

DECISION VARIABLES FOR THE MULTI-ROUTE DWC-EV SYSTEM

TABLE II

NOTATIONS FOR THE MULTI-ROUTE DWC-EV SYSTEM

D. Objective Function

The objective of the optimization is to minimize the total
investment, including the total battery and installation costs
of the power tracks. The cost evaluation of the power tracks
is more complicated for the multi-route than for the single-
route case. For instance, as Fig. 8 shows, there are two links:
(i, j) and ( j, k). Suppose that the algorithm allocates power
track A to link (i, j) and power track B to link ( j, k). Once
the decomposed links are combined, these two power tracks
become a single unit. In this case, the fixed cost only needs
to be incurred for either A or B , not both. The variable cost
of the power track, which is determined by its length, can be
individually evaluated for each decomposed link. However,
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Fig. 9. Solution procedure overview.

the fixed cost is evaluated after the links are combined.
We provide an algorithm to determine the fixed cost of the
power tracks in the next subsection.

The parameters, decision variables, and other quantities are
defined in Tables I and II. The high level algorithm structure
of the optimization model is described in Fig. 9

Minimizeccable∑
∀ (i, j )∈L

∑
∀n

(xe
(i, j )(n) − xs

(i, j )(n))

+ cbat

∑
∀r

kr · Er
0 + F f ixed (·) (11a)

Er (xe
(i, j )(n))

= min [Er (xs
(i, j )(n)) + Sr

(i, j )(xs
(i, j )(n), xe

(i, j )(n))

−Dr
(i, j )(xs

(i, j )(n), xe
(i, j )(n)), Er

high ],
∀r, ∀(i, j), ∀n (8)

Er (xs
(i, j )(n + 1))

= Er (xe
(i, j )(n)) − Dr

(i, j )(xe
(i, j )(n), xs

(i, j )(n + 1)),

∀r, ∀(i, j), n = 1, ..., N(i, j ) − 1 (9)

Er (xs
(i, j )(1))

= er (i, j) − Dr
(i, j )(0, xs

(i, j )(1)),

∀r, ∀(i, j) (11b)

f r (i, j)

= Er (xe
(i, j )(N(i, j )))−Dr

(i, j )(xe
(i, j )(Ni, j ), l(i, j)),

∀r, ∀(i, j) (11c)

f r (i, j)

= er ( j, k), ∀r, ∀(i, j), ∀( j, k) (11d)

Sr (xs
(i, j )(n), xe

(i, j )(n))

= Pcs(F−1(xe) − F−1(xs)),∀r, ∀(i, j), ∀n (11e)

Er
low ≤ Er (x) ≤ Er

high, ∀r, ∀x (11f)

x = F(t)=
∫ t

0
V (t)dt, ∀x (11g)

The objective function is (11a). The first term is the variable
cost of the power track and the second is the total battery

Fig. 10. Summary of counting fixed cost.

cost in the system. The third term, F f ixed (·), is the fixed
cost function, which will be discussed in the next subsec-
tion. The equations from (11b) to (11f) are the constraints.
Specifically, (11b) and (11b) are the energy balance equations,
and (11b) and (11c) are the boundary conditions for each
link. The constraint (11d) is the energy equations on the
merge/separate points. The decomposed links are logically
related to these equations. The amount of energy supplied
from each allocated power track is evaluated from (11e).
Finally, the energy bounds of the battery are expressed
in (11g) and (11f).

E. Fixed Cost Evaluation Algorithm

Fig.10 illustrates the issues and the high-level algorithm of
the fixed cost evaluation. Z is the binary indicator, which is 0 if
the fixed cost is imposed on the corresponding power track,
and 1 otherwise. For example, in Fig.10(a), the power track
is located in the middle of the link. In this case, the fixed
cost should be imposed on the power track, and therefore,
Z = 0. In contrast, if a power track is located at the edge of
the link, it is not simple. For the case in Fig.10(b), the power
track in link (i, j) and the one in ( j, k) are connected once
the links are combined. The arrow indicates the direction the
vehicle is moving. In this case, the two power tracks are
connected, and only one unit of fixed cost is imposed on
either the first or the second, not both. The proposed fixed
cost evaluation algorithm identifies the connectivity of the
power tracks and selects an appropriate power tack on which
a fixed cost is imposed. The basic idea is as follows. Once
the algorithm identifies that more than two power tracks are
connected, it always imposes the fixed cost on the last one. For
instance, in Fig.10(b) and (c), the power track in link ( j, k) is
the last one among the connected power tracks, and therefore,
Z = 0. If more than one power track is connected as depicted
in Fig.10(d), then the one with the highest link index, ( j, k2),
imposes the fixed cost and Z = 0, while the other power track,
( j, k1), does not and Z = 1.

To calculate fixed cost, we define a binary variable Y(i, j )(n),
which is 1 if the nth power track on link (i, j) exists (if
xe
(i, j )(n) − xs

(i, j )(n) > 0), and 0 otherwise. Then, the number
of fixed costs imposed on entire routes can be specified as
follows: ∑

∀(i, j )∈L

∑
∀n

(
Y(i, j )(n) − Z(i, j )(n)

)
. (12)
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Therefore, F f ixed in equation (11a) is

F f ixed = c f ixed ·
∑

∀(i, j )∈L

∑
∀n

(
Y(i, j )(n) − Z(i, j )(n)

)
, (13)

where c f ixed is a unit fixed cost of the power track.
Note that the power track with Z = 0 does not mean that

the activities causing the fixed cost, including the installation
of power inverters/suppliers, will occur on this particular
power track. We only use the value Z to count the number
of connected power track groups. Hence, Z is a logical
indicator without physical meaning. The details of how the
algorithm identifies the connected power tracks and evalu-
ates the Z value for each power track are explained in the
Appendix.

IV. PARTICLE SWARM OPTIMIZATION ON DWC-EV
OPTIMIZATION PROBLEM

In this section, we introduce the particle swarm optimiza-
tion (PSO) algorithm as a solution procedure for the multi-
route DWC-EV optimization problem. PSO is a meta-heuristic
algorithm derived from bird flocking, and is based on the
mechanism of a flock searching with information sharing.
Each particle explores the search space based on a combi-
nation of personal experience and memory of every point
the entire swarm has ever visited. Particles simultaneously
share information about sweet spots with each other as a
group. The PSO is used as the solution algorithm due to its
simplicity. The PSO’s simple structure is easily modifiable,
and requires less computational memory and fewer lines of
code. Moreover, only a few parameters need to be adjusted,
which makes it particularly easy to implement. As such, PSO
is considered a robust and efficient algorithm for solving
nonlinear, non-differentiable, multi-modal problems. PSO also
effectively deals with continuous search spaces. Our multi-
route formulation contains many decision variables defined in
a continuous real-valued domain, and the PSO algorithm is
suitable for solving these types of problems. PSO’s theoretical
and practical characteristics are found in [34]–[38].

A. PSO Algorithm

The purpose of the algorithm is to find an optimal position
with the best fitness function value in a given solution space.
Individual particle j explores and exploits the space by evalu-
ating its current position vector at time t , Post

j , which is a set
of decision variables for a specific problem. fitness(Post

j ) is
an objective function value of the problem evaluated on Post

j .
The algorithm is successful when the particles are able to reach
the problem’s optimal solution.

Each particle j has a memory of the personal best point ever
visited (Pbest j ). Meanwhile, an entire swarm preserves one
global best point (Gbest). From particle j ’s current position,
Post

j , its next position Post+1
j is determined by combining

three velocity vectors: (1) its current velocity vector Veltj , (2)
a vector toward its private best Pbest j −Post

j , (3) and a vector
toward the global best Gbest −Post

j . Fig. 11 depicts the three

Fig. 11. Three vectors determining the next position of the j th particle.

vectors determining particle j ’s next position at time t . In the
figure, the position Post+1

j is basically calculated as follows:

Post+1
j = Post

j + Veltj . (14)

Then, the velocity vector Veltj on equation (14) is determined
as a linear combination of the three vectors:

Veltj = w · Velt−1
j + c1 · rand1

(
Pbest j − Post

j

)

+ c2 · rand2

(
Gbest − Post

j

)
, (15)

where c1 and c2 are constants, rand1 and rand2 are the
uniform random variables that follow U(0, 1), and w is the
inertia of the PSO algorithm. Detailed explanations for each
parameter can be found in [39].

The standard PSO procedure is as follows:

1) Initialize position and velocity of each particle.
2) Evaluate fitness function value of each particle.
3) Update private best of each particle.
4) Update global best position of entire swarm.
5) Determine next position of each particle using equa-

tions (14) and (15).
6) Repeat procedures 2 to 5 until the termination criteria

are met.

B. Implementing PSO on the Multi-Route DWC-EV Problem

To solve a problem with PSO, the elements of position
vector Post

j are defined. Then, the decision variable of the
DWC-EV problem and the start and end points of power tracks
xs
(i, j )(n) and xe

(i, j )(n), and the battery capacity of each route
Er

0, are used as elements of Post
j . Then, Post

j is defined as
follows:

Post
j = [E1

0, E2
0 , ..., Em

0 , xs
(i, j )(1), ..., xs

(i, j )(N(i, j )),

xe
(i, j )(1), ..., xe

(i, j )(N(i, j ))], ∀(i, j) ∈ L . (16)
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Fig. 12. Each route has a common base station; Route 1: 1-2-3-4-1, Route 2: 3-4-7-8-3, Route 3: 1-2-6-3-4-5-1, Route 4: 1-2-9-1, Route 5: 7-8-10-7.

We use the objective function of the optimization problem
to evaluate each particle:

fitness(Post
j )

= cbat ·
∑
∀r

kr Er
0 + ccable ·

∑
∀(i, j )

∑
∀n

{xe
(i, j )(n) − xs

(i, j )(n)}

+ c f ixed ·
∑
∀(i, j )

∑
∀n

{Y(i, j )(n) − Z(i, j )(n)}. (17)

If the decision variables violate the energy balance
equations and constraints described in previous sec-
tions, we impose a large penalty value on its fitness
value.

Because the problem has a large number of decision vari-
ables and constraints, a good initial feasible solution can help
the algorithm to obtain a good solution. Previous research
on the DWC-EV problem revealed that the solution tends to
allocate power tracks to cover the points where the speed
of a vehicle is low. This strategy guarantees longer charg-
ing times with shorter power tracks installed. We regarded
this idea as a solution property of the problem. Therefore,
we initialized the position of the power tracks to cover
all of the points where the speed of the vehicle is below
the given threshold. Compared with the random initializa-
tion, this method provides good initial feasible solutions
and helps the algorithm to quickly converge to the optimal
solution.

V. NUMERICAL ANALYSIS

In this section, we validate the model and algorithm with
a numerical example. We present a case study to show how
the proposed model and algorithm outperformed the existing
method of power track allocation. We compared our model
to the mixed integer programming (MIP)-based approach to
evaluate its performance. Finally, we performed an extensive
sensitivity analysis by varying the parameters to show how the
system’s behavior aligns with our insight.

A. Basic Result

Fig. 12 presents the entire set of routes that we consider
for the numerical analysis. The routes and velocity profiles
are generated using the geometric data sets of five public
transit bus lines in Gumi City. These data are based on the
actual placement of bus stops and velocity regulations in the
region. A total of 76.5 km of road is divided into multiple
shared and non-shared links and contains multiple routes.
Table III summarizes the data set used. Fixed deterministic
velocity profiles is used for the allocation problem, and this
assumption is common in the literature of the charging facility
allocation [22], [40], [41]. The system parameters and cost of
each component are summarized in Table IV. The number of
EVs, kr , equals 15 on every route, so that in total 75 vehicles
are operating.

We use the proposed particle swarm optimization method
to obtain the basic numerical results on a given multiple
route. These results are summarized in Table V. The optimal
allocation of power tracks with respect to their position and
length was determined algorithmically. In total, 57 power
tracks are needed to supply additional energy to the EVs,
with a summed length of 8,715 m. Almost all of the power
tracks are located at bus stops, where an EV’s velocity drops
to zero, because the amount of battery charging is proportional
to the time that the EV spends on the power track. The
given allocation of power tracks maximizes cost efficiency.
The optimal battery sizes for Routes 1 to 5 are 301.89 kWh,
123.21 kWh, 351.77 kWh, 280.09 kWh, and 109.64 kWh,
respectively.

B. Result Comparison With Greedy-Approach

We now present the effectiveness of the proposed multiple-
route model by comparison with the greedy single-route opti-
mization approach, where the optimal power track allocations
and battery size are determined for each route individually.
The proposed algorithm is compared with the greedy method
to highlight the behavior and characteristics of the solution.
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TABLE III

SUMMARY OF EACH ROUTE DATA

TABLE IV

SYSTEM PARAMETERS

TABLE V

RESULT OF NUMERICAL EXAMPLE

Again, the goal of this comparison is not to demonstrate that
the proposed optimization method is superior to the greedy
method. Instead, the comparison will enable us to better
understand the solution.

For the purpose of comparison, we obtained the optimal
solutions of the greedy method and the proposed multiple-
route model with varying numbers of vehicles on the route.
We attempted to calculate the cost efficiency of installing
power tracks on shared links with increasing numbers of
EVs from different routes utilizing the same power tracks.
We successively increased the number of vehicles on each
route from 5 to 50 in increments of 10 and solved each
resulting problem.

The results are compared in Table VI. The multiple-
route approach proves to be more cost-effective than the
greedy method for every tested scenario. Moreover, the greedy
approach always requires a larger optimal battery size than the
multiple-route method. Thus, the length of the power track
is always smaller in the greedy approach because the EVs
have greater battery requirements. As the number of vehicles
increases, the multiple-route approach tends to install more
power tracks on the road while reducing the battery size.

To understand the solution behavior in detail, we next
investigated what fraction of the road part of the shared links

is utilized as power track. First, we define the utilization ratio
of shared links as follows:

Util. of shared links

=
∑

Length of power tracks on shared links

Total length of shared links

In our example, links (1, 2), (3, 4), and (7, 8) are shared
links with a combined length of 16.9 km (22% of the total),
and the remaining links are non-shared, totaling 59.5 km (78).
We measured the utilization of shared links in both the
multiple-route and greedy approaches. Fig. 13 shows the
results. Figs. 13a and 13b represent the total length of power
track installed on shared and non-shared links. Fig. 13a
indicates the result from the multiple-route approach and 13b
that from the greedy approach. In Fig. 13a, the length of
power tracks installed on shared links is always longer than
on non-shared links, even though the shared links are only
22% of the entire route. The greedy approach has the opposite
tendency, as shown in Fig. 13b. Moreover, Figs. 13c and 13d
show the utilization ratio of both approaches. In Fig. 13c,
when the number of vehicles reaches 35, almost every road
part of the shared links is utilized as a power track. In con-
trast, the greedy approach utilizes many fewer shared links,
as shown in Fig. 13d. The rate of increase of utilization is
similar for shared and non-shared links in this figure.

These results indicate that the algorithm of the multiple-
route approach actively searches for solutions that reflect
the characteristics of the shared links. It explicitly considers
the cost efficiency of power tracks installed on shared links.
Lengthening the power tracks on the shared links enables more
EVs to use the common power tracks. Therefore, the size
of the battery in each EV can be reduced. In summary,
the proposed approach maximizes the benefit of installing
power tracks on shared links, especially when numerous EVs
operate on the route

C. Results Comparison With an Exact Algorithm

We now use the MIP-based multi-route case as a benchmark
to validate the proposed model and algorithm. Note that due
to the nonlinear nature and complexity issue, it was not easy
to construct a model and an algorithm capable of generating
an exact solution. However, a small-sized, multi-route problem
can be constructed as a form of MIP model by discretizing the
route into small pieces. As illustrated in Fig. 14, the routes
were discretized into small segments (e.g., 1 m long). Then,
the energy required to travel each segment was estimated.
In this format, the decision is whether a particular segment
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TABLE VI

RESULTS COMPARISON: MULTIPLE ROUTE AND GREEDY APPROACH

Fig. 13. Length of power track and utilization ratio of multiple route and greedy approach. (a) Total length of power tracks: Multiple route approach.
(b) Total length of power tracks: Greedy approach. (c) Utilization ratio: Multiple route approach. (d) Utilization ratio: Greedy approach.

is a power source segment. Suppose the segments i to i + 5
are selected as power source segments, then they compose
a single power track 5 m in length. In this approach, each
segment is a decision point – for example, if a segment is a
power source, then 1, otherwise 0. The details of the model
can be found in [29].

There are two drawbacks to the MIP-based model. First,
it requires a significant number of decision variables. For
instance, if the route is 30 km long and the segments
are 1 m long, then 30,000 decision variables are needed.
Jang et al. [29] showed that the MIP-based approach cannot
be solved with commercial software such as IBM CPLEX for
a practical problem. The other drawback of the MIP-based
model is that due to its discrete nature, the solution depends
on the level of resolution. Specifically, power track alloca-
tions may be radically different for 1 and 3 m segments.
The discretized model with smaller segments may be more
accurate, but it requires more computational power. Despite
its significant limitations, we use the MIP approach to validate
our model and algorithm due to their small scale.

The results from both the PSO and MIP approaches are pre-
sented in Table VII. We observed that the total cost obtained

from the best result of the PSO algorithm was better than the
result from MIP, as the former explores a continuous search
space and the latter’s solution quality is heavily dependent
on the size of the unit segment. To obtain the same level of
quality using MIP, we need to divide each segment into smaller
pieces, but in this case, the running time of the exact solution
algorithm becomes excessive.

D. Sensitivity Analysis

The goals of the sensitivity analysis presented in this
subsection are to understand the model’s system behavior and
validate it with our insight. The system’s key parameters–unit
battery cost, fixed and variable power track costs–are inde-
pendently varied, and we observe how the optimal allocation
of power tracks and battery sizes is determined for each
parameter setting.

Table VIII shows the parameters for the battery sensitivity
analysis. The fixed and variable costs of the power tracks
are unchanged while the battery cost varies from $100 to
$1,000 in increments of $100. Therefore, 10 different cases are
generated and an optimal solution is evaluated for each case.
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Fig. 14. Discretize link(i,j) into multiple segments 1 m long.

TABLE VII

OPTIMIZATION RESULTS FOR PSO ALGORITHM AND MIP

TABLE VIII

PARAMETERS USED IN SENSITIVITY ANALYSIS - VARYING BATTERY COST

Fig. 15 summarizes the results of the optimized cases. The
x-axis indicates the varying battery cost from $100 to $1,000.
The solid line that corresponds to the left side of the y-axis
indicates the optimal battery sizes. The dashed line that corre-
sponds to the right side of the y-axis indicates the optimized
total length of the power tracks. The numbers along the line
indicate the total number of power tracks installed on the
routes.

The battery sensitivity analysis in Fig. 15 shows that when
batteries are relatively cheap ($100), a small number of power
track installations is optimal; that is, the total length of the
power track is around 570m (dashed line) and the number
of power tracks is 8 (indicated above the line). Because the

Fig. 15. Optimization results with varying unit battery costs.

TABLE IX

PARAMETERS USED IN SENSITIVITY ANALYSIS - FIXED

COST OF POWER TRACKS

battery cost is low, it is cost-beneficial to equip the EVs
with batteries large enough to sustain them across the entire
multi-route system. As the battery cost increases, the optimal
battery size tends to decrease. Instead, the total length of the
power track increases. Evidently, it is more cost-effective to
install additional charging areas and equip the vehicles with
smaller batteries as the battery cost increases. Interestingly,
when the battery cost is between $600 and $1,000, although
the total length of the power track is monotonically increasing,
the number of power tracks starts to decrease, from 61 to 50.
We attribute this decrease to the sharing of routes in the multi-
route system. Specifically, it might be beneficial to install
fewer and longer power tracks if one of them is installed on
a shared route. This behavior is not observed in single-route
cases.
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Fig. 16. Optimization results with varying unit fixed costs for the power
tracks.

TABLE X

PARAMETERS USED IN SENSITIVITY ANALYSIS - TOTAL
NUMBER OF VEHICLES

The next case is the fixed-cost sensitivity analysis. The
fixed cost of the power track varies while the rest of the cost
parameters are fixed. The system parameters for the analysis
are shown in Table IX. The results of the sensitivity analysis
are summarized in Fig. 16.

The x-axis indicates the varying fixed costs of the power
tracks from $500 to $5,000. The solid line to the left side of
the y-axis indicates the optimal battery sizes. The dashed line
to the right side of the y-axis indicates the optimized total
length of the power tracks. The numbers along the dashed
line indicate the total number of power tracks installed on
the routes. In general, as the fixed cost of the power tracks
increases, the optimal number of power tracks decreases;
that is, the optimal number of tracks is 97 for $500, and
57 for $5,000. However, the total length of the power tracks
does not exhibit a uniform trend. Depending on where the
tracks are allocated, particularly whether they are located in the
shared region of the route, the total length of the power track
varies. This trend is somewhat different from the single-route
case analyzed in [5], where an increase in the fixed cost of the
power track always results in an increase in its total length,
because it is cost-beneficial to have fewer power tracks with
longer lengths rather than numerous short tracks. However,
this intuitive behavior is not observed in the multi-route
case.

Fig. 17 displays the results of the sensitivity analysis for the
number of vehicles. The system parameters for the analysis are
summarized in Table X.

Fig. 17. Optimization results with varying number of vehicles on the route.

The number of vehicles varies from 5 to 23. The solutions
in the figure indicate that in general, the total length of the
power tracks increases with the number of vehicles. The total
battery cost decreases as more vehicles operate, making it
cost-beneficial to invest more in the power tracks. However,
although the total length increases, the number of power
tracks fluctuates between around 50 and 60 depending on their
allocation. Unlike in the single-route case, where both the total
number and total length of the power tracks increase with the
number of vehicles [5], these do not always increase together
in the multi-route case.

The system behavior for the multi-route case indicates
that the changes in the total length of the power tracks and
battery size are similar to those found in the single-route case.
In contrast, the behavior of the number of power tracks in
the multi-route system does not always parallel that in the
single-route case. The shared region on the route results in
more complex power track allocation. These results show the
complex nature of the problem, particularly for the multiple-
route case. It is clearly difficult to allocate the power tracks
without a rigorous, carefully designed model, such as that
proposed in this work.

VI. CONCLUSION

In this paper, we provide a method for the optimization of
DWC-EV transportation systems with key design variables;
namely, power track allocation and battery size. Because the
DWC-EV system uses road segments as charging facilities to
supply electric energy to the vehicles, power track allocation
decisions must consider the tracks’ lengths and positions.
Battery size decisions must also be considered in accordance
with power track allocation. Therefore, our goal was to find
an optimal DWC-EV system design that minimizes the total
installation cost while maintaining the operational feasibility
of EVs. We extended the previous research on single-route
DWC-EV systems to address the multi-route systems common
in urban public transportation. The issues that arose from this
multi-route extension were discussed, and it was determined
that the shared road segments must be treated as possible cost-
beneficial candidates for installing power tracks.
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We developed a mathematical model that optimally deter-
mines the design variables in a multi-route environment. Then,
the PSO algorithm–a meta-heuristic approach–was proposed
to solve the problem. We compared the performance of the
PSO algorithm to the MIP model and concluded that the total
cost of the system installation further improved with the PSO
algorithm.

Using a numerical analysis, we generated meaningful find-
ings on the problem. We proved that the multi-route opti-
mization model provides superior results when compared
with applying individual, single-route optimization to each
route decomposed from the original multi-route environment.
Because the model we developed captures the cost benefits
of the shared road segments, it reduces the system’s total
construction cost by installing power tracks on these shared
road segments. We also conducted a sensitivity analysis to
determine the characteristics of the DWC-EV problem, and
found that the solution changes with varying system parame-
ters to clarify the DWC-EV system behavior.

The proposed modeling assumes a deterministic velocity
profile. The actual velocity profile is not deterministic, and
it would arguably be more realistic to model the velocity
stochastically. However, because this study is one of the
first attempts to model the multiple-route case, we decided
to begin with the deterministic approach. We conceive this
deterministic approach as a stepping stone to more complex
modeling, including stochastic velocity models. This will be
a productive topic for future research.

Nevertheless, this does not imply that the deterministic
model described in this paper is less practical. The proposed
optimization model can be run by engineers to determine the
optimal locations and parameters of the power tracks. They can
then run vehicle/traffic simulations with stochastic velocities
to verify and validate the results from the optimization. The
locations and parameters of the power tracks can be freely
adjusted, based on the simulation results, to incorporate issues
that had not been anticipated in the deterministic model. For-
malizing this combined optimization and simulation approach
represents another fruitful topic for future research.

Note that it is possible that two vehicles on different
routes will arrive at a shared power track at the same
time such that they both need to be charged simultaneously.
In practice, we respond by letting one bus slow down if
another bus is already on the power track. Although any
operational issue is not a focus of this research, coordi-
nating buses to avoid simultaneous charging on a power
track can be solved by implementing appropriate operational
rules such as regulating bus speeds and entrance times.
The choice of an appropriate velocity trajectory and the
associated operational problems are possible research topics.
Another approach to this issue in the proposed optimization
is to parameterize the fixed cost depending on the number
of buses on the segment (i, j) such that c f ixed (i, j) =
F(kr (i, j)), or depending on the number of routes
on the path segment R(i, j) such that c f ixed (i, j) =
F(R(i, j)). Thus, there are various possible solutions to
this cost issue. Again, we leave the cost issue for future
research.

APPENDIX

FIXED COST EVALUATION ALGORITHM

Details about the fixed cost evaluation algorithm introduced
in section III are described in this appendix. Recall that Z is
the binary indicator specifying which power track imposes the
fixed cost. If Z = 0 for the corresponding power track, then it
imposes the fixed cost and the other connected power tracks do
not. The algorithm figures out the connectivity of the power
tracks, and then specifies which imposes the fixed cost by
evaluating the Z value for every power track.

The basic concept is as follows. First, the algorithm iden-
tifies whether power is located at the edge of the link.
If the power track on the preceding link is located at the
edge of the link, then it tries to identify whether there is
any power track (succeeding power track) on other links
connected through the intersection node. If there is a connected
succeeding power track, we only impose the fixed cost at the
succeeding, rather than the preceding, track. If there is more
than one succeeding power track, we impose the fixed cost
on the one with the highest link index number. In this case,
only one unit of fixed cost is imposed for these connected
power tracks. The details of the algorithm are explained
in Figs. 18 and 19.

We first introduce the quantities used in the algorithm.

A1
(i, j )(n

′) =

⎧⎪⎨
⎪⎩

1, if the power track n′ on (i, j)

located at the end of (i, j)

0, otherwise

= Max

[
0,

⌈
ε
{

xe
(i, j )(n

′) − xs
(i, j )(n

′)
}

·

×
{

xe
(i, j )(n

′) − l(i, j ) + ε
}⌉]

, (18)

B1
(i, j )(n

′) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if a power track exists at the

beginning of the succeeding

power track ( j, k) ∈ L

0, otherwise

= Max

[
0,

⌈
ε
∑
∀c

{
xe
( j,k)(1) − xs

( j,k)(1)
}

·

×
{

0 − xs
( j,k)(1) + ε

}⌉]
, (19)

where 0 < ε � 1. The quantity A1
(i, j )(n

′) identifies the
position of PT(i, j )(n′) as shown in Fig.18(a). The quan-
tity B1

(i, j )(n
′) identifies whether PT(i, j )(n′) has any con-

nected power tracks in the succeeding links, as shown
in 18(b).

With the quantities A and B , Z identifies whether PT (n′) is
a power track followed by another power track in a succeeding
link with the following equation:

Z1
(i, j )(n

′) = A1
(i, j )(n

′)B1
(i, j )(n

′) (20)

As this figure shows, the PT(i, j )(n′) in Fig.18(e) is located
at the end of its link (A = 1) and connected to two more
power tracks in the succeeding links (B = 1), therefore,
Z = 1. Because the algorithm only imposes the fixed cost
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Fig. 18. Fixed cost counting algorithm: Power track on preceding link.

on the last power track on the link with the highest index
number, the PT(i, j )(n′) is not imposed on the fixed cost. Let
us consider the power tracks PT( j,k1)(n′′) and PT( j,k2)(n′′)
in Fig.19. In this case, the algorithm’s point of interest
is moved to the power tracks connected by a preceding
power track. For our convenience, we define the following
quantities:

A2
( j,k)(n

′′) =

⎧⎪⎨
⎪⎩

1, if the power track n′′ on ( j, k) is

located at the beginning of ( j, k)

0, otherwise

= Max

[
0,

⌈
ε
{

xe
(i, j )(n

′′) − xs
(i, j )(n

′′)
}

·

× {
0 − xs

a,b(i) + ε
} ⌉]

, (21)

B2
( j,k)(n

′′) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, , if there is a power track at the

beginning of the link ( j, k ′)
where k ′ > k at intersection j

0, otherwise

= Max

[
0,

⌈
ε

∑
∀k′|k′>k

{
xe
( j,k′)(1) − xs

( j,k′)(1)
}

·

×
{

0 − xs
j,k′(1) + ε

}⌉]
, (22)

where 0 < ε � 1. In Fig.19, PT( j,k1)(n′′) is located at the
beginning of link ( j, k1), so A2

( j,k1)
(n′′) is 1. According to

the definition of B2, if there is no power track like the one
PT( j,k1)(n′′) in link ( j, k2), where k2 > k1, then B2 is 0.
If there are multiple power tracks located at node j and the one
in link ( j, k2) exists, then B2 i s1. For example, in Fig.19(c),
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Fig. 19. Fixed cost counting algorithm: Power track on succeeding link.

both PT( j,k1)(n′′) and PT( j,k2)(n′′) start from node j , but
PT( j,k2)(n′′) has a higher index number than PT( j,k1)(n′′), and
therefore, B2

( j,k2)
(n′′) is 0 and B2

( j,k1)
(n′′) is 1.

Z2
( j,k1)

(n′′) = A2
( j,k1)

(n′′)B2
( j,k1)

(n′′) = 1 (23)

Z2
( j,k2)

(n′′) = A2
( j,k2)

(n′′)B2
( j,k2)

(n′′) = 0 (24)

With the quantities Z1 and Z2, we determined whether the
power track under consideration carried the fixed cost. For
example, In Fig.19(c), PT( j,k2)(n′′) is imposed fixed cost.
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