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PedAST-GCN: Fast Pedestrian Crossing Intention
Prediction Using Spatial–Temporal Attention

Graph Convolution Networks
Yancheng Ling , Zhenliang Ma , Qi Zhang , Bangquan Xie , and Xiaoxiong Weng

Abstract— Accurately and timely predicting pedestrian cross-
ing intentions in real-time is critical for operating intelligent
vehicles on roads. Although existing models achieve promising
accuracy using complex models and video image data, they are
constrained for real-time practical use given the high model
complexity, time-consuming data preprocessing, and low-quality
image data in the wild. To address these, the paper proposes a
Spatial-Temporal Attention Graph Convolution Network model
for fast pedestrian crossing intention prediction (PedAST-GCN).
It uses a lightweight GCN model as the backbone network
with simple but robust graph representations of pedestrian
crossing intention modality features, including pedestrian pose,
bounding box, and vehicle speeds. The model is validated by
comparing it with state-of-the-art models on two large-scale
public datasets (JAAD and PIE). The results highlight the better
performance of the PedAST-GCN model for pedestrian crossing
intention prediction in terms of accuracy and computation
times. The ablation analysis confirms the value of the backbone
layer and graph design, the designed modality features, the
effectiveness of attention mechanisms in capturing long-term
dependencies (spatial-temporal attention) and fusing heteroge-
neous features (modality attention), and the robust performance
across various observation lengths and in the presence of
noisy data.

Index Terms— Pedestrian crossing intention prediction,
graph convolution networks, modality features, video image
data.

I. INTRODUCTION

IMPROVING road safety with autonomous vehicles (AVs)
is crucial for pedestrian safety. Studies have reported

that the majority of autonomous vehicle accidents occur due
to a failure to accurately predict pedestrian behavior [1].
Understanding pedestrian behavior [2], [3] at crossings is
indispensable for developing AVs, in which predicting pedes-
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trian crossing intention is particularly important for safe AV
driving and avoiding collisions.

The State-Of-The-Art (SOTA) models for pedestrian cross-
ing intention prediction can be categorized as (1) Convolu-
tional Neural Network (CNN) based methods [4], [5], [6],
[7], [8], [9], [10], (2) Recurrent Neural Networks (RNN)
based methods [11], [12], [13], [14], [15], [16], and (3) Graph
Convolution Networks (GCN) based methods [17], [18], [19].
The CNN-based models have powerful feature extraction
capabilities for images. They can use as model inputs either
a single image [5], [10] or a sequence of images [20], [21].
However, the CNN-based models are sensitive to image quality
since they can only take a single type of data which is highly
influenced by environmental factors in the wild. Compared
to CNN-based models, RNN-based models are capable of
capturing long-term dependencies of images and taking inputs
of various types of data, such as bounding box sequences,
pedestrian crop image sequences, skeleton sequences, ego-
vehicle velocity sequences, and semantic segmentation maps.
However, both RNN and CNN-based models have significantly
high computational complexity with a large number of model
parameters, which hinders their applicability for practical
use for real-time prediction of pedestrian crossing intentions,
particularly considering limited onboard computing resources
on AVs. Recently, GCN-based models [19] are reported
to achieve promising performance for predicting pedestrian
crossing intentions, in terms of accuracy and speed. However,
the current model architecture, where the pedestrian pose is
treated as the main branch and other features are added as the
second branch, may limit its performance in diverse scenarios
by not fully leveraging the potential of various features.

The data representation has an important influence
on prediction accuracy and speed. Cadena et al. [17],
Zhang et al. [18] and Ling et al. [22] introduced the
spatial-temporal graph convolution networks (ST-GCN) as
the backbone network and used pose keypoints as model
input, which achieved a high prediction speed. However, their
performance is limited. For example, the pure pose keypoints
can only capture the action and state information of the pedes-
trian, but lack interaction information with vehicles. Besides,
the pose keypoints detection depends on the image quality,
whose precision decreases significantly when the pedestrian
crop images are blurry. To improve the prediction accuracy,
Cadena et al. [19] designed a Pedestrian Graph + model
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Fig. 1. Illustration of the PedAST-GCN model for pedestrian crossing
intention prediction. The variable ‘m’ represents the observation length; for
instance, when ‘m’ is equal to 32, it indicates an observation length of
32 frames. It uses the lightweight GCN model as the backbone network with
simple but robust input representations (pose skeleton, bounding box, and
vehicle speed).

for pedestrian crossing intention prediction. It employs an
ST-GCN as the main branch to extract information from the
skeleton data. Other data, including cropped images, segmen-
tation maps, and ego-vehicle velocity data, are compressed
into a weight vector using Global Average Pooling (GAP)
and a sigmoid function and then added to the main branch
by multiplication channel weighting. However, the generation
of segmentation maps from the original images requires high
computing resources, hindering its execution speed in practice.

To address these issues, we propose a GCN-based model
with spatial-temporal attention for pedestrian crossing inten-
tion prediction (PedAST-GCN). As is shown in Fig. 1,
we employ human keypoints to extract pedestrian attributes,
including actions and eye contact, while utilizing ego-vehicle
velocity to derive vehicle characteristics, such as speed
and vehicle motion behavior. We also introduce bound-
ing boxes to obtain information about pedestrian size and
motion. These multimodal inputs also facilitate the capture of
environment-related information by integrating various types
of data (e.g., capturing the dynamic traffic situation around
pedestrians by fusing their motion and action information over
time). In contrast to methods directly employing segmentation
maps for environmental information extraction, this approach
indirectly captures environment-related information providing
a comprehensive understanding of the context. The model
inputs can be obtained from images with less preprocessing
time, leading to improved execution speed for crossing inten-
tion prediction in practical applications.

For the model structure, We introduce an attention module
(temporal attention) to capture the long dependencies in the
sequence, and an attention module (modality attention) to
fuse multiple channels of information. Different from closely
relevant studies [13], [16], we propose a bounding box graph
to extract pedestrian motion and size features from bounding
box sequences which captures more information by preserving
the spatial structure. Generally, the GCN model is used for the
human poses keypoints data (coordinate data), but few directly
for the ego-vehicle data (discrete sequence data). We design
an ego-vehicle graph to represent the vehicle data instead of
embedding the ego-vehicle velocity as a branch of the GCN
model. The main contributions of the paper are:

1) Propose a GCN-based model (with attention modules for
feature extraction and feature fusion) that is comparable
or outperforms other models with a lower inference time.

2) Propose a graph representation for the bounding boxes
and ego-vehicle speed that increases the model’s
accuracy.

3) Validate the model performance on two large-scale pub-
lic data sets (JAAD and PIE) for pedestrian crossing
intention prediction by comparing with state-of-art mod-
els and conducting ablation studies.

The remaining paper is structured as follows. Section II
reviews the related studies. Section III formulates the problem
and proposes the methodology. Section IV validates the model
performance and conducts ablation studies. The final Section v
summarizes the main conclusions and future studies.

II. RELATED WORK

The review focuses on CNN, RNN, and GCN models
for predicting pedestrian crossing intentions, as well as the
spatial-temporal GCN models for sequential learning tasks.

A. Pedestrian Crossing Intention Prediction

The early CNN-based models used the 2D ConvNets
and the last frame in the observation sequence to predict
pedestrian crossing intention [5], [6]. Their performance is
limited due to a lack of temporal information. To address
this gap, Saleh et al. [7] developed the SORT [23] with
the unscented Kalman filter (UKF) [24] to track pedestrians
and proposed the Spatial-Temporal DenseNet(ST-DenseNet)
to predict pedestrian crossing from image sequences. Singh
and Suddamalla [9] used the Convolutional 3D (C3D) [21] to
extract features from the skeleton, local context, and global
context image sequences, and then concatenated features
extracted from the last convolutional layer of Resnet 3D with
the bounding box coordinates to predict pedestrian crossing
intention.

Compared with prediction using a single image, the
sequence of images captures more temporal features and thus
improves prediction accuracy. However, the CNN models are
not good at processing discrete sparse data, such as speed
sequences and bounding box sequences. Rasouli et al. [5]
developed a stacked RNN architecture to extract different
information from various data types and they are used as inputs
of pedestrian crops, surrounding context, poses, bounding box,
and speed. They used the C3D to extract the information from
the pedestrian crops and surrounding context and used the
RNN model to process the poses, bounding box, and speed
data. Different from the CNN-based model, the C3D was used
as a module for image sequence processing in this proposed
method. Kotseruba et al. [16] developed a pedestrian crossing
intention prediction with an attention model (PCPA). They
used the RNN model to extract features from the bounding
box sequence, pose sequence, and vehicle speed sequence
and used the C3D to extract the information from pedestrian
crops. The attention mechanism was also used to capture
long spatial dependencies and fuse different data types [25].
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Besides, Kotseruba et al. [16] developed the publicly avail-
able benchmark for pedestrian crossing intention prediction,
which provided standard public models for future work.
Yang et al. [13] developed a hierarchical RNN-based model
and incorporated the global context (semantic map) in the
PCPA model to capture the scene information, and compared
different combinations of data type streams. Zhou et al. [26]
introduced a transformer-based model for pedestrian crossing
intention prediction, which incorporates a temporal fusion
block and a self-attention mechanism to capture richer infor-
mation. Although these models are reported to achieve a high
prediction accuracy, they use complex models for preparing
different types of model input data which tends to be compu-
tationally intensive and limited for real-time applications.

The GCN model is widely used for the skeleton data for its
prominent performance on non-euclidean data. For example,
Cadena et al. [17] proposed a two-layer GCN model and
used 14 keypoints to recognize pedestrian crossing inten-
tion. Zhang et al. [18] introduced the spatial-temporal graph
convolution networks [27] for pedestrian crossing intention
prediction, which learns high-level features of spatial and
temporal information. These models have a high inference
speed given the graph representation inputs, however, they
are limited to using a single data type. To address that,
Cadena et al. [19] proposed a Pedestrian Graph + model
fusing pedestrian pose keypoints, image crop, segmentation
maps, and ego-vehicle velocity to predict pedestrian crossing
intention. They input the skeleton information into the main
GCN backbone network and design a branch to embed the
speed, image crop, and segmentation maps into the backbone.
To improve accuracy, the Pedestrian Graph + model also uses
a human pose forecasting model [28] to predict the following
30 coordinates (one second). However, the segmentation maps
and human pose forecasting take significant time for comput-
ing which may limit their real-time applications in practice.
Also, the human pose forecasting may increase the model’s
instability by adding uncertainty.

B. Spatial-Temporal GCN for Sequential Learning Tasks

The spatial-temporal GCN models are widely used for
sequence skeleton data based action recognition tasks [27],
[29], [30], [31], [32], [33], [34], [35], [36]. Yan et al. [27]
firstly proposed the spatial-temporal GCN model (ST-GCN)
for the action recognition. The following works focus on
developing models to capture more abundant spatial infor-
mation and longer time-dependent information. For example,
Liu et al. [37] proposed the disentangling and unifying graph
convolution to capture the long-range skeleton joints depen-
dencies and complex spatial-temporal dependencies for action
recognition. Shi et al. [29] proposed a directed acyclic graph
to represent the skeleton data, which effectively incorporates
the skeleton joint and bone data.

The ST-GCN model is also used for other recogni-
tion tasks. For example, Liu et al. [33] developed a
novel Symmetry-Driven Hyper Feature Graph Convolutional
Network (SDHF-GCN) for Gait recognition. Compared to
previous models, the SDHF-GCN model automatically learns

multiple dynamic patterns and hierarchical semantic features.
It contains natural connection, temporal correlation, and sym-
metric interaction, which highly enriches the description of
dynamic patterns by exploiting symmetry perceptual princi-
ples. Zhang et al. [35] developed a two-stream Graph Convo-
lutional Network with spatial-temporal attention(STA-GCN)
for hand gesture recognition. They proposed a data-driven
updated skeleton graph for spatial information aggregation and
fused the pose and motion streams to improve the recognition
accuracy.

III. METHODOLOGY

A. Problem Definition

We defined the pedestrian crossing intention prediction
as a binary classification problem [16]. Mathematically, the
problem predicts the crossing intention I ∈ {0, 1} of a
pedestrian i in future time t + n, n ∈ {30, 60}(about
1 to 2 seconds), using the pose keypoints sequence
P t

i =

{
pt−m+1

i , pt−m+2
i , . . . , pt

i

}
, bounding box sequence

Bt
i =

{
bt−m+1

i , bt−m+2
i , . . . , bt

i

}
, and vehicle speed sequence

V t
i =

{
vt−m+1

i , vt−m+2
i , . . . , vt

i

}
in m consecutive frames.

For example, we predict whether a pedestrian will cross the
street or not in the next 1 to 2 seconds by observing 32 frames
of video images.

The pedestrian crossing intention prediction is challenging
in the road environment. The model structure and data repre-
sentation have important influences on accuracy and prediction
speed in practice. The paper proposes the spatial-temporal
attention GCN model to predict pedestrian crossing intention
that has a low computational cost but high accuracy and
robustness. Fig. 2 shows the overall architecture of PedAST-
GCN, which consists of a Modality layer, a Backbone layer,
a Fusion layer, and a Prediction layer.

• The Modality layer has three different types of modality
data, including: 1) pose keypoints, obtained from pedes-
trian crop images via the pose detector [38]; 2) bounding
box, obtained from the image through object detec-
tion [39]; and 3) vehicle speed, obtained through the
On-Board Diagnostics system. The modality feature data
are complementary in capturing the dynamic information
importance in predicting the pedestrian crossing intention.

• The Backbone layer comprises three distinct streams to
extract hidden features of the pose keypoints, bounding
box, and vehicle velocity, correspondingly. It includes
three STA-GCN units, with each unit consisting of the
GCN layer, attention layer, and TCN layer (Fig. 4).

• The Fusion layer includes several crucial components.
The GAP operation calculates the average of hidden
features across both temporal and spatial dimensions. The
Temporal Average Pooling (TAP) operation calculates the
average of hidden features across the temporal dimension.
The concatenate operation combines the hidden features
from different streams. The modality attention mechanism
fuses the modality information by selectively weighting
the importance of different modality information.
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Fig. 2. The PedAST-GCN model for pedestrian crossing intention prediction. The input data types are pose skeleton, bounding box, and vehicle speed.
Three ST-GCN modules are used to extract features from corresponding input data. The average pooling is used to compress the extracted features. The GAP
is the global average pooling which performs the averaging operation on both the spatial and temporal dimensions. The TAP is the temporal average pooling
which performs the averaging operation on the temporal dimension. The Fusion attention layer hybrids the features from different information streams. The
fully connected (FC) layer outputs the prediction of pedestrian crossing intentions.

Fig. 3. The graph representations of pose keypoints, bounding box, and vehicle speed. The first row shows (a) the natural skeleton connection graph
(pose keypoints), (b) the directed bounding connection graph (bounding box), and (c) the directed speed graph (vehicle speed). The bottom row shows the
corresponding uni-labeling adjacency matrices.

• The prediction layer comprises dropout and full connec-
tion layers. It outputs the predicted probability of the
pedestrian crossing intentions.

To summarize, the PedAST-GCN model takes inputs of het-
erogeneous modality information (pedestrian pose keypoints,
bounding box, and vehicle speed) and outputs the hidden
representation in the Backbone layer. Then, the Fusion layer
compresses the hidden representation of modality information
and extracts the final fusion representation. Finally, The Pre-
diction layer predicts the pedestrian crossing probability. The
core modules of the proposed model include modality graph
design, spatial-temporal attention GCN unit, and modality
attention.

B. Modality Graph Design

Fig. 3 shows the graph representations of pose keypoints,
bounding box, and vehicle speed. Fig. 3 (a) is the natural

skeleton connection graph and the corresponding uni-labeling
adjacency matrix for the pose keypoints (The efficacy of
various partition strategies is detailed in Appendix A). It is
generated by 18 natural physical connections of the human
keypoints. Fig. 3 (b) shows the directed bounding connection
graph (only the features of the 0-th node will be utilized in
the subsequent step) and its adjacency matrix for the bounding
box. It has four vertexes and the shape of the bounding box
contains the size and location information of the pedestrian.
The natural connection between vertexes is used to construct
the bounding box graph in order to preserve its spatial char-
acteristics. Besides, we add the direction in the bounding box
graph to speed up the information aggregation in the training
process.

Fig. 3 (c) shows the directed vehicle speed graph (only the
features of the 1-th node will be utilized in the subsequent
step) and its adjacency matrix for the vehicle speed. Different
from the skeleton and bounding box that contain the coordinate

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



LING et al.: PEDAST-GCN: FAST PEDESTRIAN CROSSING INTENTION PREDICTION 5

Fig. 4. The STA-GCN unit consists of the GCN layer, Attention layer, and TCN layer. The Attention layer contains temporal attention and channel attention
for pose skeleton data while containing only temporal attention for bounding box and vehicle speed data.

data and have a visual physical structure, the vehicle speed
is discrete sparse data and does not have coordinates. In the
real world, the vehicle speed belongs to the feature of the
vehicle. We can treat the vehicle as a particle (joints-1 in
Fig. 3(c)) in the image and the vehicle speed is the feature
of the particle. We further assume a virtual point (joints-0 in
Fig. 3(c)) also with a speed feature in the image. Practically,
we use the pedestrian bounding box center as the virtual point
(joints-0 in Fig. 3(c)). The virtual point speed is calculated as
a ratio of the center coordinate difference to the time between
frames. Basically, the virtual point can represent the speed of
the pedestrian.

The key advantages of the modality graph designs are:
(1) We use the uni-labeling adjacency matrix as the adja-
cency matrix instead of the spatial configuration partitioning
adjacency matrix (verified for action recognition). The action
of crossing the street is a binary classification problem and
the pattern is more regular than the action recognition. The
uni-labeling adjacency matrix is relatively simple and fit for
the problem which eventually facilitates a fast learning of
patterns. (2) We design a directed bounding box graph based
on the natural connection between vertexes and generate
the bounding box adjacency matrix. Compared to existing
methods, the bounding box graph can preserve the spatial
information as well as learn more implicit spatial information
(e.g., the size of a pedestrian and the relative distance between
the vehicle and pedestrian) and the movement information
between frames. In addition, the directed graph can help the
model effectively aggregate and update the joints features.
(3) We treat the vehicle as a particle and the vehicle speed
as the feature of the vehicle. We also add a virtual point
with a speed considering human attributes. We can generate
a directed vehicle speed graph and the corroding adjacency
matrix based on the two points. The vehicle speed graph can
make speed data adapt to the GCN model and the directed
graph can prevent the feature of the vehicle speed aggregation
and update from the virtual point.

C. Spatial-Temporal Attention GCN Unit

The STA-GCN unit contains the GCN layer, Attention layer,
and TCN layer as shown in Fig. 4. It takes inputs of modal-
ity data sequences and outputs their hidden representations.

We add the Conv2D layer as the ResNet [40] connection to
stabilize the training and use the Sum and ReLu operations to
obtain hidden feature representations.

1) The GCN Layer: The GCN layer is used to aggregate and
update the features of joints, which captures the spatial graph
information. Given the original vertex state matrix (skeleton,
box, and speed) X → RC×T ×N , where the C denotes the
number of channels, T denotes the temporal length, and the N
denotes the number of vertexes. The core layer to the updated
vertexes hidden states matrix Xgcn

→ RCgcn
×T ×N is calcu-

lated as:

Xgcn
= WgXWe ⊙ A (1)

where Wg → RCgcn
×C×1 × 1 is the weight vector of the

1 × 1 convolution operation, We → RN×N is the learnable
edge weights, ⊙ is the element-wise product, and A → RN×N

is the adjacency matrix.
2) The Attention Layer: The attention mechanism [25],

[41], [42] is widely used for spatial-temporal information
learning tasks and varies in formulations [31]. As is shown in
Fig. 4, we propose two different attention layers for different
data types. The attention model for pose keypoints contains
two sub-modules: the temporal attention module(as shown
in Fig. 5(a)) and the channel attention module(as shown in
Fig. 5(b)), while the attention model for bounding box and
vehicle speed only contains the temporal attention module.

The temporal attention module assigns different attention
to frames and lends the model ability to capture longer
temporal dependencies [31]. To assist the model in capturing
information from sequence data more effectively, we introduce
this module to allocate varying levels of attention to each
frame and fuse features in a weighted manner. Given the
output vertex hidden states matrix of the GCN layer Xgcn

→

RCgcn
×T ×N . The core attention score At → R1×T ×1 is

calculated as:

At = σ(Ft (Avg Pool(Xgcn))) (2)

where Avgpool is the operation to average the features of
all joints. Ft is a 1-D convolutional operation, WFt →

R1×Cgcn
×Ks where Ks is the kernel size, and σ is the Sigmoid

activation function.
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Fig. 5. The temporal attention and the channel attention. ⊗ denotes the element-wise multiplication. ⊕ denotes the element-wise addition.

Then, the output vertex hidden states matrix of the temporal
attention module Xta

→ RC ta
×T ×N is calculated as:

Xta
= XgcnAt + Xgcn (3)

The channel attention module is used to strengthen the
channel features [31]. We introduce it to reinforce the discrim-
inative features of different input samples. Given the output
vertex hidden states matrix of the temporal attention module
Xta

→ RC ta
×T ×N . The core attention score Ac → RC ta

×1×1

is calculated as:

Ac = σ(Wc2(δ(Wc1(Avg Pool(Xta))))) (4)

where Avgpool is the operation to average the features of all
joints in all frames. Wc1 → RC ta

×
Cta

r and Wc2 → R
Cta

r ×C ta

are the learnable weights, C ta

r is the number of channels after
scaling, r is the scale factor. δ is the ReLu activation function
and σ is the Sigmoid activation function.

Then, the output vertex hidden states matrix of the channel
attention module Xca

→ RCca
×T ×N is calculated as:

Xca
= XtaAc + Xta (5)

3) The TCN Layer: The TCN layer is used to extract and
compress the temporal features between the frame sequences.
The TCN layer contains a BatchNorm2d layer, a ReLu acti-
vation function, a Conv2d layer, and a BatchNorm2d layer
in sequence. Given the output vertex hidden states matrix of
the Attention layer (temporal attention or channel attention)
Xa

→ RCa
×T ×N . The output vertex hidden states matrix of

the TCN layer Xtcn
→ RC tcn

×T ×N is calculated as:

Xtcn
= BN(Wt(δ(BN(Xa)))) (6)

where BN represents batch normalization operation, Wt →

RC tcn
×Ca

×Kt ×1 is the weight vector of the Kt ×1 convolution
operation, and δ is the ReLu activation function.

D. Modality Attention

The attention mechanism selectively focuses on significant
features, aiding the model in capturing crucial information
by combining different branches of data in a weighted man-
ner [13], [16]. To improve the model’s robustness, we further
introduce the modality attention model to fuse the hidden
representation from different modality data (pose keypoints,
bounding box, and speed). The core operation is attention

weights computing. Given the sequence of the modality infor-
mation features S = {s0, s1, . . . , sE}, the attention weight α f e
between the hidden representations sf and se is computed as:

α f e =
exp(score(sf, se))∑E

e=1 exp(score(sf, se))
(7)

where the score(sf, se) = sf(seWa)
T . sf and se are hidden

features from different data types, respectively. Wa is a learned
weight matrix and E is the number of data types.

The attention module is used to better memorize sequen-
tial information by selectively focusing on parts of features
relevant to the task. We calculated the attention weight
sequence between the bound box and modality data α0 =

{α00, α01, . . . , α0E }. The attention weights trade off the s0
with other modality data features se, which can gather useful
information to improve the prediction model robustness.

E. Data Processing and Preparation

We utilize bounding box sequence B =
{
b0, b1, . . . , bm−1},

vehicle speed sequence V =
{
v0, v1, . . . , vm−1}, and skeleton

sequence P =
{

p0, p1, . . . , pm−1} in m consecutive frames as
our input(e.g., m = 32). For the bi in the i-th frame, it consists
of 4 bounding box vertex pixel coordinates, which are sourced
directly from the dataset. Each box vertex coordinate is
denoted as (xbox , ybox ). To enhance the model’s generalization
capabilities, we normalize each box vertex coordinate using
the following procedure:

x ′

box =
xbox

wimage
,

y′

box =
ybox

himage
,

(8)

where (x ′

box , y′

box ) the normalized coordinates. wimage and
himage are the width and height of the image, respectively.

In the i-th frame, vi comprises both the pedestrian move-
ment speed vpedestrian , and the vehicle speed vvehicle. The
vehicle speed vvehicle is directly obtained from the dataset,
and we apply the following normalization procedure to each
vvehicle:

v′

vehicle =
vvehicle

vmax
vehicle

, (9)

where v′

vehicle the normalized vehicle speed. vmax
vehicle is the

maximum vehicle speed in the dataset.
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We can obtain the bounding box centre coordinate sequence
Bcentre =

{
b0

centre, b1
centre, . . . , bm−1

centre

}
, from the bound-

ing box data. Each centre coordinate is represented as
(xcentre, ycentre). The vpedestrian in the i-th frame(i < m-1)
is calculate as:

vpedestrain

= f ps ∗

√
(x i+1

centre − x i
centre)

2 + (yi+1
centre − yi

centre)
2 (10)

where f ps is the frame rate of the camera. When i equals
m − 1 (the last frame), vpedestrian is equal to the speed of the
previous frame.

For processing the skeleton data, we employ the HRNet [38]
to extract 18 keypoints from the pedestrian image. HRNet
provides keypoint pixel coordinates (xskeleton, yskeleton) along
with associated confidence scores, denoted as sskeleton .
To increase the model generalization, we normalize each
keypoint as follows:

x ′

skeleton =
xskeleton − xle f t

wbox
,

y′

skeleton =
yskeleton − yle f t

hbox
,

s′

skeleton = sskeleton,

(11)

where (x ′

skeleton, y′

skeleton) is the normalized coordinates.
xle f t and yle f t are the coordinates of the top left corner
pedestrian box. wbox and hbox are the width and height of
the pedestrian box, respectively. s′

skeleton is the transformed
confidence score.

IV. EXPERIMENTS AND EVALUATIONS

A. Data Set

1) JAAD: The JAAD [5] is a specialized autonomous driv-
ing data set and contains 346 video clips, and each clip lasts
5-10 seconds. The JAAD behavioral data (JAADbeh) contains
495 crossing pedestrians and 191 pedestrians intending to
cross. The complete JAAD dataset (JAADall ) adds 2100 other
visible pedestrians who are far away from the road and do not
intend to cross. To have a fair comparison, We use the same
split as in [16] for the training and testing, which contains
177 videos for training, 29 videos for validation, and 117 for
testing.

2) PIE: The PIE [43] is also a real data set for pedestrian
crossing intention prediction. The data set contains 1322 non-
crossing and 512 crossings. The PIE dataset contains all
pedestrians close to the road who are hesitant to cross or not.
For the training and testing split, as suggested in [16], we use
set01, set02, and set04 for training, set05, set06 for validation,
and set03 for the testing set.

B. Compared Models and Evaluation Metrics

We compared our method with state-of-the-art methods on
two standard benchmark datasets: JAAD [5], and PIE [43].
The compared approaches include:

• ATGC [5]. It only uses the last video frame for pedestrian
crossing intention prediction based on a fully connected
layer. The backbone networks for feature extraction are
VGG16 [44] or ResNet50 [40].

• ConvLSTM [12]. It uses a pre-trained CNN model to
extract features from the image sequences. Then, it uses
the LSTM model to extract the hidden representation
from the feature sequences. Finally, it uses a fully con-
nected layer for pedestrian crossing intention prediction
based on the extracted hidden representation.

• SingleRNN [45]. It uses the 2D bounding box, pedes-
trians and their surrounding images, vehicle speed, and
intention information as inputs. It uses the LSTM or GRU
as the backbone network and uses a fully connected layer
based on the last hidden state for pedestrian crossing
intention prediction.

• Stacked RNN [46]. It uses the structure of a stack of
RNN layers and each RNN layer takes as inputs the
hidden state of the RNN layer below.

• MultiRNN [47]. It uses different RNN streams to extract
features from different types of data and feds the final
hidden states into a fully connected layer for pedestrian
crossing intention prediction.

• HierarchicalRNN [15]. It uses different RNN branches
to extract features from different types of data and the
concatenated hidden states are fed to the other RNN
model and a fully connected layer is finally used for
pedestrian crossing intention prediction.

• SFRNN [48]. It uses pedestrian crops, surrounding con-
text, poses, bounding box, and ego-vehicle speed as
inputs. It uses the structure of a stack of RNN layers
as the backbone network in which the complex features
are fed at the bottom layers and simpler features at the
top.

• C3D [21]. It uses pedestrian crop sequences as inputs and
the 3D convolutional networks as the backbone network.
The fully connected layer is used for pedestrian crossing
intention prediction.

• I3D [20]. It uses pedestrian crop sequences as inputs and
the two-streams Inflated 3D convolutional networks as the
backbone network. The fully connected layer is used for
pedestrian crossing intention prediction.

• TwoStream [49]. It uses pedestrian crop sequences
and the optical flow as inputs and the two CNN branches
as the backbone network. The average of the predictions
of the two branches is used for pedestrian crossing
intention prediction.

• Fussi-Net [50]. It uses the skeleton and bounding box as
inputs and the DenseNet model as the backbone network.

• PCPA [16]. It uses the skeleton, box, speed, and
local context as inputs. It uses three RNN mod-
els and a 3DConv model as four streams to extract
features from different types of data and the atten-
tion model for information fusion. The fully con-
nected layer is used for pedestrian crossing intention
prediction.

• Global PCPA [13]. It uses the skeleton, box, speed, local
context, and global context as inputs. It uses five GRU
models as five streams to extract features from different
types of data and the attention model for information
fusion. The fully connected layer is used for pedestrian
crossing intention prediction.
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• TrouSPI-Net [51]. It uses the skeleton data, bounding
box data, speed information, and the relative pairwise dis-
tances of skeletal joints as inputs. It utilizes the GRU as
the backbone for pedestrian crossing intention prediction.

• Pedestrian Graph [17]. It uses the pose keypoints as the
input and a 2 layers GCN model for pedestrian crossing
intention prediction.

• Pedestrian Graph + [19]. It uses the pose keypoints,
image crop, vehicle speed, and segmentation maps as
inputs. It uses a 2 layers GCN model as the backbone
network and the Conv branches to embed the speed infor-
mation. The fully connected layer is used for pedestrian
crossing intention prediction.

• ST CrossingPose [18]. It uses the pose keypoints as the
input and the spatial-temporal GCN model for pedestrian
crossing intention prediction.

• PIT [26]. It uses the pose keypoints, image crop, vehicle
speed, bounding box, and global image as the input
and the transformer-based model for pedestrian crossing
intention prediction.

To make a fair and comprehensive model comparison, we use
five evaluation metrics (Accuracy, AUC, F1 score, Precision,
Recall) to evaluate the performance of models, as proposed
in [16]. The definitions of these evaluation metrics are as
follows:

Accuracy =
T N + T P

T N + T P + F N + F P
(12)

Precision =
T P

T P + F P
(13)

Recall =
T P

T P + F N
(14)

F1 score = 2 ×
Precision × Recall
Precision + Recall

(15)

where TP represents the true positive, TN the true negative,
FP the false positive, and FN the false negative. AUC is the
area under the ROC curve.

C. Training and Model Settings

We used three labels (‘Irrelevant’, ‘Cross’, and ‘No cross’)
to train our model on the JAADall dataset to obtain a better
performance as suggested in [19]. In the test phase, we used
the Class Mapping [19] to map the ‘Irrelevant’ into ‘No cross’.
As for the JAADbeh and PIE dataset, we used two labels
(‘Cross’, and ‘No cross’) to train and test. For the input of the
model, both JAAD and PIE data provide the bounding box and
vehicle speed for each sample and we used the HRNet [38]
to obtain the pose keypoints.

We implemented the proposed method using PyTorch. Dur-
ing training, we used the Adam optimizer with weight-decay
5e-4. We used the CrossEntropyLoss function and the learning
rate of 0.01 with 300 epochs to train the PedAST-GCN model
on JAADall dataset and used the Binary Cross Entropy (BCE)
Loss function and the learning rate of 0.001 with 300 epochs
to train the PedAST-GCN model and PIE dataset. As for
JAADbeh , we used the BCE Loss function and the learning
rate of 0.01 with 300 epochs to train. The model settings are
provided in Table I.

TABLE I
THE DETAILS OF MODE SETTING

D. Results

Table II shows the model comparison results for the PIE and
JAAD dataset. The PedAST-GCN model achieves comparable
or better results compared to the state-of-the-art Pedestrian
Graph + model [19] and PIT [26]. The improvement is
attributed to the use of multi-modality data, such as pose
keypoints data to capture pedestrian pose and action informa-
tion, bounding box data to capture pedestrian motion, distance,
size information, and vehicle speed data to capture vehicle
movement information. The fusion of these sources enables
higher-level reasoning, contributing to the maintenance of pre-
diction accuracy. Furthermore, our model maintains accuracy
across various observation lengths due to its robust temporal
feature extraction capabilities. The early research based on
a 2D convolutional model used the last pedestrian frame
image which lacks capturing time dependencies in predicting
crossing intentions [5]. Compared with the 2D convolutional
models, the RNN-based models capture temporal dependence
information and allow taking heterogeneous types of data as
inputs [13], [16]. The 3D convolutional models also perform
better than the 2D ones since they capture the time depen-
dencies (e.g. the C3D [21] and I3D [20]). The GCN-based
models reported in [17] and [18] have a faster inference
speed but use limited modality data (i.e., only pose keypoints).
The state-of-the-art Pedestrian Graph + model [19] performs
well in the benchmark models which take inputs of pose
keypoints, image crop, vehicle speed, and segmentation map
(built environment information). However, the preprocessing
time for the segmentation map is significantly high, thus
limiting its real-time use in practice.

E. Ablation Study

The model accuracy, execution speed, and robustness are
important requirements for pedestrian crossing intention pre-
diction. This section includes an ablation study on observation
length and various ablation studies using 32 frames as obser-
vation length to examine the impact of variations in backbone
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TABLE II
MODEL PERFORMANCE COMPARISON RESULTS FOR PIE AND JAAD DATASET. J AADbeh IS A SUBSET OF THE JAAD DATASET WITH BEHAVIORAL

LABELS (ONLY PEDESTRIANS THAT HAVE INTERACTION WITH THE EGO-VEHICLE), AND J AADall INCLUDES ALL DETECTED PEDESTRIANS.
ACC MEANS ACCURACY, AUC AREA UNDER THE CURVE, F1 IS F1 SCORE, P PRECISION AND R RECALL

TABLE III
ABLATION STUDY OF GCN BACKBONE AND GRAPH DESIGN. J AADbeh IS A SUBSET OF THE JAAD DATASET WITH BEHAVIORAL LABELS

(ONLY PEDESTRIANS THAT HAVE INTERACTION WITH THE EGO-VEHICLE), AND J AADall INCLUDES ALL DETECTED PEDESTRIANS.
ACC MEANS ACCURACY, AUC AREA UNDER THE CURVE, F1 IS F1 SCORE, P PRECISION AND R RECALL

layer and graph design, modality data type, attention modules,
and noisy data.

1) Impact of the Backbone Layer and Graph Design:
To verify the performance of the backbone layer and graph
design, we conduct a comparison between the proposed
ST-GCN based backbone (without temporal attention) and the
RNN-based counterpart (GRU, LSTM), while also evaluating
different graph designs of ST-GCN (ST-GCN-UD corresponds
to the ST-GCN model utilizing an undirected graph, and ST-
GCN-D pertains to the ST-GCN model employing a directed
graph). Table III shows the comparison results. Compared to
the RNN-based backbone, the ST-GCN based model demon-
strates a significant improvement across datasets in handling
box and speed data. This enhancement is attributed to the

fact that while the RNN-based model can capture temporal
information from the sequential data, it treats the box data
as the discrete information in each frame, thereby losing
valuable spatial structure information. In contrast, the proposed
ST-GCN based model excels at capturing both spatial and
temporal information associated with the bounding boxes.
Consequently, it effectively captures details regarding pedes-
trian movements (speed/direction) and sizes (distance) which
are important features driving the pedestrian cross intention
prediction. Regarding the speed data, we constructed a graph
that incorporates both vehicle speed and pedestrian movement
speed. This approach empowers the ST-GCN backbone to
effectively process speed-related spatial and temporal informa-
tion, allowing it to capture vital details regarding the relative
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TABLE IV
ABLATION STUDY OF DIFFERENT TYPES OF MODALITY DATA. J AADbeh IS A SUBSET OF THE JAAD DATASET WITH BEHAVIORAL LABELS

(ONLY PEDESTRIANS THAT HAVE INTERACTION WITH THE EGO-VEHICLE), AND J AADall INCLUDES ALL DETECTED PEDESTRIANS.
ACC MEANS ACCURACY, AUC AREA UNDER THE CURVE, F1 IS F1 SCORE, P PRECISION AND R RECALL

movement dynamics between pedestrians and vehicles in the
studied task.

Compared to the ST-GCN-UD model utilizing a graph
without direction, the ST-GCN-D model employing a directed
graph exhibits superior performance. The box graph differs
from the skeleton graph used in action recognition tasks,
as the latter employs a complex graph structure and strategy to
capture a wide range of relationships between joints to capture
more actions. We structured the graph for the bounding boxes
to align with their inherent structure, aiming to capture pedes-
trian movement and size information effectively. In contrast to
an undirected graph, the use of a directed graph addresses the
over-smoothing problem through directed information transfer
during model training. This design also expedites information
aggregation to the terminal node (represented as the 0-th
node in Fig. 3(b)). In the case of the vehicle speed graph,
as depicted in Fig. 3(c), when comparing the graph without
direction to the one with direction, it’s noteworthy that there’s
no information transfer from the 0-th node to the 1-th node.
Superior performance was observed when using only the 1-th
node in the directed graph as the output hidden feature than
using the average of the 0-th and 1-th nodes in the undirected
graph. This can be attributed to the unique nature of the data
sources. Specifically, pedestrian speed is estimated from pixel
points, whereas vehicle speed is based on actual data. As a
result, combining these two sources of information does not
yield improved results.

2) Impact of the Modality Data Type: To verify the per-
formance of data types, we use different modality features
as inputs, including pose skeleton(K), bounding box(B), and
vehicle speed(S). In all the sub-experiments, the backbones
include the attention module for feature extraction and the
modality attention module for fusing multiple data types (the
modality attention module is not applied when dealing with
single input data). Table IV shows the model prediction results
with different combinations of modality data. Among the mod-
els utilizing different input data types, the model incorporating
vehicle speed data exhibited the highest performance on the
PIE dataset, surpassing those using pose keypoints or bounding
box information. However, the model that utilizes only pure
vehicle speed data resulted in poor performance for the JAAD
dataset (J AADbeh and J AADall ), due to the lack of precise
raw velocity observations in the dataset [19].

The model utilizing pose keypoints data demonstrates strong
performance in predicting pedestrian crossing intention in
the JAAD dataset (J AADbeh and J AADall ) but shows poor
performance on the PIE dataset. The reason can be that the
JAAD data(J AADbeh and J AADall ) contain many pedestri-
ans directed to intend to cross or not, while the PIE data set
contains many pedestrians close to the road who are irresolute
to cross [16]. The irresolute pedestrian would add ambiguity
for intention prediction based on the pose keypoints. The
model with the bounding box information performs well for
both PIE and JAAD data sets(J AADbeh and J AADall ) since
the bounding box captures the motion and size information of
pedestrians.

Compared with the model using a single modality feature,
the combined features generally improve the model perfor-
mance in almost all cases. For example, the performance
of the model with both bounding box and vehicle speed
features shows a significant improvement on the PIE dataset,
compared to the model that utilizes only a single feature (either
bounding box or vehicle speed). The model incorporating
pose keypoints, bounding box, and vehicle speed achieves
the best performance on all three datasets. This is because
these modality features are complementary in capturing the
dynamic importance of different information and are thus
effective in predicting pedestrian crossing intention. For exam-
ple, in situations where pedestrians are crossing the road,
the pose keypoints and bounding box are more important
in capturing the pedestrian’s pose and motion information.
However, when the pedestrian is hesitant to cross, the vehicle
speed becomes more important in predicting their crossing
intention.

3) Impact of the Attention Module: We also conducted
an experiment to verify the effectiveness of the attention
modules. Table V shows the model prediction results with
different attention modules. The ‘No-attention’ model uses the
‘sum’ operation for the fusion with no temporal attention or
modality attention in the PedAST-GCN model. The ‘Temporal
attention’ only uses the temporal attention module in the
PedAST-GCN model. The ‘Modality attention’ only uses the
modality attention module in the PedAST-GCN model. The
‘Temporal and Modality attention’ uses both the temporal
attention module and the modality attention module in the
PedAST-GCN model.
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TABLE V
ABLATION STUDY OF ATTENTION MODULES. J AADbeh IS A SUBSET OF THE JAAD DATASET WITH BEHAVIORAL LABELS (ONLY PEDESTRIANS THAT

HAVE INTERACTION WITH THE EGO-VEHICLE), AND J AADall INCLUDES ALL DETECTED PEDESTRIANS. ACC MEANS ACCURACY,
AUC AREA UNDER THE CURVE, F1 IS F1 SCORE, P PRECISION AND R RECALL

TABLE VI
ABLATION STUDY OF OBSERVATION LENGTH. J AADbeh IS A SUBSET OF THE JAAD DATASET WITH BEHAVIORAL LABELS (ONLY PEDESTRIANS

THAT HAVE INTERACTION WITH THE EGO-VEHICLE), AND J AADall INCLUDES ALL DETECTED PEDESTRIANS. ACC MEANS ACCURACY,
AUC AREA UNDER THE CURVE, F1 IS F1 SCORE, P PRECISION AND R RECALL

Generally, the model with temporal and modality attention
significantly improves the prediction performance in most
cases. This is because the temporal attention mechanism is
able to selectively attend to different frames within a long
sequence, allowing for the capture of more crucial informa-
tion [31]. The Modality attention mechanism can selectively
attend to different data types and fuse them in a weighted
manner [13]. Compared with the ‘No-attention’, the model
with ‘Temporal attention and Modality attention’ improves
the model performance by 2.18%, 3.63%, and 0.8% on PIE,
J AADbeh , and J AADall data set.

4) Impact of Observation Length: We employ diverse
observation frames (8, 16, 24, 32, etc.) as inputs to evaluate
the performance of our proposed model. Table VI shows that
our model demonstrates the ability to adapt to varying input
lengths while consistently delivering good performance. This
is because the choice of observation frames exerts an influence
on both the number of samples and the spatial-temporal infor-
mation of each sample available. When the shorter observation
length is chosen, more samples can be generated for model
training, thereby enhancing the overall performance of the
model [18]. Meanwhile, when longer observation frames are
chosen, they have the capacity to capture a greater amount
of spatial-temporal information for each sample, leading to
potential improvements in performance compared to shorter
observation frames.

5) Impact of Noisy Data: In real-world scenarios, encoun-
tering incomplete data sequences is inevitable, for example,
tracking algorithm failures(resulting in the loss of skeleton
and box data) and sensor data transfer issues(resulting in the
loss of speed data). To evaluate our model’s performance in
the presence of noisy data, we introduce input data variabil-
ity by randomly dropping frames or signals with different
probabilities, thereby generating noisy data from the original
dataset. Additionally, we employ two strategies for addressing

lost frames or signals. ‘Zero padding’ (ZP) involves filling the
missing data with zeros, while ‘Median filling’ (MF) entails
using the average of the nearest data points on both sides to fill
the missing data (employing the nearest available data from
one side to fill in the gap when the first or last data is missing).

Table VII displays the test results obtained with various
noisy data sets, employing different strategies. In the case
of frame dropping, the prediction results experience a sharp
decline as the loss rate increases across all datasets when
the ZP strategy is employed. Conversely, the model manages
to maintain a high level of performance when utilizing the
MF strategy, sustaining this performance until the loss rate
reaches 0.9, which corresponds to approximately 3 frames
remaining. This is attributed to the skeleton data and box data
are continuously changed over time. The MF strategy aids in
preserving this temporal continuity and movement trend to a
certain extent, which conveys information about the motion,
movement, and size of the pedestrian.

When it comes to sensor data dropping, the decline in
performance trend in PIE data mirrors that of frame dropping
when applying the ZP and MF strategy. Nonetheless, the
model consistently maintains a high level of performance in
both the J AADall and J AADbeh datasets, even when the ZP
strategy is employed. This resilience can be attributed to the
nature of the speed data in these datasets, which is manually
estimated and represented in discrete states (such as stopped,
moving slowly, moving fast, decelerating, and accelerating).
Consequently, our model places a greater emphasis on the box
and skeleton data, allowing it to maintain strong performance
even in situations where the speed signal is lost within the
sequence in these two datasets.

F. Model Profile and Prediction Examples

Table VIII shows the profiles of different SOTA models and
PedAST-GCN(test on a GTX 1080). The preprocessing steps
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TABLE VII
ABLATION STUDY OF NOISY DATA

Fig. 6. Typical examples of detection failures. ‘gt’ is the ground truth classification value, and ‘pr’ is the predicted value. The illumination, remote distance,
and occlusion of obstacles are the main reasons for failure detections.

TABLE VIII
COMPARISON OF PROFILES OF DIFFERENT SOTA MODELS AND

PEDAST-GCN. M MEANS THE INFERENCE TIME OF THE
MODEL BY ITSELF, AND M+D MEANS THE INFERENCE

TIME OF THE MODEL AND THE INPUT DATA

involve acquiring pose skeleton data using keypoint detection
with HRNet [38] and obtaining a segmentation map using
DeepLab v3 [52]. GFLOPS stands for Giga Floating-Point

Operations per Second. We compared the performance pro-
files of the SOTA models with that of PedAST-GCN. The
PedAST-GCN model has the best accuracy performance
while requiring minimum GFlops. The model prediction
time (M) and the execution time it takes to produce the
input data and perform the inference (M+D) were com-
pared. The results indicate that our model has a consistently
lower execution time (M+D) compared to the other models.
We also demonstrated the effectiveness of using YOLOv5s+
DeepSORT to obtain bounding boxes in real scenarios
(See Appendix B).

Fig. 6 shows typical examples of prediction failures. Gen-
erally, the reasons can be categorized into three classes,
including illumination, remote distance, and occlusion of
obstacles. For example, figure (a) and (b) has illumination
issues which makes it difficult to recognize the pedestrian
pose. The remote distance would also make the detection
difficult due to the pedestrian being too small to recognize,
as shown in (c) and (d). The failure detection in (e) and (f) is
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the occlusion of obstacles, in which the model could not get
the full features of pedestrians.

We also visually examined detection results using differ-
ent models across various scenarios to further elucidate the
advantages of our proposed method (See Appendix C).

V. CONCLUSION

Understanding and predicting the crossing behaviors of
pedestrians is critical for vehicle intelligence. The paper
proposes a Spatial-Temporal Attention Graph Convolution
Network model for pedestrian crossing intention prediction.
It uses a lightweight GCN model as the backbone network
with simple but robust graph representations of pedestrian
crossing intention modality features, including pedestrian
pose keypoints, bounding box, and vehicle speeds. Attention
mechanisms are developed to capture long-term temporal
dependencies of dynamic graphs and fuse different modality
features.

The model was validated by comparing benchmark models
on two public datasets, including JAAD [5] and PIE [43]. The
results highlight the accuracy and high computing speed per-
formance of the proposed PedAST-GCN model in pedestrian
crossing intention prediction. The ablation analysis verifies
the importance of the backbone layer and graph design,
different modality features for pedestrian crossing intention
prediction, the prominent role of the attention mechanism
in feature extraction and fusion, and the robust performance
across various observation lengths and in the presence of
noisy data. For example, The model with ‘Temporal attention
and Fusion attention’ improves the prediction performance by
2.18%, 3.63%, and 0.8% on PIE, J AADbeh , and J AADall
data set compared to the model without attention. The model
prediction failures are mainly caused by the video quality, such
as illumination, remote distances, and occlusion of obstacles.
The proposed model currently does not utilize the global con-
text as input to directly capture visual features encompassing
multi-interactions, future studies will explore incorporating
this information efficiently to enhance the model’s robustness.
Additionally, deploying our model in vehicles and enhancing
its performance by observing more real-world data will be key
areas of focus.
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