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Abstract— Eye contact is essential in transmitting information
and intention in the wild environment (e.g., urban streets or
parking lots) with mixed vehicles and pedestrians. Compared
with the vision image data, the human skeleton data are deemed
to be robust to unconstrained surroundings and illumination.
However, the skeleton graph-based approaches are mainly used
for the action recognition. It is challenging to directly apply them
to the eye detection task, which is momentary and dynamic
given the complex wild environment. This paper proposes a
Bi-stream Spatial Attention Graph Convolution Network (SA-
BiGCN) for eye contact detection in the wild. We design a
directed, nose-centric skeleton graph to capture relevant and
hierarchical information and their interactions. We also propose
a Bi-stream graph convolution network model with spatial
attention to dynamically extract and fuse skeleton joints and
bones information. The model was validated by comparing with
state-of-art models on three large-scale public datasets, including
JAAD, PIE, and LOOK. The results highlight the accuracy and
generalization performance of the proposed SA-BiGCN model in
detecting the eye contact in the wild environment. The ablation
analysis validates the importance of the skeleton graph design,
the spatial attention mechanism in the feature fusion process,
as well as the model robustness against noisy skeleton data in
terms of part occlusions, block occlusions, random occlusions,
and random deviations.

Index Terms— Eye contact detection, skeleton graph, graph
convolution networks, spatial attention.

I. INTRODUCTION

EYE contact is a salient visual signal for humans and
is one of the most critical signals for communicating

intentions. Eye contact plays a vital role in reality, such as
identifying the face awareness [1], perceiving the human-
robot interaction quality [2], [3], and detecting lies [4]. With
the rapid development of intelligent vehicles, eye contact
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Fig. 1. The natural connections of human body joints and the corresponding
uni-labeling adjacency matrix.

detection becomes increasingly important in understanding the
intention of surrounding pedestrians in the autonomous driving
environment [5], [6], [7].

Many studies on eyes contact detection use vision images
taken close to a person with a clear facial appearance [8],
[9], [10], [11], [12]. However, pedestrian eye detection in
the wild uses distant images or videos from vehicle sensors
which brings great challenges to the problem given the
image quality, unconstrained surroundings and illuminations
[6], [7]. To address that, Belkada et al. [7] developed a key
points-based eye contact detection model. Compared with
Red-Green-Blue (RGB) image-based approaches [13], [14],
the key-points based model achieves the best results on three
tested public data sets [7], [14], [15]. The main reason is that
the key-points based skeleton data are more robust against
variations of image backgrounds.

Belkada et al. [7] used a simple fully-connected network
with residual blocks as the main structure and utilized the
normalized coordinate and confidence score in the image
plane as the input. However, the proposed model treats human
joints as independent features and limits its capability to
fully use inherent graphically structural information. The fully-
connected network and Convolutional Neural Network (CNN)
models are capable of extracting information from euclidean
data but are limited in capturing the inherent structure
between human joints in the non-euclidean skeleton data.
The Graph Convolution Network (GCN) was able to address
that challenge. For example, Yan et al. [16] proposed the
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spatial-temporal GCN (ST-GCN) model for action recognition
using the sequential skeleton data and achieved the best
performance on public data sets, including Kinetics [17] and
NTU-RGB+D [18]. Following that, several model variants
were proposed to recognize actions focusing on effectively
representing and learning dependencies of spatial features and
long-term temporal features [19], [20].

Compared with the action recognition task, the eye contact
detection task has its unique challenges: (1) the eye contact is
momentary, and its detection is based on a single image rather
than a sequence of images in the action recognition; (2) the
detection context is complex and the feature importance varies
under different scenarios. For example, the head direction is
important if a pedestrian is right or left against a vehicle, while
the eye gaze direction is vital if the pedestrian faces straight to
the vehicle. Therefore, it is not reasonable to directly apply the
action recognition model to the eye contact detection problem.

The skeleton graph and its adjacent matrix are crucial for
GCN based information aggregation and update [21]. Most
studies used the natural connections of human body joints to
design the graph and construct the corresponding uni-labeling
adjacency matrix (Fig. 1.). The graph based on the natural
connections of the whole human body joints can capture
internal structures between joints, which is suitable for the
action recognition tasks. However, eye contact detection has
different characteristics for joints [7]. For example, the joints
corresponding to the head (e.g., eyes and ears) have a critical
impact on eye contact detection, while the joints for the
legs and hands may not. It is important to design a special
graph to extract more abundant information from the upper
part of the body. In addition, unlike the skeleton sequence
(capturing complex spatial-temporal joints correlations), the
single skeleton image concentrates more on the joint spatial
fusion in which the joints may contribute differently to
eye contact detection. However, no study was found on
dynamically representing and fusing the joints depending on
the detection context, as discussed before.

In addition, the bones information of the skeleton graph was
reported significantly contribute to the action recognition [22]
since the lengths and moving directions of bones are naturally
informative and discriminative for different actions. Similarly,
the bones also add additional information for eye contact
detection. For example, the lengths of the head and body
bones would be visually different depending on whether a
person looks at a camera. Therefore, it is potentially useful
to incorporate the bone information in the skeleton graph
representation, but yet receives no attention in the literature.

To address these gaps, we propose a Bi-stream graph con-
volution network model with spatial attention for momentary
eye contact detection in the wild. It uses a novel-designed
skeleton graph to generate the uni-labeling adjacent matrix for
information aggregation and update. It dynamically extracts
and fuses the human skeleton joints and bones information
using the SA-BiGCN model. The main contributions are:

1) Proposing a Bi-stream graph convolution network
model with spatial attention for momentary eye contact
detection in the wild. It dynamically extracts and fuses
skeleton joints and bones information.

2) Proposing a directed, nose-centric skeleton graph to
capture relevant and hierarchical information and their
interactions for eye contact detection, including the body
posture, head posture, and eye gaze direction.

3) Validating the model on three large-scale public data sets
for eye contact detection in the wild and conducting
ablation studies on various aspects, including the
skeleton graph topology, the components of the SA-
BiGCN model, and the robustness against noisy datasets.

The remaining paper is structured as follows. Section II
reviews related studies for skeleton data based recognition
tasks. Section III proposes the SA-BiGCN framework and
details its methodology. Section IV validates the model perfor-
mance and explores its characteristics. Section V summarizes
the main conclusions and future research directions.

II. RELATED WORK

We reviewed the skeleton data-based recognition tasks, such
as actions, hand gestures, and eye contact. The synthesis
focuses on GCN-based recognition models from aspects
of skeleton graph and adjacency matrix designs and GCN
attention mechanisms. We also discuss in detail the closely
related studies for eye contact detection tasks.

A. Skeleton Graph and Adjacency Matrix Designs

The GCN-based models have been widely used for skeleton
data-based recognition tasks, such as action recognition
[16], [19], [20], [22], [23], [24], gait recognition [25],
[26], hand gesture recognition [27], [28], etc. For example,
Yan et al. [16] proposed the spatio-temporal GCN model (ST-
GCN) for action recognition using the natural connections
of human body joints and three different strategies to design
the adjacency matrix. Following that, several variants of the
ST-GCN model have been proposed to design the skeleton
graph and adjacency matrix better to facilitate effective
learning in the recognition [19], [22], [23], [24]. For example,
Shi et al. [22] developed an adaptive GCN to adaptively
learn the skeleton graph’s topology, which automatically
learns the skeleton graph’s spatial structure (rather than
setting it manually). Li et al. [23] introduced an encoder-
decoder model to adaptively learn the action-specific latent
dependencies and construct the data-driven topology of the
skeleton graph. They also extended existing skeleton graphs
to represent higher-order dependencies of structural links.
Finally, they combined the actional links and structural links
into a generalized skeleton graph. Liu et al. [24] proposed
disentangling and unifying graph convolutions to capture
long-range joint dependencies and complex spatial-temporal
dependencies for action recognition. Shi et al. [19] proposed
a directed acyclic graph to represent the skeleton data, which
could incorporate the joint and bone data more effectively.
They developed a directed graph neural network(DGNN) to
extract the feature from joints and bones and used a data-
driven method to obtain an adaptive graph specifically. The
improved graph and the adjacency matrix are far from the
original ones in ST-GCN. These works highlight the critical
importance of designing the skeleton graph and adjacency
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matrix in improving recognition performance by effectively
capturing the intrinsic structures between joints.

B. Attention Mechanism in GCN-Based Recognition Models

The attention mechanism has been widely used in GCN
models to improve the model performance in capturing the
complex and long-range dependencies [29], [30], [31], [32],
[33]. For example, Xie et al. [29] introduced the spatial-
temporal attention mechanism and designed an attention
adjacency matrix (AAM) to capture implicit joint correlations
and improve its generalizability ability to diverse skeletons.
Heidari et al. [30] proposed a temporal attention model to
select the most informative skeletons of actions and improve
computational efficiency. Ahmad et al. [31] introduced the
spatial attention model to eliminate the irrelevant skeleton
joints and reserve relevant ones for action detection.
Xing et al. [32] proposed an adaptive spatial attention model
to capture dynamic relations between joints, supplementing the
natural connections of human skeleton joints. Qiu et al. [33]
introduced the temporal attention model and developed a
spatial-temporal segments attention-based method to extract
the correlation of different joints between consecutive video
frames. Different from existing studies using attentions to
extract spatial-temporal relationships between skeleton joints,
we use attentions to dynamically fuse joints and bones
information to improve eye contact detection performance.

C. Eye Contact Detection in the Wild

Unlike the traditional eye contact detection task at a
close distance or under controlled laboratory environments,
eye contact detection in the wild is more challenging at a
long distance and with unconstrained surroundings. Existing
studies are categorized into image or skeleton based models
depending on the input data. For example, Rasouli et al.
[14] used the pedestrians’ cropped images as inputs and
applied the AlexNet model [34] to extract image features
and make classifications. Mordan et al. [13] introduced multi-
task fields for pedestrian eye contact detection by fusing both
the pedestrian appearance and the environmental information.
However, the image-based method is limited by the image
quality and complex background information in the natural
environment. Belkada et al. [7] established a public data set
for the eye contact in the wild and introduced the skeleton-
based method for eye contact detection. However, they
used a fully connected neural network to extract features
from skeleton joint coordinates directly and thus could not
fully utilize the intrinsic human joint relationships in the
skeleton graph. Recently, Hata et al. [6] considered the motion
information for eye contact detection in the wild. They used
the skeleton sequences as inputs and introduced the MS-
G3D model [24] to extract spatial-temporal features and make
classifications.

III. METHODOLOGY

A. Problem Definition and Framework

Eye contact detection is formulated as a binary classification
task based on the human skeleton graph. Denote the human

skeleton graph as G = (V, E), where V = {v1, v2, . . . , vN } is
the set of nodes, E = {e1, e2 . . . , eN } is the set of edges. The
eye contact detection problem is formally defined as: Given
the skeleton data extracted from distant images in the wild,
infer whether a person has eye contact with other objects.

The eye contact detection in the wild is challenging due to
distance and unconstrained surroundings. Compared to directly
using images, the skeleton data is less affected by noise in the
environment. The paper proposes a Bi-stream spatial attention
GCN-based methodology for the eye contact detection. Fig. 2.
shows the overall architecture of SA-BiGCN. We employ
the pose detector OpenPifPaf [35] to extract the keypoints
of the human body from the pedestrian crop. Based on the
keypoints, We adopt the joint stream and bone stream as
our two streams for eye contact detection. The two streams
use the same network structure but use different input data.
In the joint stream, the input comprises the joints’ coordinates
and confidence scores in each frame. In the bone stream,
we use the bones’ coordinates and confidence scores in each
frame as the input. For each stream, the process begins by
initializing the skeleton graph. Next, we employ the Spatial
Graph Convolutional Network (SA-GCN-Model) to extract
features and generate the probability of eye contact. Finally,
we combine the weighted probabilities of joint and bone to
determine the ultimate probability of establishing eye contact.

The SA-BiGCN model comprises three core modules:
skeleton graph design, Feature extracting and eye contact
probability, and Bi-stream fusion.

1) Skeleton graph design. It designs different variants
of the naturalistic skeleton graph to capture the
problem-specific graph representation for the eye contact
detection in the wild.

2) Feature extracting and eye contact probability. It takes
inputs of the joints or bones (coordinates and confidence
score) and uses the SA-GCN-Model to generate the
probability of eye contact for the joint or bone stream.
It dynamically fuses hidden representations features
from different joints or bones using spatial attentions.

3) Bi-stream fusion. It consists of the joint stream and
bone stream, which receive inputs of joint and bone
coordinates, along with their corresponding confidence
scores, which then estimate the probability for each
respective stream. The network subsequently generates a
weighted average probability for both joints and bones,
ultimately determining the final detection results.

B. Skeleton Graph Design

The skeleton graph is crucial for GCN model [19], [22]
[23], [24]. We design five different skeleton graphs for eye
contact detection (Fig. 3.), including (a) the natural connection
graph (NCG), (b) the adaptive connection graph (ACG), (c) the
upper body natural connection graph (uNCG), (d) the upper
body connection with nose-centric graph (uNCG-N), and (e)
the upper body natural connection with nose-centric and
intermediate joints graph (uNCG-NI). We use the color and
number of the skeleton to differentiate each point (representing
key joints of the human skeleton). The color is used to
distinguish between point pairs or individual points, while the
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Fig. 2. The SA-BiGCN model for eye contact detection. The pose detector OpenPifPaf [35] is used to extract 17 keypoints from the pedestrian crop.
Subsequently, the joint and bone data are derived from these keypoints through a reprocessing step. The SA-GCN-Model performs feature extraction and
produces the probability for eye contact separately for both the joint and bone stream data. The joint probability and bone probability are weighted and
combined to calculate the final probability of eye contact.

number is used to differentiate each point within a pair. The
colors and numbers for the same skeleton joints are consistent
in all sub-figures. For example, the upper shoulder joint points
are assigned a blue color and the left joint is numbered 5 while
the right one 6. For the skeleton graph with less number of
joints (e.g., Fig.3(c)), we used the number with a prime to
differentiate between points that share the same numerical
label but are distinct entities (e.g., 7 in Fig.3(a) versus 7’ in
Fig.3(c)).

The NCG is formed by the natural physical connection of
the human skeleton. The ACG is generated by adding adaptive
and data-dependent connections in the natural connection
graph. Compared to the NCG, the ACG contains additional
connections between joints that are not physically adjacent.
The uNCG removes the edges and points of the human legs
and hands in the NCG. The uNCG-N adds directed links to
the uNCG and connects all edges directly to the nose joint.
Based on the uNCG-N graph, the uNCG-NI further adds three
intermediate joints for the ear, eye, and shoulder, respectively.
The intermediate joint is the middle point of the symmetric
joints (ear/eye/shoulder). For example, the intermediate joint-
9’ is the middle point between joint-5 and joint-6.

The corresponding uni-labeling adjacency matrices of these
graphs are shown in the bottom row of Fig. 3. Compared to
the uni-labeling adjacency matrix of the NCG, the adjacency
matrix of the proposed uNCG-NI graph is unsymmetrical and
directed, capturing the heterogeneous importance of joints and
their interaction directions in the representation. In addition,
the uNCG-NI contains additional nodes aggregating and
transferring local information to important nodes for the
problem of interest. That is, it has a hierarchical information
aggregation and exchange as red rectangles and arrows shown
in Fig. 3(e).

As discussed, the eye contact detection task has its own
characteristics in which the joints corresponding to the head

(e.g., eyes and ears) have a critical impact, while the
importance of these for legs and hands is marginal [7].
Therefore, the NCG skeleton graph could be inefficient
for the eye contact detection task. Compared to the NCG
skeleton graph, the proposed uNCG-NI skeleton graph has
the following characteristics and advantages: (1) it removes
irrelevant joints for eye contact detection, which decreases the
potential influence of redundant information in the learning
and detecting processes. (2) It adds intermediate joints for
important joints (ears, eyes, and shoulders), which enriches the
hierarchical information aggregation and exchange between
important joints. The hypothesis is that the added intermediate
joints could help the model fuse the symmetrical joint
information and contribute to posture measuring. (3) It is a
directed and acyclic graph and gathers all information to the
center nose joint. As mentioned in [36] and [37], the GCN-
based model becomes over smoothing as the increase in the
number of network layers since the node representation in
the same connected component tends to converge to the same
value for information aggregation and update. The directed
and acyclic graph makes the information flow in one direction
and relieves the over-smoothing issue in GCN learning.

C. Feature Extracting and Eye Contact Probability

After initializing the graph, the SA-GCN-Model is
employed to extract features and generate the probability of
positive class for the joint or bone data. Fig. 4 shows the
backbone structure of the SA-GCN-Model, which consists of
Ln S-GCN unit, a normalization layer, an attention layer,
a fully connected layer (FC), and a Sigmoid function. The
number of each S-GCN unit output channel is 64, 64, 64, 128,
128, 128, 256, 256, and 256, respectively. It takes inputs of
joints (bones) coordinates and confidence scores and extracts
their hidden representations using sequentially connected
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Fig. 3. Skeleton graph representations. The first row shows five different skeleton graphs (a) the natural connection graph (NCG), (b) the adaptive connection
graph (ACG), (c) the upper body natural connection graph (uNCG), (d) the upper body natural connection with nose-centric graph (uNCG-N), (e) the upper
body natural connection with nose-centric and intermediate joints graph (uNCG-NI). The bottom row shows the corresponding uni-labeling adjacency matrices.
The red rectangle and arrows in (e) represent the information aggregation and interaction flows.

basic modules. The hidden representations of various nodes
(joints and bones) are fused using attention weights in the
attention layer to obtain the final representation. This final
representation is then passed through the fully connected
layer and Sigmoid function to generate the probability of eye
contact.

1) The S-GCN Unit: The S-GCN unit contains a series of
connected basic modules. The basic module consists of the
Conv-s, Bias, and a ReLU activation function (Fig. 4). In the
proposed SA-GCN model, we add the residual connection to
the output of spatial GCN to stabilize the training. Besides,
we use the learnable edge importance weighting We (Eq. (1))
to capture the importance of different edges in the graph. The
Conv-s is the core layer aggregating and updating information
for each vertex. Given the original vertexe state matrix
X → RN×C0 , the updated vertex hidden state matrix
HConv−s

Ln
→ RN×CLn is calculated as:

HConv−s
Ln

=

{
WLn

e ⊙ AXWLn
c , Ln = 1

WLn
e ⊙ AHConv−s

Ln−1 WLn
c , Ln >= 2

(1)

where WLn
e → RN×N is the learnable edge weights,

A → RN×N is the adjacent matrix of the spatial graph, and
WLn

c → RCLn−1×CLn a learnable weight matrix.
2) The Attention Layer: The attention mechanism [38]

is widely used for spatial-temporal information learning
tasks, for example, learning the graph edge importance and
constructing the self-adapting skeleton structure, as well
as learning the interactions between video frames in the
action recognition task. Eq. (1) introduces the learnable edge
weighting We to learn the importance of skeleton edges in
the spatial GCN module. To improve the model’s robustness,
we further introduce the attention mechanism to fuse the

Fig. 4. The backbone of the SA-GCN model. It consists of Ln S-GCN unit
layers and a normalization layer, an attention layer, a fully connected layer,
and a Sigmoid function. Each S-GCN unit layer contains the Conv-s, Bias,
and a ReLU activation function.

spatial joint and bone features. The output hidden feature
tensor of the Layer normalization in Fig. 4 is denoted as
H → RN×C ′ . Fig. 5. shows the proposed attention layer,
consisting of four operations:

(1) Channel conversion: The conversion tensor
Hd → RN×C ′′ is calculated as:

Hd = HWd (2)

where Wd → RC ′×C ′′ represents learnable weights.
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Fig. 5. The spatial attention for the skeleton joint and bone information fusion. It includes four operations:(1) Channel conversion, (2) Dimensionality
transposition, (3) Attention weights computing, and (4) Feature fusion.

(2) Dimensionality transposition: The transposition tensor
H′d → RC ′′×N of Hd is calculated as:

H′d = (Hd)T (3)

(3) Attention weights computing: Define the head tensor
Hhead

d → R1×C ′′ , as the feature vector of the first vertex (joint
or bone). The attention tensor α→ R1×N is calculated as:

Hhead
d = (expand_dims(H′d[:, 0], axis = 1))T (4)

α = Hhead
d H′d (5)

(4) Feature fusion: Given attentions α and hidden feature
tensor H, the fusion tensor Hf → R1×C ′ is calculated as:

Hf = αH (6)

3) Output Layer and Loss Function: Given Hf, the
probability of eye contact p is estimated using a fully
connected layer followed by a Sigmoid function.

p =
1

1+ e−HfWp
(7)

where Wp → RC ′×1 represents learnable parameters of
the fully connected layer mapping Hf to the eye contact
probability.

As discussed, the task of detecting pedestrian eye contact
is formulated as a binary classification problem. Thus, the
standard Binary Cross-Entropy loss function is used for the
model training.

loss = −l × log(p)− (1− l)× log(1− p) (8)

where l represents the true binary label (0 or 1) and p the
probability of eye contact.

D. Bi-Stream Fusion

The bone information has been proven to be important
for skeleton-based action detections [22]. Inspired by existing
methods [22], [27], we proposed a Bi-stream model to fuse
the joints and bones information for eye contact detection.
The Bi-stream model shares the same network structure
and processes the bones and joints separately. We used the
pose detector OpenPifPaf [35] to extract keypoints, which
provides keypoint coordinates (x, y) along with corresponding
confidence scores (denoted as s). The confidence score of a
pose keypoint represents the level of confidence or certainty
associated with the estimated position of that keypoint.
It indicates the reliability of the estimated keypoint location
and ranges from 0 to 1(the higher the value, the higher
the confidence/reliability of the estimated keypoint location).
For the joint stream, we use the coordinates and confidence
scores of key joints as the input, denoted as J = (xi , yi , si ).
To increase the model generalization, we normalize the key
joints: 

x ′i =
xi−xle f t

wbox
,

y′i =
yi−yle f t

hbox
,

s′i = si ,

(9)

where (xi , yi ) are original pixel joint coordinates and (x ′i , y′i )
the normalized coordinates. xle f t and yle f t are the coordinates
of the top left corner pedestrian box. wbox and hbox are the
width and height of the pedestrian box, respectively. s′i and si
are the transformed and original confidence scores of joint i .

For the bone stream, each skeleton bone is bound with two
joints and thus the bones information could be represented
using joints. We define the source joint of a bone as the one
close to joint-0 in the uNCG-NI skeleton graph, and the target
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joint as the one far away from joint-0. For each bone B =
(ui , vi , si ), we calculate the bone attributes as:

ui = xi .d − xi .s,
vi = yi .d − yi .s,
si =

si .d+si .s
2 ,

(10)

where ui , and vi are the normalized pixel coordinates of a
bone. xi .s, xi .d, yi .s, and yi .d are normalized coordinates of
source and target joints, respectively. si is the confidence score
of bone i . si .d and si .s are the confidence scores of source
and target joints, respectively.

Note that the skeleton graph data has no cycles thus the
bone-0 could not be assigned with source and target joints.
We set the bone-0 as an empty bone with the corresponding
bone attributes as (0, 0, 0).

The SA-BiGCN model consists of two streams, including
joint and bone streams (Fig. 2). The SA-GCN model takes
inputs of joint and bone coordinates, and their corresponding
confidence scores and outputs the probabilities of the joint
stream p j and the bone stream pb. The final probability of
eye contact p f is calculated as:

p f = βp j + (1− β)pb (11)

where β represents the weighting factor. By adjusting the value
of β, we can control the influence of each stream in the final
probability of eye contact.

The final detection result d for each image crop is true
if p f is greater than a preset threshold value dthreshold; false
otherwise. Algorithm 1 shows the main process and algorithms
of the SA-BiGCN model.

Algorithm 1 SA-BiGCN Model
Input: The pedestrian image crop set I, labeled image set
L (eye contact or not), graph adjacent matrix A, learnable
parameters WL0

e , . . . , WLN
e , WL0

c , . . . , WLN
c , Wd, and Wp, the

fusion weighting factor β, the detection threshold dthreshold
Output: Eye contact or not d of pedestrian image crop i ⊆ I

1: Define the Class FeatureExtraction&ContactProbability
p=SA-GCN-Model(X) using the process in Fig. 4

2: Extracting keypoints using OpenPifPaf [35] (keypoints
coordinates (x, y) and confidence score (s))

3: Generate inputs data for Joint and Bone streams
• Joints input data J using Eq. (9)
• Bone input data B using Eq. (10)

4: Train the SA-GCN-Model for joint and bone streams by
minimizing Eq. (8) using the labeled set L

5: Calculate eye contact probability
• p j ← SA-GCN-Model(J)
• pb ← SA-GCN-Model(B)

6: Calculate fused eye contact probability p f ← β p j +(1)-
β)pb

7: Detect eye contact, d ← True if p f ≥ dthreshold; d ←
False, otherwise

8: return eye contact detection d

IV. EXPERIMENTS AND RESULTS

A. Data and Benchmark Models

We compared our method with state-of-the-art models on
three standard benchmark datasets: JAAD [14], PIE [15] and
LOOK [7].

1) JAAD: The JAAD data set contains 346 video clips,
and each clip lasts 5-10 seconds. There are 390,000
instances of pedestrians among which 17,000 instances have
eye contact with drivers. The JAAD dataset consists of
686 unique pedestrians and has been widely utilized in various
autonomous driving research studies.

2) PIE: The PIE is a real-world data set for pedestrian
intention detection. It contains 6 hours of continuous pedes-
trian footage downtown and 700,000 annotated pedestrian
instances, in which it contain 1,842 unique pedestrians and
180 pedestrians have eye contact with drivers.

3) LOOK: The LOOK data set is the first specialized data
set for eye contact detection in the wild. It has 57K annotated
pedestrian instances containing 7,944 unique pedestrians,
which makes it the most diverse dataset for eye contact
detection in the wild.

Regarding the experiment setting (e.g., training and testing
split), we used the same setting as that in [7]. Specifically,
the JAAD dataset was officially split as: 177 videos for
training, 29 for validation, and 117 for testing. For the PIE
dataset, we employed set01, set02, and set04 for training, set05
and set06 for validation, and set03 for testing. The LOOK
dataset was officially split as approximately 45,738 samples
for training and validation (90% for training and 10% for
validation), and 10,378 samples for testing.

As is mentioned in [7], JAAD, PIE, and LOOK data are
unbalanced toward a majority of people that do not have eye
contacts with drivers. For fair comparisons, we used the same
balanced test set generated using the procedure in [7] and [13].
The key steps of the procedure include:
• Obtaining indices of positive and negative samples.
• Extracting positive samples and counting the number of

positive samples.
• Shuffling negative sample indices and selecting the same

number of negative sample indices as positive samples.
• Extracting negative samples using negative sample

indices, and concatenating both positive and negative
samples to create a balanced dataset.

This process ensures that we have an equal representation of
positive and negative samples, facilitating a more balanced and
fair analysis in our approach.

We compared with seven benchmark models, including:
• Rasouli [14]. It uses the AlexNet architecture [34] as the

backbone layer and is followed by fully connected layers.
It takes the head crops of pedestrians as inputs.

• MTL-Fields [13]. It uses a Multi-Task Learning (MTL)
model as the backbone. It uses the full image as the input.

• ResNeXt-E [39]. It uses ResNeXt-50 as the backbone
layer and inputs the pedestrian eye crops.

• ResNeXt-H [39]. It uses ResNeXt-50 as the backbone
layer and inputs the pedestrian head crops.

• ResNeXt_FC-KH [7]. It uses ResNeXt-50 as the
backbone layer to extract features from the head crops,
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TABLE I
MODEL SETTINGS

and employs a fully connected block to extract features
from the keypoints. In the later layers, it merges the
features from both streams and generates predictions
based on the fused features.

• ResNeXt_FC-KE [7]. It uses ResNeXt-50 as the
backbone layer for feature extraction from the eye
crops, and incorporates a fully connected block to
extract features from the keypoints. In the early layers,
it combines the features from both streams and produces
predictions based on the fused features.

• Belkada [7]. It uses a simple fully-connected network
with residual blocks ResNet-18 [40] as the backbone
layer. It takes the key points of pedestrians as input.

We used average precision (AP) as the performance metric.
It is calculated by the area under the Precision-Recall curve
[41]. It provides a comprehensive performance evaluation of an
algorithm by considering both the precision and recall scores.

B. Model Settings

We implemented the SA-BiGCN model using PyTorch.
Table I shows the model parameter settings. We set the Binary
Cross Entropy as the loss function and the Adam optimizer
for the model training with a weight decay of 5e-4. The SA-
BiGCN model was pre-trained without the attention layer for
300 epochs (learning rate 0.001), and further trained with
an attention layer for 200 epochs by fixing the backbone
layer parameters (learning rate 0.05). The skeleton joint and
bone streams are trained separately with a batch size of 32.
We set the weights as 0.6 (joints) and 0.4 (bones) for the final
Bi-stream fusion using a grid search of different weight values
(See Appendix A). The same model configurations are used
for the three datasets tested in the study.

C. Results

Table II shows the model comparison results. Generally, the
proposed SA-BiGCN model achieves the best performance
on tested datasets by fully utilizing the skeleton structure
information and dynamically fusing the joints and bone
information under different detection contexts. In comparison
to the pure image-based model, the methods that combine

joints and image crops achieve better performance. However,
the joint-based approach exhibits even better performance
compared to the combined methods. It could be because of the
low quality of images (even blurred) captured by the cameras
for distant pedestrians in the wild. Compared with the best
benchmark models, the SA-BiGCN model improves by 1.6%
on JAAD, 2.6% on LOOK, and 0.1% on PIE when trained
and tested on the same dataset.

As expected, the model performance decreases when
training and testing on different datasets. For example, the
average AP decrease is about 3.9% for SA-BiGCN (See
the JAAD column, the AP decreases about 1.1% and 0.9%
for the SA-BiGCN model when trained in LOOK and PIE
dataset.), 4.1 % for Belkada, 4.3% for MTL-Field and 5.1%
for Rasouli. It indicates the SA-BiGCN model has a relatively
better generalization ability than its peer models. Also, the
SA-BiGCN model consistently achieves the best performance
when training and evaluating on different datasets.

Fig. 6. shows some examples of failed eye detection by
the SA-BiGCN model. The reason could be due to the
illumination (Fig. 6(a) and 6(b)). It is hard to recognize the
posture of a pedestrian due to a lack of lighting or backlight.
In Fig. 6(c) and 6(d), the sunglasses could prevent the model
from obtaining the detail of the eyes, resulting in failure
detection. Also, the remote distance would also lead to a failed
detection given the pedestrian being too small to recognize
(Fig. 6(e) and 6(f)). The failure detection in Fig. 6(g) and 6(h)
is the occlusion of obstacles, in which the model could not
get the full features of pedestrians, particularly the head.

D. Ablation Study

To verify and explore the importance of each component
in SA-BiGCN, we conducted the ablation analysis using the
LOOK, PIE, and JAAD dataset. For discussion convenience,
we presented results only for the LOOK data (see Appendix B
for results of other datasets). The LOOK data set is specialized
for eye contact detection, which is the most diverse dataset in
pedestrians and environments. We test all model variants on
the original LOOK data set without the balance operations.

1) Impact of the Skeleton Graph: We tested five different
skeleton graphs and two different adjacency matrix construc-
tion strategies (used in ST-GCN) for the SA-BiGCN model.
Table III presents a comparison of model performances using
different skeleton graphs and adjacency matrices. It is observed
that the model with NCG(UL) performs much better than
the model with NCG(SCP). It indicates that the uni-labeling
adjacency matrix construction strategy is favored over the
spatial configuration partitioning strategy. The same results are
observed for other skeleton graphs in the studied eye detection
task in the wild, though the SCP was reported to be effective
in action recognition given its ability to capture concentric and
eccentric motion patterns. The reason could be that eye contact
detection is more dependent on the imperceptible changes of
eyes and head rather than the body movement patterns.

The SA-BiGCN models have poor performance with
NCG(UL) and ACG(UL) skeleton graphs. Eye contact is a
binary classification problem based more on head joints [7].
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TABLE II
MODEL PERFORMANCE COMPARISONS

Fig. 6. Typical examples of detection failures. ’1’ represents eye contact, while ’0’ is without eye contact. ’0.5’ is the classification threshold. ‘gt’ is the
ground truth classification value, and ‘pr’ is the predicted value. The illumination, shading of sunglasses, remote distance, and occlusion of obstacles are main
reasons for failure detections.

The internal connection between body joints (e.g., both hands)
could add marginally useful information for eye detection.
The uNCG(UL) performs better than the NCG(UL) since
the arms and legs contribute little useful information for eye
contact. Compared with the uNCG(UL), the uNCG-N(UL)
has a significant improvement. It verifies the hypothesis that
the directed information transfer could decrease the over-
smoothing issue in model training. As expected, the uNCG-
NI(UL) performs best for the direction and hierarchical fusion.
It improves the detection performance of the NCG(UL) model

by 1.7% in final results, which increase by 1.7% in joints and
1.8% in bones, respectively.

2) Impact of the Spatial Attention Layer: Table IV shows
the model comparison results with and without attention.
We used four different methods to obtain the final features
from different joints and bones. The ‘Single joint or bone’
means that we used the joint-0 or bone-0 as the final feature
for the classification. The ‘Sum,’ ’Average,’ and ‘Attention’
means that we used different methods to fuse the features from
joints and bones as the final feature for the classification. The
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TABLE III
MODEL PERFORMANCE WITH DIFFERENT SKELETON GRAPHS

TABLE IV
MODEL PERFORMANCE WITH DIFFERENT FEATURE FUSION MODELS

experimental results show that the Sum and Average method
has the same performance as the single information model.
The model with an attention layer has an improvement of
about 0.5% in detection compared with the model without
an attention layer.

3) Impact of the Noisy Skeleton Data: In real-life scenarios,
it is inevitable to encounter incomplete and erroneous
skeleton data. To further verify the advantage of SA-BiGCN,
we designed four distinct types of noisy skeleton data,
as described in the works of [42] and [43] (illustrated in
Fig. 7). The noisy skeleton data comprises four distinct types
of noise, namely:
• Part occlusions: This type of noise involves occlusions

where either the leg or arm is partially obstructed (the
joints of the leg or arm are set to zero).

• Block occlusions: The body is occluded, and only the
keypoints of the head are obtained.

• Random occlusions: Some keypoints are randomly
occluded with varying probabilities, such as 10% or 20%.

• Random deviation: Each keypoint experiences a devi-
ation with different levels, such as 1% or 2%. This
variation introduces slight inaccuracies in the joint
positions.

We added the new comparison results of the two models in
Table V for the constructed noisy test dataset generated using
the LOOK dataset. The results show that the performance
of Belkada model significantly deteriorates for the noisy
dataset, especially when faced with block occlusions and
random occlusions introducing incompleteness and noise to
the skeleton data. In comparison, our proposed SA-BiGCN
model achieves a reasonable detection performance under
noises (over 70% accuracy) and performs better than Belkada

TABLE V
THE COMPARISON RESULTS ON DIFFERENT TYPES OF NOISY DATA

Fig. 7. Examples of the noisy skeleton data. (a) the normal skeleton
data.(b) part occlusion. (c) block occlusion. (d) random occlusion and
(e) random deviation.

across all scenarios. The observed discrepancy in performance
can be attributed to the fully-connected network’s strong
dependence on specific data characteristics, such as the
symmetry of the x-axis. In contrast, our proposed model excels
in capturing the spatial structure inherent in the skeleton data,
making it less sensitive to partial, incomplete, or deviated
data. The SA-BiGCN model does not rely on single keypoints
but instead the wholistic skeleton structure and it also does
not need keypoints derived from arms or legs which can
also contribute to its enhanced robustness and effectiveness
in handling incomplete and noisy skeleton data.

V. CONCLUSION

The eye contact transmits information and intention in the
wild environment with mixed vehicles and pedestrians. This
paper propose a GCN-based model for eye contact detection,
namely, a Bi-stream spatial attention graph convolution
network. It dynamically extracts and fuses skeleton joints and
bones information under different detection contexts. We also
design a directed, nose-centric skeleton graph for the eye
contact detection which avoids redundant skeleton information
and enriches the hierarchical information aggregation and
exchange between important joints.

We validate the model performance by comparing bench-
mark models on three public datasets, including JAAD,
PIE, and LOOK. The results highlight the accuracy and
generalization performance of the proposed SA-BiGCN model
in detecting the eye contact in the wild environment. The
SA-BiGCN model improves the best benchmark model
performance by 1.6% on JAAD data, 0.1% on PIE, and 2.6%
on LOOK. The detection failures are mainly caused by the
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image quality, such as illumination, shading of sunglasses,
remote distances, and occlusion of obstacles. The ablation
analysis provides evidence supporting the significance of the
skeleton graph design and the spatial attention mechanism in
the feature fusion process. Notably, the proposed uNCG-NI
skeleton graph demonstrates a notable improvement in model
performance, surpassing the natural skeleton graph by 1.7%
on the LOOK dataset. The experiment on noisy data further
verifies the robustness of SA-BiGCN. Future work can further
improve the eye contact detection performance by adding
consecutive frames of skeleton graphs.
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