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Abstract— Communication-aware motion planning of
autonomous underwater vehicle (AUV) is regarded as an
emergent requirement for marine intelligent transportation
system. However, the fading acoustic channel and the complex
underwater environment make it difficult to realize such task.
This paper is concerned with a communication-aware motion
planning issue for AUV in obstacle-dense environment. We first
develop an intelligent AUV system, which includes binocular
cameras for short-distance obstacle avoidance, sonars for long-
distance detection, and modems for acoustic communication
with buoys. For such system, the parallax angles from AUV to
obstacles are utilized to construct an optimal motion planning
problem by integrating our previously proposed channel
estimation approach. In order to solve the above problem, a
deep learning method called depth deterministic policy gradient
(DDPG) is developed to minimize the cost function, such that a
collision-free path can be planed for AUV while maintaining the
communication quality. Note that the advantages of our solution
are highlighted as: 1) balance the communication quality and
motion stability over the disk model-based methods; 2) improve
the collision-avoidance efficiency in path lengths and control
efforts as compared with the distance-based methods. Finally,
simulation and experimental studies are both provided to verify
the effectiveness of our method.

Index Terms— Autonomous underwater vehicle, motion plan-
ning, binocular parallax, deep learning, obstacle avoidance.

I. INTRODUCTION

WITH the rapid developments of marine science and
artificial intelligence, the research of autonomous

underwater vehicle (AUV) has been a compelling topic over
the past decades in maritime transportation system. As an
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Fig. 1. Description of an AUV communication-aware motion planning system
in obstacle-dense environment.

integrated underwater detection and mobility platform, AUV
can perform various types of applications, such as subsea
exploration [1], pollution detection [2], creature sampling [3],
and map construction [4]. In order to understand and explore
the ocean, AUV requires to plan a collision-free path from the
start point to the destination, as depicted by Fig. 1. Thereby,
a fundamental question is given as follows: Given the specific
starting/ending positions and the environmental constraints,
what is the optimum path of AUV and how to get there?

To answer that question, many motion planning schemes
have been developed for AUV. For instance, Cui et al. [5]
adopted the random tree star to develop a mutual
information-based motion planning strategy for the field sam-
pling of AUV. In [6], an adaptive motion planning strategy
was provided to estimate the marine scalar field, where the
sparse variation Gaussian process was utilized to capture local
measurements of AUV. Yu et al. [7] investigated the path
planning of AUV in target traveling missions, through which
a shortest path faster algorithm was designed to accomplish
task allocation and traveling order determination. Besides that,
a target search algorithm was developed in [8] to generate a
complete target probability map. The above works are well
developed without considering the influences of obstacles in
underwater environment. As far as we know, obstacles such as
coral reefs, shipwrecks and sea walls are inevitably involved in
underwater environment [9]. Ignoring the influence of obstacle
can lead to the failure of AUV motion planning. Therefore,
it is necessary to incorporate the obstacle avoidance into the
motion planing of AUV in complex underwater environment.
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Considering the influence of obstacle, the collision-free
motion planning methods can be classified into two major
categories: distance-based solutions and vision-based solu-
tions. Particularly, the distance-based solutions collect relative
distances between AUV and obstacle by using on-board
active/passive sonar [10], [11]. Meanwhile, the vision-based
solutions collect the depth images of obstacles through camera
stereo calibration [12], such that the gray values of depth
images can be used to calculate the relative distances between
AUV and obstacle. Of note, the former category is traditionally
the primary way for long-distance detection of AUV. However,
sonar has low resolution ability due to the underwater reverber-
ation noise and multi-path fading effect [13], which may lead
to the performance degradation of collision avoidance, espe-
cially in obstacle-dense environments. For example, the side-
scan sonar with a low frequency can only have low-quality
acoustic data, due to the speckle noises caused by acoustic
wave interferences [14], [15]. Alternatively, the latter category
has the characteristics of high resolution ability and low cost,
which is very suitable for the short-distance and obstacle-dense
underwater environments. In view of this, we focus on the
vision-based motion planning issue of AUV. More recently,
some vision-based obstacle avoidance algorithms have been
developed for AUV. For instance, a multi-camera collision-
avoidance system was constructed in [16], and then, a repulsive
potential function was designed to move AUV away from
collisions. In [17], a vision-based A-star algorithm was devel-
oped for AUV to predict the regions that could lead to
collisions, and hence, a set of warning signals were generated
to allow AUV to perform evasive maneuvers. Nevertheless,
the potential function or A-star based methods inevitably face
local optimal and sensitivity to initial values. To remedy the
local optimal issue, a reinforcement learning based motion
planning strategy was developed in [18], whose aim was to
output collision-free trajectories for AUV by integrating the
convolutional neural network. In [19], the double Q learning
and convolutional neural network were jointly employed to
perform vision-based collision-avoidance navigation for AUV.
In [20], a double deep Q learning-based global path planning
strategy was developed for unmanned surface vehicle. How-
ever, the vehicle dynamics in [18] and [19] were simplified
as the first-order linear differential equation. As has been
pointed out in [21], AUV dynamics are with multiple freedom
nonlinear property. Moreover, the double Q learning network
cannot be directly applied to continuous state space since it
finds action that maximizes the action-value function [22],
and hence, it suffers from the difficulty of handling contin-
uous underwater complex environment. Based on this, some
behavior rule-based collision-avoidance algorithms have been
proposed in [23] and [24] to resolve the collision-avoidance
navigation of multiple freedom AUV, but it is not an easy
task to design the behavior rules, especially for obstacle-dense
environment. With regard to this, how to employ the vision
measurements to design a learning-based collision-avoidance
algorithm for multiple freedom AUV is still an unsolved issue.

Beyond that, we notice that the communication between
AUV and surface buoy plays an important role in motion
planning, since AUV requires to send its local measurement

TABLE I
COMPARISON WITH THE OTHER LITERATURES

to control center via the relay of buoy. Nowadays, most of
the existing works adopt the approximate deterministic disk
model to characterize underwater channel quality [25], [26].
Specifically, it is assumed that the channel quality is ideal
within a predefined communication range, otherwise, it is
invalid. The above assumption is reasonable for the motion
planning of terrestrial vehicle, however it is too realistic for
AUV, because underwater acoustic communication is often
affected by shadowing effect and path loss with geographic
position [27]. For that reason, it is necessary to integrate the
underwater acoustic communication quality into the motion
planning process. To this end, a motion-planning approach
by integrating stochastic channel estimation framework was
proposed in [28] to achieve collision-free motion planning for
robot. Followed by this, a communication-aware and energy-
efficient motion planning algorithm was developed in [29],
which can capture the realistic channel property of robot.
In [30], the co-optimization of communication and motion
of robot was performed under energy constraints. Neverthe-
less, the communication-aware motion planning algorithms
in [28], [29], and [30] are not developed in the context of
AUV. In our previous works [31], [32], the communication-
aware motion planning algorithms were designed for AUV in
obstacle environment, however they adopt the distance-based
measurement to perform collision-avoidance maneuvers. Note
that the distance-based solution ignores the dimensions of
AUV and obstacles, which is not suitable for AUV in obstacle-
dense environment. With consideration of the obstacle-dense
underwater environment, it is necessary to design a vision-
based motion planning method for AUV that jointly considers
the communication quality in cyber side and complex AUV
dynamics in physical side.

This paper develops a communication-aware motion plan-
ning solution for AUV in obstacle-dense environment. The
difficulties in attacking the aforementioned issues can be
concluded into two points: 1) how to sense the parallax angle
of multiple obstacles by using a binocular camera? 2) how
to drive AUV to the destination with collision avoidance and
communication quality maintenance? In view of this, an intel-
ligent AUV system is developed to enable it have obstacle
avoidance and control abilities. Then, a depth deterministic
policy gradient (DDPG) based motion planning algorithm is
designed to move AUV away from obstacles and toward to
destination position. The comparison with the other existing
literatures is provided in Table I, through which the main
features of this paper are summarized as follows.

1) Co-optimization framework of communication and
motion of AUV. By integrating our previously proposed
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Fig. 2. Mechanical structure of AUV with modular concepts.

channel estimation approaches [32], a co-optimization frame-
work is developed for AUV in obstacle-dense environment,
which includes AUV dynamics, vision measurement, com-
munication channel quality and destination position. Com-
pared with the disk model-based methods in [25] and [26],
the co-optimization framework in this paper can balance the
communication quality and motion stability. Meanwhile, the
four freedom motion model can well capture the dynamics of
AUV.

2) DDPG-based obstacle avoidance algorithm. The paral-
lax angles from AUV to obstacles are employed to design a
DDPG-based obstacle avoidance algorithm. By considering the
sizes of obstacle and AUV, it can effectively reflect the threat
level of obstacles to AUV. Compared with the distance-based
obstacle avoidance algorithms in [10], [11], [31], and [32], the
vision-based solution in this paper can improve the collision-
avoidance efficiency in path lengths and control efforts.

3) Experimental test via the co-design of communication
and control. It is important to note that, most of the vision
and deep learning based motion planning algorithms for AUV
are verified by simulation results. With a viewpoint to the
practical application, it is necessary and meaningful to check
the effectiveness through experimental results. To this end,
we design an intelligent AUV system, and more importantly,
the theory results of this paper are verified in water pool.

This paper is organized as follows. Section II presents the
system model and problem formulation. Section III gives the
binocular vision-based path planning solution. Simulation and
experimental results are performed in Section IV. Section V
demonstrates the conclusions and future works.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

In order to perform communication-aware motion plan-
ning, AUV makes direct acoustic communication with surface
buoys, and at the same time it plans collision-free path to the
destination (see Fig. 1). The mechanical structure of AUV with
modular concepts is presented by Fig. 2, which consists of a
buoyancy shell, six thrusters, two pairs of binocular cameras,
a communication unit, an electrical power system, sonars and
control cabin. The thrusters are fixed on the AUV frame to
ensure AUV can move as freely as possible. Two pairs of
binocular cameras are fixed vertically and horizontally on
the front of AUV, which can achieve obstacle identification
and parallax angle calculation tasks. The role of sonars is

to make long-distance detection. The yaw angle of AUV is
measured by gyroscope. In addition, the horizontal position
information of AUV is measured by the ultra-short baseline
(USBL) system from Waterlinked [33], while the depth infor-
mation is measured by a depth gauge. The communication
unit ensures the effective data transmission among different
devices, including the acoustic communication with buoys and
the electromagnetic communication with control center.

The position and orientation vector for AUV in inertial
reference frame (IRF) is defined as η = [x, y, z, ψ]T, where
x , y and z denote the positions on X, Y and Z axes,
respectively. In addition, ψ is the angle on yaw. The linear and
angle velocity vector in body-fixed reference frame (BRF) is
expressed as v = [u, v, w, r ]T, where u, v and w are the linear
velocities on surge, sway and heave, respectively. r denotes the
angle velocity on yaw. Referring to [34] and [35], the motion
model of AUV can be given as

η̇ = J(η)v,
Mv̇+ C(v)v+ D(v)v+ g (η) = τ, (1)

where M = diag(mu,mv,mw, Ir ) is the inertia matrix. mu,mv

and mw represent the masses on surge, sway and heave
respectively, Ir is the moment of inertia on yaw. C(v) =
[0, 0, 0, −mvv; 0, 0, 0, muu; 0, 0, 0, 0; mvv, −muu,
0, 0] is the Coriolis centripetal matrix. D(v) = diag(ku +

ku|u| |u| , kv + kv|v| |v| , kw + kw|w| |w| , kr + kr |r | |r |) is the
kinematic coefficient damping matrix, where ku, kv, kw and
kr are the linear damping scales on surge, sway, heave and
yaw, respectively. ku|u|, kv|v|, kw|w| and kr |r | are the quadratic
damping scales. g (η) ∈ R4 is the hydrostatic force vector.
J = [ cosψ,− sinψ, 0, 0; sinψ, cosψ, 0, 0; 0, 0, 1, 0; 0, 0,
0, 1] is the rotation matrix. Meanwhile, τ = [τu, τv, τw, τr ]

T

is the control input vector, which is required to be designed.
Of note, τu, τv, τw and τr are the control inputs on surge,
sway, heave and yaw, respectively.

Remark 1: From the perspective of application, the control
input vector τ is generated by the motions of thrusters. In view
of this, we take the case of six thrusters as an example. Then
the relationship between control input and thruster motion can
be described as τ = HF, where F = [F1, F2, F3, F4, F5,

F6]
T is the force vector generated of thrusters (see Fig. 2).

Meanwhile, H is the transformation matrix, i.e.,

H =


− cosα1 − cosα2 − cosα3 − cosα4 0 0

sinα1 − sinα2 sinα3 − sinα4 0 0
0 0 0 0 1 1

H41 H42 H43 H44 0 0

 ,
where αi is the angle of Fi with X axis for i ∈ {1, 2, 3, 4}.
Particularly, H41 = − sinα1−cosα1, H42 = − sinα2−cosα2,
H43 = sinα3 + cosα3, and H44 = sinα4 + cosα4.

As has been mentioned above, AUV needs to maintain the
communication connection with surface buoys. Along with
this, we note that the connectivity can be evaluated by the
received signal noise ratio (SNR) [29]. In view of this, we use
the SNR between AUV and buoy to characterize the communi-
cation performance, as depicted by Fig. 3. Let PA = [x, y, z]T

denote the position vector of AUV, and PB, j = [x j , y j , z j ]
T

be the position vector of buoy j ∈ {1, . . . ,mB}, where mB
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Fig. 3. Description of the SNR between AUV and buoy j , where P L j =

10k# log10(dAB, j )+ 10dAB, j log10(α( f ))+ N 0
d B .

represents the number of buoys. Referring to [36], the SNR
between AUV and buoy j can be defined as

SNRdB(PA, PB, j )

= K #
d B − 10k# log10(dAB, j )− 10dAB, j log10(α( f ))

+ σSH (PA,PB, j )+ µM P (PA,PB, j )− N 0
d B, (2)

where K #
d B is the average energy consumption of transmitting

one bit data in dB, k# is the spreading coefficient, dAB, j =∥∥PA − PB, j
∥∥ denotes the relative distance between AUV and

buoy j , α( f ) is the acoustic absorption at frequency f , and
N 0

d B is the noise power spectral density in dB. Besides that,
σSH and µM P are random parameters, reflecting the shadow
fading and multipath fading effects, respectively.

Note that the random parameters σSH and µM P in (2) are
unknown to AUV. In our previous work [31], [32], an inte-
gral reinforcement learning-based estimator was developed to
capture the unknown shadowing and multipath parameters.
For that reason, we employ our previous channel estimation
approach to predict the SNR. Then, the predicted mean of
SNR between AUV and buoy j is denoted by

−−→
SNRdB(PA,PB, j )

= hθ∗ − ε +4T�−1(YdB − Hθ∗ + ε), (3)

with

h = [1,−10 log10(
∥∥PA − PB, j

∥∥)], (4)

ε = N 0
d B + 10 log10 (α ( f )) , (5)

where θ∗ denotes the estimated channel parameter. In addi-
tion, 4 represents the basis function, H is location-related
parameter, and � is the variance of measurement YdB.

In the following, we consider the obstacles-dense under-
water environment. Generally, the off-line map of AUV
monitoring region can be known by the remote sensing tech-
nique. Meanwhile, AUV is capable of online sensing obstacles
by using the onboard cameras. For the above consideration,
the obstacles can be covered by convex columns or spheres.
Particularly, we define the ratio of length to width for obstacle
as κ, and hence, the following two cases are considered: 1) If
κ ∈ [1−δ#, 1+δ#], we regard the obstacle as a convex sphere,
where δ# is a positive decimal according to the requirement
of the system; 2) otherwise, the obstacle is regarded as a
convex column. Based on this, the mth sphere obstacle in
the environment is denoted by Sm(Osm, ρsm), where Osm is
its center and ρsm(ρsm > 0) is its radius for m = 1, 2, . . ..
On the other hand, the nth column obstacle is denoted by
Cn(Ocn, ρcn, hcn), where Ocn is its center, ρcn(ρcn > 0) is its

radius, and hcn is its height for n = 1, 2, . . .. In summary, the
following obstacle definition is provided.

Definition 1 (Obstacle Set): For AUV at time step k, the set
of detected obstacles within its sensing range can be defined
as a subset �k ⊂ {S1(Os1, ρs1), . . . , Sm(Osm, ρsm), . . . ;

C1(Oc1, ρc1, hc1), . . . , Cn(Ocn, ρcn, hcn), . . .}.

B. Problem Formulation

The problems of communication-aware motion planning of
AUV in obstacle-dense environment is detailed as follows.

Problem 1 (Co-optimization of Communication and
Motion): Although communication and control usually depend
on each other, they are often designed independently. For this
reason, we attempt to co-optimize the communication and
motion qualities for AUV. This problem is reduced to design
a co-optimization framework for AUV, with considerations of
AUV model in (1), SNR prediction in (3) and obstacle set �k .

Problem 2 (Obstacle Avoidance With Vision Measurements):
The obstacle-dense environment makes it difficult to achieve
collision-free motion planning for AUV by means of distance-
based measurements. In view of this, it is necessary to adopt
the vision information to plan paths for AUV. This problem is
reduced to design a DDPG-based obstacle avoidance algorithm
for AUV by using the on-board binocular cameras.

III. MAIN RESULTS

We first construct a co-optimization framework of commu-
nication and motion planning for AUV. Then, a DDPG-based
obstacle avoidance algorithm is developed. Finally, the perfor-
mance analysis of our solution is presented.

A. Co-Optimization of Communication and Motion

For ease of illustration, the state of AUV is defined as
X = [η, v]T, and the sampling interval is δ ∈ R+. With Taylor
expansion, model (1) at time step k is rearranged as

X(k + 1) = f (X(k))+ h(X(k))τ (k), (6)

with

f (X) =
[

η+δJ(η)v
v− δM−1

[C(v)v+ D(v)v+ g (η)]

]
,

h(X) =
[

04×4; δM−1 ]T
.

Correspondingly, the state of destination is defined as
X̄target = [xg, yg, zg, 0, 0, 0, 0, 0]T, where xg, yg and zg
indicate the position coordinates of destination. It is assumed
that X̄target is decided by control center, which can be sent to
AUV by the data relay of surface buoys. Note that the learning
aim of DDPG is to obtain the maximum cumulative reward
function after the motion planning procedure. Then, the motion
planing of AUV includes three parts, i.e., destination tracking,
obstacle avoidance and communication maintenance.

To steer AUV towards the destination, the reward function
of destination tracking is set as

rtrack(k) = −
∥∥X(k)− X̄target

∥∥ . (7)
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Fig. 4. The schematic diagram of binocular parallax detection.

Next, a vision-based collision-avoidance strategy is pro-
vided to construct the reward function of obstacle avoidance.
We note that AUV perceives the distance from an obstacle
with parallax, i.e., the angle across AUV’s views from two
different observation points to obstacle. When the parallax is
large, it means AUV may collide with the obstacle. Other-
wise, it means AUV has low risk of colliding with obstacle,
as depicted by Fig. 4. Thereby, the objective of vision-based
reward function is divided into two categories: 1) horizontal
binocular cameras measure the horizontal parallax of obstacle,
and then the reward function on horizontal direction can be
defined; 2) vertical binocular cameras acquire the vertical
parallax, whose aim is to define the reward function on vertical
direction.

To this end, we suppose obstacle k# ∈ �k is detected by
AUV at step k. It is worth noting that we can adopt active
or passive sonars to sense obstacle, through which detection
procedure can be conducted to detect the existence of obstacle.
As the sonar detection is not the focus of this paper, and
hence, the detailed procedure of sonar detection is omitted
here. Readers can refer to [37] and [38] for the detailed
sonar detection process. In this way, the following steps are
conducted to develop the collision-avoidance reward function.

Step 1 (Discretize the Shape of Obstacle): We first discretize
the shape of obstacle k#. If κ ∈ [1 − δ#, 1 + δ#], we regard
obstacle k# as a convex sphere, otherwise it is a convex
column. Obstacle surface is discretized equally, and these
discretized spatial points are mapped to the spheres or columns
via orthographic projection. As shown in Fig. 5, we take
a convex column as an example, where the mapped spatial
point in convex column for the i ∈ (1, 2, . . .) row and the
j ∈ (1, 2, . . .) column is denoted by Pi j .

Step 2 (Acquire Obstacle’s Position in Pixel Coordinate):
Based on the image formation principle [39], the point Pi j
is projected onto the camera’s photoreceptor by the camera
lens. In the following, we transform point Pi j from the world
coordinate system to the image coordinate system. In this
way, the operations of rigid body transformation, transmission
projection and matrix transformation are conducted. Based on
this, the pixel coordinates of point Pi j with respect to cameras
A, B, C and D can be respectively set as

PA,i, j = [XA,i, j , YA,i, j ]
T, PB,i, j=[XB,i, j , YB,i, j ]

T, (8)

PC,i, j = [XC,i, j , YC,i, j ]
T, PD,i, j=[XD,i, j , YD,i, j ]

T, (9)

where X1,i, j is the the horizontal coordinate of point Pi j in
the pixel coordinate system for camera 1 ∈ {A, B, C, D},
Similarly, Y1,i, j is the vertical coordinate of point Pi j in the
pixel coordinate system for camera 1 ∈ {A, B, C, D}.

Step 3 (Calculate the Pixel Difference of Obstacle): The par-
allax angle can be indirectly obtained by the pixel difference.
Thereby, we define Xo and Yo as the horizontal and vertical
coordinates of the center point on image coordinate system,
respectively. Regarding Xo and Yo as the benchmarks, one has
the following pixel differences, i.e.,

dAx,i, j =
∣∣XA,i, j − Xo

∣∣ , dAy,i, j =
∣∣YA,i, j − Yo

∣∣ ,
dBx,i, j =

∣∣XB,i, j − Xo
∣∣ , dBy,i, j =

∣∣YB,i, j − Yo
∣∣ ,

dCx,i, j =
∣∣XC,i, j − Xo

∣∣ , dCy,i, j =
∣∣YC,i, j − Yo

∣∣ ,
dDx,i, j =

∣∣XD,i, j − Xo
∣∣ , dDy,i, j =

∣∣YD,i, j − Yo
∣∣ , (10)

where d1x,i, j denotes the pixel difference on horizontal direc-
tion for camera 1 ∈ {A, B, C, D}. Meanwhile, d1y,i, j denotes
the pixel differences on vertical direction.

The relative distances between camera’s optical center and
projection point are denoted by fA,i, j , fB,i, j , fC,i, j and fD,i, j .

From (10), the above relative distances are given as

fA,i, j =

√
f 2
A + d2

Ay,i, j , fB,i, j =

√
f 2
B + d2

By,i, j , (11)

fC,i, j =

√
f 2
C + d2

Cx,i, j , fD,i, j =

√
f 2
D + d2

Dx,i, j , (12)

where f1 is the focal length for camera 1 ∈ {A, B, C, D}.
Step 4 (Design of Parallax-Based Reward Function): Let

θ1,i, j denote the angle between the line of camera 1 ∈ {A,
B, C, D} optical center and the line of binocular camera
baseline, as depicted by Fig. 5. Noting with orthogonality and
parallelism, the above angles can be calculated by

θA,i, j =

{
arctan( fA,i, j/dAx,i, j ) if dAx,i, j ̸= 0
π/2 else

(13)

θB,i, j =

{
arctan( fB,i, j/dBx,i, j ) if dBx,i, j ̸= 0
π/2 else

(14)

θC,i, j =

{
arctan( fC,i, j/dCy,i, j ) if dCy,i, j ̸= 0
π/2 else (15)

θD,i, j =

{
arctan( fD,i, j/dDy,i, j ) if dDy,i, j ̸= 0
π/2 else

(16)

Based on (13), (14), (15) and (16), the horizontal parallax
angle θH,i, j and vertical parallax angle θV,i, j are

θH,i, j =

π − PθH, if 2 tan−1 fA

Xo
≤PθH≤F(BH)

0 else

θV,i, j =

π − PθV, if 2 tan−1 fC

Yo
≤PθV≤F(BV)

0 else
(17)

where PθH = θA,i, j + θB,i, j , PθV = θC,i, j + θD,i, j , F(BH) =
π
2 +tan−1 fA

Xo
+tan−1 Xoϒ− fA BH

fAϒ
, and F(BV) =

π
2 +tan−1 fC

Yo
+

tan−1 Yoϒ− fC BV
fCϒ

. Of note, BH and BV represent the baseline
lengths of horizontal and vertical binocular cameras, respec-
tively. In addition,ϒ is the maximum visible distance of the
camera, which is a constant related to the current underwater
environment. The detailed design procedure of the thresholds
(i.e., PθH and PθV) is provided in Corollary 2.
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Fig. 5. Schematic diagram of the horizontal and vertical binocular cameras for obstacle k# ∈ �k .

Calculate the parallax angles for the other spatial points,
and hence, the maximum horizontal/vertical parallax angles
for obstacle k# are represented as θH,k# = maxi, j θH ,i, j and
θV,k# = maxi, j θV,i, j . Applying the above result to the other
obstacle within the sensing range, we can easily get the
parallax-based reward function, i.e., at time step k

ravoid(k) = −
∑

k#∈�k

(
θH,k# + θV,k#

)
. (18)

Next, the reward function of communication efficiency is
designed. Particularly, we measure the underwater commu-
nication quality by calculating the SNR between AUV and
buoys. In order to guarantee the communication connec-
tion with surface buoys, AUV should maintain a minimum
required SNR with at least one buoy. For that consideration,
a threshold of the minimum required SNR is denoted as
SNRth, which is associated with the on-board communication
equipment in AUV. If

−−→
SNRdB(PA,PB, j ) ≥SNRth, then AUV

can communicate with buoy j ∈ {1, . . . ,mB} while satisfying
the quality of service requirement, i.e., the communication
link is connected. Otherwise, the communication link is
regarded to be disconnected. Then, we define the following
rules:

1) If the maximum SNR received by AUV is less than
SNRth, then the communication quality of AUV at time step
k is poor. That means AUV needs to enlarge its reward, such
that the communication quality can be improved;

2) If the maximum SNR received by AUV is larger than
SNRth, then the communication quality of AUV at step k is
good. So, AUV needs to keep its current reward, such that the
current communication quality can be maintained.

Our previous channel estimation approach [31], [32] is
conducted to predict the SNR between AUV and buoy
j ∈ {1, . . . ,mB}. From (3), the maximum SNR received
by AUV at time step k is defined as

−−→
SNRmax(k) =

max j∈{1,...,mB}
−−→
SNRdB(X(t),PB, j ). Accordingly, the reward

function of communication efficiency is constructed as

rsnr(k) =

 0 if
−−→
SNRmax(k)≥ SNRth

−
1

10
−−→
SNRmax(k)/10

else

=

0.5 sign
(
−−→
SNRmax(k)−SNRth

)
− 0.5

10
(
−−→
SNRmax(k)/10

) , (19)

where sign(·) denotes the sign function.
From (7), (18) and (19), the total reward function for AUV

communication and control can be given as

R(X(k)) = −K1
∥∥X(k)− X̄target

∥∥−K2
∑

k#∈�k

(
θH ,k# + θV,k#

)

− K3

0.5− 0.5 sign
(
−−→
SNR max(k)−SNRth

)
10

(
−−→
SNRmax(k)/10

) , (20)

where K1 K2 and K3 are positive weighting factors. Of note,
the roles of K1, K2 and K3 are to balance the tracking, obstacle
avoidance and communication efficiency.

Based on (20), the value function is defined as

Q(X(k)) = E
[∑∞

l=k
γ l−k
· R(X(l))

]
,

= E
[
R(X(k))+ γ Q(X(k + 1))

]
, (21)

where γ ∈ (0, 1] represents the discount factor, and its role is
to reflect the impact of the future state on the present.

Hence, the optimization of (21) is to select τ ∗(k), such that
an optimal update policy of τ(k) can be obtained, i.e.,

τ ∗(k) = argmax
τ

(E[R(X(k))+ γ Q(X(k + 1))]). (22)

B. DDPG-Based Obstacle Avoidance Algorithm

This section designs a DDPG-based obstacle avoidance
algorithm, such that the optimal solution τ ∗(k) in (22) can be
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Fig. 6. Main framework of the motion planing solution.

Fig. 7. Construction of DDPG-based obstacle avoidance algorithm.

derived. It is noted that DDPG is a deep deterministic policy
gradient algorithm with deterministic output actions [40], [41].
Compared with the random policies, it tends to require
fewer samples for gradient estimation. Besides that, it can
solve the action space continuity problem, which is lacked
in the classical deep Q-network (DQN) algorithm. For this
purpose, we consider the dynamic model (6), whose state
and action spaces are set as follows. 1) State: at time
step k, the state space of AUV is described as s(k) ={

X(k), θH,k#(k), θV,k#(k),
−−→
SNRmax(k)

}
; 2) Action: the con-

trol input vector τ(k) is regarded as the action space of
AUV. Particularly, the main framework of the motion planing
solution for AUV is described by Fig. 6.

The DDPG-based obstacle avoidance algorithm includes the
main network and the target network. Specifically, the main
network is consist of actor network π(s(k)|ϑπ ) and critic
network Q(s(k), τ (k)|wQ), where the role of actor network is
to select the current action τ(k) based on the current state s(k).
Meanwhile, the role of critic network is to evaluate the value
of actions. On the other hand, the target network is consist
of the target actor network π ′(s(k)|ϑπ ′) and the target critic
network Q

′

(s(k), τ (k)|wQ
′

). Of note, the role of π ′(s(k)|ϑπ ′)
is to select the next action τ(k + 1) based on the next state
s(k + 1) via the memory pool sampling data, while the role
of Q

′

(s(k), τ (k)|wQ
′

) is to fit the target value function for
subsequent network update. As shown in Fig. 7, the following
steps are conducted to seek τ ∗(k).

Step 1 (Environmental Experience Collection): Based on
the current state X(k), one obtains the state set s(k), i.e., the
binocular parallax angles θH,k# and θV,k# are acquired by (17)
while

−−→
SNRmax(k) is estimated by (3). Subsequently, a random

exploration action is generated, i.e.,

τ(k) = π(s(k)|ϑπ )+ N #, (23)

where π(s(k)|ϑπ ) is the mapping output of actor network
under state s(k) and weight ϑπ . Besides, N # is the Ornstein
Uhlenbeck (OU) noise, obeying the Gaussian distribution.

From (3) and noting with s(k), one can easily obtain the
reward R(s(k), τ (k)) by (20). In addition, the state space of
AUV at time step k + 1 can be obtained through (6), (17)
and (3). Accordingly, the collected environmental experience
at time step k is depicted as

{s(k∗), τ (k∗), R(s(k∗), τ (k∗)), s(k∗ + 1)}kk∗=1 . (24)

Repeating the above procedure with multiple episodes, one
can easily have the total environmental experience for AUV.

Step 2 (Training the Entire Network Weights): After the
environmental exploration process, we need to update the net-
work weights, such that the loss function of Q(s(k), τ (k)|wQ)

can be minimized while the loss function of π(s(k)|ϑπ )
can be maximized. To this end, N empirical data sets are
extracted from the memory pool, and the corresponding time
steps are re-labeled as {1L, . . . , NL} where 1 ≤ 1L ≤ k and
1 ≤ NL ≤ k. Particularly, an arbitrary empirical data set at
time step k̄ is denoted by {s(k̄), τ (k̄), R(s(k̄), τ (k̄)), s(k̄ + 1)}
where k̄ ∈ {1L, . . . , NL}. Based on this, at time step k, the
loss function of Q(s(k), τ (k)|wQ) is constructed as

Loss(wQ
k ) = E(y(k̄)− Q(s(k̄), τ (k̄)|wQ

k ))
2, (25)

with

y(k̄) = R(s(k̄), τ (k̄))

+ γ max
s(k̄+1),τ (k̄+1)

Q′(s(k̄+1), τ (k̄+1)|wQ
′

k ), (26)

where Q′(s(k̄+1), τ (k̄+1)|wQ
′

k ) denotes the Q-value of the

target critic network Q
′

(s(k), τ (k)|wQ
′

k ).
In order to minimize Loss(wQ

k ), we employ the gradient
descent to update weight wQ

k , and hence, one has

∇wQ Loss(wQ
k )

= ∇wQ E(y(k̄)− Q(s(k̄), τ (k̄)|wQ
k ))

2

= −
2
N

∑NL

k̄=1L
(y(k̄)− Q(s(k̄), τ (k̄)|wQ

k ))

×∇wQ Q(s(k̄), τ (k̄)|wQ
k ). (27)

From (27), one updates the weight wQ
k as

w
Q
k+1 = w

Q
k − γ1∇wQ Loss(wQ

k ), (28)

where γ1 ∈ (0, 1) is the learning rate and wQ
k+1 is the weight

of Q(s(k), τ (k)|wQ) at time step k + 1.
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Algorithm 1 DDPG-Based Motion Planning for AUV

1 Initialize wQ , ϑπ randomly;

2 wQ
′

← wQ and ϑπ
′

← ϑπ ;
3 for episode=1 : Tm do
4 set k = 1;
5 while k < km do
6 Get s(k) and τ(k) by (3), (17) and by (23);
7 Calculate R(s(k) and τ(k)) by (20);
8 Update s(k+ 1) and store (24) in memory pool;
9 if episode > Te then

10 if MOD(k, Np) = 0 then
11 Extract N data sets from memory pool;
12 Get y(k̄) from (26);
13 Update wQ

k+1 in (28) by minimizing
(25);

14 Update ϑπk+1 in (31) by maximizing
(29);

15 Update target network weights wQ
′

and
ϑπ
′

with (32) and (33);

16 k ← k + 1;

17 Acquire the optimization value of ϑπ∗;
18 repeat
19 Get s(k) based X(k) by (3) and (17);
20 Get π(s(k)|ϑπ∗) and τ ∗(k)← π(s(k)|ϑπ∗) ;
21 s(k)← s(k + 1);
22 until Arrive at destination;

In the following, the weight ϑπ is updated such that the
loss function of π(s(k)|ϑπ ) can be maximized. Along with
this, the loss function of π(s(k)|ϑπ ) is defined as

Loss(ϑπk ) = E(Q(s(k̄), π(s(k̄)|ϑπk )|w
Q)). (29)

The gradient ascent is to update ϑπk , and hence, one has

∇ϑπ Loss(ϑπk )

= ∇ϑπ E(Q(s(k̄), π(s(k̄)|ϑπk )|w
Q))

=
1
N
(
∑NL

k̄=1L
∇ϑπ Q(s(k̄), π(s(k̄)|ϑπk )|w

Q)

×∇ϑππ(s(k̄)|ϑπk )). (30)

With (30), one updates the weight ϑπk as

ϑπk+1 = ϑ
π
k + γ2∇ϑπ Loss(ϑπk ), (31)

where γ2 ∈ (0, 1) denotes the learning rate and ϑπk+1 denotes
the weight of π(s(k)|ϑπ ) at time step k + 1.

Accordingly, the weights in target network can be updated
by using a soft update replicate from the main network at
every Np time steps. In view of this, one has

wQ
′

= ρwQ
+ (1− ρ)wQ

′

, (32)

ϑπ
′

= ρϑπ + (1− ρ)ϑπ
′

, (33)

where wQ
′

is the weight of target critic network Q
′

(s(k),
τ (k)|wQ

′

), and ϑπ
′

is the weight of target actor network
π ′(s(k)|ϑπ ′). In addition, ρ ∈ (0, 1) is the learning rate.

Repeating the above process, the optimal weights wQ∗ and
ϑπ∗ can be obtained by minimizing (25) and maximizing (29).

Step 3 (Output the Optimal Action of AUV): Substituting
ϑπ∗ into the main actor network, one can obtain the optimal
action τ ∗(k) at time step k, i.e.,

τ ∗(k) = π(s(k)|ϑπ∗). (34)

Extending τ ∗(k) to the other time steps, the optimal actions
of AUV are obtained. Correspondingly, the optimal states
of AUV are obtained by substituting τ ∗(k) into (6). For
clear illustration, the complete DDPG-based motion planning
procedure is shown in Algorithm 1, where Te is the episode
of exploration process, Tm is the total training episodes and
km is the maximum time step of every episode.

C. Performance Analysis

We first study the optimization of DDPG algorithm. To sup-
port the proof, the following properties are presented [42].

Property 1 (Lipschitz Continuity): For a differentiable
function f : S ⊆ R → R, if there exists lipschitz constant
L > 0, then ∀a, b ∈ S have the following inequality

f (b) ≤ f (a)+∇ f (a)(b − a)+ L
2 ∥b − a∥2 . (35)

Property 2 (Strong Convexity): For a differentiable func-
tion f : S ⊆ R → R is U -strongly convex and U > 0,
then ∀a, b ∈ S have the following inequality

f (b) ≥ f (a)+∇ f (a)(b − a)+ U
2 ∥b − a∥2 . (36)

Based on this, we have the following theorem.
Theorem 1: Consider the AUV model (1) with

DDPG-based motion planning algorithm. If the parameters
Tm, km and Np satisfy the following condition

Tmkm

Np
≥ log 1

1−∂ϖ−1
ϵ−1(Loss(wQ

0 )− Loss∗(wQ)), (37)

where Loss∗(wQ) denotes the optimal value of loss function,
ϵ > 0 is a decimal, 0 < ∂

ϖ
< 1, ∂ and ϖ are respectively the

∂-strongly convex and ϖ -lipschitz constants of Loss(wQ),

then the loss function can converge to the optimal value.
Proof: First, we prove that the loss error is a monotonous

decrease function with weight wQ
k . To this end, we employ

Property 1 to obtain the following result

Loss(wQ
k+1)− Loss(wQ

k )

≤ ∇wQ Loss(wQ
k )(w

Q
k+1−w

Q
k )+

ϖ
2

∥∥∥wQ
k+1−w

Q
k

∥∥∥2
(38)

From (28) and (38), we can further have

Loss(wQ
k+1)− Loss(wQ

k )

≤ ∇wQ Loss(wQ
k )(w

Q
k+1 − w

Q
k )+

ϖ

2

∥∥∥wQ
k+1 − w

Q
k

∥∥∥2

≤
ϖγ 2

1
2

∥∥∥∇wQ Loss(wQ
k )

∥∥∥2
−γ1

∥∥∥∇wQ Loss(wQ
k )

∥∥∥2
. (39)

Set γ1 = ϖ
−1, thus (39) can be rearranged as

Loss(wQ
k+1)− Loss(wQ

k ) ≤ −
1

2ϖ

∥∥∥∇wQ Loss(wQ
k )

∥∥∥2
. (40)
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Similarly, based on Property 2, one has

Loss(wQ
k+1)− Loss(wQ

k )

≥ ∇wQ Loss(wQ
k )(w

Q
k+1−w

Q
k )+

∂
2

∥∥∥wQ
k+1−w

Q
k

∥∥∥2
. (41)

We set that w
Q
k+1 = w

Q
k − ∂−1

∇wQ Loss(wQ
k ), and

hence (41) can be rearranged as

Loss(wQ
k+1)− Loss(wQ

k ) ≥ −
1

2∂

∥∥∥∇wQ Loss(wQ
k )

∥∥∥2
. (42)

Note that the final iteration output is regarded as the optimal
loss function Loss∗(wQ). Thus, from (42), one has

Loss∗(wQ)− Loss(wQ
k ) ≥ −

1
2∂

∥∥∥∇wQ Loss(wQ
k )

∥∥∥2
. (43)

Subtracting Loss∗(wQ) from both sides of (40), one has

Loss(wQ
k+1)− Loss∗(wQ)

≤ Loss(wQ
k )−Loss∗(wQ)− 1

2ϖ

∥∥∥∇wQ Loss(wQ
k )

∥∥∥2
(44)

Taking (43) into (44), one has

Loss(wQ
k+1)− Loss∗(wQ)

≤ (1− ∂
ϖ
)(Loss(wQ

k )− Loss∗(wQ)). (45)

Note that Loss(wQ
k ) − Loss∗(wQ) ≥ 0 and (1 − ∂

ϖ
) >

0 always hold. Thus we extend (45) to the whole iteration
sequence, i.e., from the initial iteration to the Tm km

Np
th iteration

during the Tm episodes, through which we have

Loss(wQ
k )

∣∣∣∣ Tm km
N p
− Loss∗(wQ)

≤ (1− ∂
ϖ
)

Tm km
N p (Loss(wQ

0 )− Loss∗(wQ)). (46)

We regard that Loss(wQ
k )

∣∣∣∣ Tm km
N p

converges to Loss∗(wQ) if

Loss(wQ
k )

∣∣∣∣ Tm km
N p
−Loss∗(wQ) ≤ ϵ, where ϵ is a positive dec-

imal. We set kth = log 1
1−∂ϖ−1

ϵ−1(Loss(wQ
0 )− Loss∗(wQ)).

Based on this, we can further have

Loss(wQ
k )

∣∣kth − Loss∗(wQ) ≤ ϵ, (47)

which means Loss(wQ
k )

∣∣kth can converge to the optimal
if (37) is satisfied. Once Loss(wQ

k ) reaches to the opti-
mal value, the optimal control policy τ ∗(k) can be derived
subsequently.

Typically, the horizontal parallax angle is adopted to achieve
obstacle avoidance, but it can limit the flexibility of the
paths of AUV. Alternatively, this paper jointly employs the
horizontal and vertical parallax angles to achieve collision-free
motion planning. Then the following corollary is provided.

Corollary 1: By employing the vertical binocular cameras,
the measured vertical parallax angle θV,i, j in (17) can correlate
with the motion planning of AUV in Z axis.

Proof: Suppose the vertical binocular camera 1̄ ∈ {C, D}
has detected the target point [X1̄,i, j , Y1̄,i, j ]

T at depth z. When

AUV moves down (i.e., the value of z decreases), Y1̄,i, j will
decrease, otherwise, it will rise. Then, we have

Y1̄,i, j ∝ (z), i.e, Y1̄,i, j = χ1̄(z), (48)

where χ1̄ is a fixed positive scale factor.
Based on (48), d1̄y,i, j in (10) can be rearranged as

dCy,i, j =
∣∣YC,i, j − Yo

∣∣ = |χC(z)− Yo| , (49)

dDy,i, j =
∣∣YD,i, j − Yo

∣∣ = |χD(z)− Yo| . (50)

Assume the horizontal position is fixed, then f1̄,i, j in (12)
is a fixed constant, which can be denoted as f #

1̄
. From (49)

and (50), we can recalculate θV,i, j as

θV,i, j = π − θC,i, j − θD,i, j

= π− arctan
(

f #
C

|χC(z)−Yo|

)
− arctan

(
f #
D

|χD(z)−Yo|

)
= π− arctan

[
f #
C |χD(z)−Yo|+ f #

D|χC(z)−Yo|

|χC(z)−Yo|·|χD(z)−Yo|− f #
C f #

D

]
. (51)

Clearly, θV,i, j is related to z, and the motion of AUV in
Z axis requires to be adjusted during the collision-avoidance
procedure, since f #

1̄
and χ1̄ are fixed constants.

In (17), the thresholds of PθH and PθV are provided. To verify
the correctness, the following corollary is given.

Corollary 2: Given the maximum visible distance ϒ of
a binocular camera, the threshold ranges of PθH and PθV
are related to the camera baselines, which can be set as
[2 tan−1 fA

Xo
, π2 +tan−1 fA

Xo
+tan−1 Xoϒ− fA BH

fAϒ
] and [2 tan−1 fC

Yo
,

π
2 + tan−1 fC

Yo
+ tan−1 Yoϒ− fC BV

fCϒ
], respectively.

Proof: We first study the lower limit value of PθH, i.e.,
the case when θH,i, j has the maximum value. As shown in
Fig. 8 (a), one can obtain that the above case is occurred when
θA,i, j = θB,i, j = tan−1( fA/Xo). Based on this, the lower limit
value of PθH in (17) can be determined as

PθH = θA,i, j + θB,i, j ≥ PH,min = 2 tan−1 fA

Xo
. (52)

On the contrary, the upper limit value of PθH can be acquired
by minimizing θH,i, j . Hence, the above case is occurred when
point Pi j is on the visual boundary, as shown by Fig. 8 (b).
By using inverse tangent function, one can have

θB1 =
π

2
, θB2 = tan−1 Xoϒ − fA BH

fAϒ
, (53)

θA,i, j = tan−1 fA

Xo
, (54)

θB,i, j = θB1 + θB2 =
π

2
+ tan−1 Xoϒ − fA BH

fAϒ
. (55)

Based on (53), (54) and (55), the upper limit value of PθH
in (17) can be determined as

PθH = θA,i, j + θB,i, j

≤ PH,max

=
π

2
+ tan−1 fA

Xo
+ tan−1 Xoϒ − fA BH

fAϒ
. (56)
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Fig. 8. Schematic diagram of the threshold calculation.

TABLE II
SOME PARAMETERS OF AUV AND DDPG NETWORK

Similarly, the threshold of PθV can be calculated by

2 tan−1 fC

Yo
≤ PθV ≤

π

2
+ tan−1 fC

Yo
+ tan−1 Yoϒ − fC BV

fCϒ
.

Clearly, the thresholds of PθH and PθV are related to the
binocular camera baselines (i.e BH and BV), since fA, fC,
Xo, Yo and ϒ are constants. That completes the proof.

IV. SIMULATION AND EXPERIMENTAL STUDIES

A. Simulation Studies

In this section, we perform simulation results to verify the
developed motion planning solution. Consider that the motion-
planning system is consist of an AUV and three surface buoys.
Particularly, the initial state of AUV is [0, 0,−3, 0, 0, 0, 0, 0]T,
while the position vectors of buoys are PB,1 = [5, 2, 0]T,
PB,2 = [4, 7.5, 0]T and PB,3 = [10, 9.5, 0]T. The state of
destination is X̄target = [10, 9.5,−1, 0, 0, 0, 0, 0]T. In addi-
tion, the spherical and column obstacles are set as follows:
S1 = [3, 7,−1.3, 1]T, S2 = [8, 3,−0.3, 1.2]T, C1 =

[1, 3, 1, 2]T, C2 = [3, 0.5, 0.7, 2.7]T, C3 = [5, 5, 1, 1.7]T,
C4 = [8, 3, 1.2, 1.5]T and C5 = [8.5, 6, 1, 2.5]T. Some param-
eters of AUV and DDPG network are provided in Table II.

1) Vision-Based Motion Planning With SNR and DDPG:
As presented in Section III, a binocular vision-based path
planning solution with consideration of SNR and DDPG is
designed for AUV. To verify its effectiveness, the estimated
channel parameters are given as follows: θ∗ = [−50, 3.95]T,
σSH = 3.3419 and ε = −100 dBm. Based on these
parameters, we employ (3) to predict the SNRs in the
whole monitoring region, which can be shown in Fig. 9(a).
Based on this, the motion trajectory of AUV is depicted by
Fig. 9(b). Correspondingly, the motion state of AUV in the

Fig. 9. Simulation results for the binocular vision-based motion planning of
AUV with SNR and DDPG.

X-axis, Y-axis, Z-axis and yaw are shown in Fig. 9(c).
To show more clearly, we define the tracking error vector as
etrack =

[
x − xg, y − yg, z − zg

]T, which can be shown by
Fig. 9(d). From Figs. 9(b)-(d), we know the tracking task can
be achieved, since the tracking error can converge to zero.

Similarly, the relative distance between AUV and column
obstacle n ∈ {1, . . . , 5} is defined as ecn = ∥X − Ocn∥ − ρcn ,
while the relative distance between AUV and sphere obstacle
m ∈ {1, 2} is esm = ∥X (k)− Osm∥ − ρsm . Along with this,
the relative distances between AUV and obstacles are shown
in Fig. 9(e). Clearly, we find that the collision-avoidance task
can be accomplished by AUV, since all the relative distances
are greater than zero. Note that the communication channel
quality, i.e., SNR, is incorporated into the motion planning
procedure. Meanwhile, our objective is to guarantee that the
SNR for at least one buoy is greater than the threshold. In view
of this, Fig. 9(f) presents the SNR between AUV and buoy
j ∈ {1, 2, 3}. Clearly, the SNR is smaller than the threshold
at k = 1, which means the communication quality is poor at
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the initial stage. After using the communication-aware motion
solution, the SNR shows an increasing trend during 1 < k ≤
113.When k > 113, we find that the SNR for at least one buoy
is greater than the threshold, indicating the communication
connection with at least one buoy can be guaranteed.

Besides that, 1500 episodes are conducted in Algorithm 1
to guarantee the convergence of loss function. For that design,
the reward value in (20) can be shown in Fig. 9(g). It indicates
that the network weights can converge to the optimal. Based on
this, the optimal control strategy τ ∗ can be derived, as shown
in Fig. 9 (h). These results verify the effectiveness of the
vision-based motion planning solution in this paper.

2) Comparison With Distance-Based Obstacle Avoidance:
Note that the distance-based obstacle avoidance solutions have
been proposed in [10] and [11]. However, the distance-based
solutions are not suitable for obstacle-dense environment.
To verify the above judgement, we incorporate the distance
measurements into the motion planning of AUV. For easy
to compare, the SNR is removed from the reward function.
In view of this, the motion trajectories of AUV based on
distance and parallax measurements are shown in Fig. 10(a).
Correspondingly, the values of reward functions are depicted
in Fig. 10(b), while the relative distances between AUV and
obstacles are shown in Figs. 10(c)-(d). From Figs. 10(b)-(d),
we note that the reward functions with the above two solution
can both converge to the optimal, however the vision-based
solution can safely avoid collision at a closer distance.

Meanwhile, the parallax-based motion planning solution
in this paper can reflect the size information of AUV. This
is very important for the practical application of AUV in
obstacle-dense environment. For that consideration, the fol-
lowing scenarios are considered: 1) A sonar sensor is installed
on the middle-front region of AUV; 2) A pair of binocular
cameras are installed on the horizontal region of AUV. Once
an obstacle is detected by AUV, the detection result of Scenario
1 by using a narrow AUV (e.g., the width is 1 m) is shown in
Fig. 10(e), while the detection result of Scenario 1 by using a
wide AUV (e.g., the width is 2 m) is shown in Fig. 10(f). From
Figs. 10(e)-(f), we find the detection results have the same
value. On the other hand, the detection results of Scenario
2 are shown in Figs. 10(g)-(h). Clearly, we find the wider AUV
can trigger a larger parallax value compared with a narrower
vehicle in Scenario 2. Therefore, the parallax-based solution
in this paper can indirectly reflect the size information of the
AUV.

3) Comparison With the Single Horizontal Cameras: As
mentioned above, this paper jointly employs the horizontal
and vertical parallax angles to achieve collision-free motion
planning, which can improve the flexibility of obstacle avoid-
ance. To verify its merit, we consider the following two cases:
1) The horizontal parallax angle is adopted to achieve obstacle
avoidance, e.g., the solution in [13]; 2) The horizontal and
vertical parallax angles are jointly adopted to achieve the
obstacle avoidance, i.e., the solution in this paper. Besides that,
it is set that three column obstacles block the way of AUV.
Accordingly, the motion trajectories of AUV in the above two
cases are shown by Fig. 11(a). Correspondingly, the states
of AUV in the above cases are shown by Figs. 11(b)-(c).

Fig. 10. Comparison with distance-based solutions, e.g., [10] and [11].

To show more clearly, we define the path length as the total
distance from start to finish the obstacle avoidance. Then, the
path length and total time step in the above cases are shown
in Fig. 11(d). Clearly, the path length and total time step in
Case 2 are shorter than the ones in Case 1, which verify the
effectiveness of Corollary 1. More specifically, Case 1 runs
354 time steps to finish the tracking task, while Case 2 only
runs 285 time steps. The results in Figs. 11 (b)-(d) demon-
strate that the adoption of horizontal and vertical cameras is
meaningful.

4) Tradeoff of SNR During the Motion Planning: As has
mentioned above, the consideration of SNR can ensure the
communication efficiency during the motion planning pro-
cess. However, it may degrade the tracking performance.
To reflect this situation, the following three cases are con-
sidered: 1) Communication efficiency plays a major role on
the reward function, e.g., K1 = 0.6, K2 = 0.01 and K3 = 26;
2) Tracking stability plays a major role on the reward function,
e.g., K1 = 0.7, K2 = 0.01 and K3 = 10; 3) Communication
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Fig. 11. Comparison with the single horizontal cameras in [13].

Fig. 12. Tradeoff of the SNR during the motion planning.

efficiency is ignored, e.g., K1 = 0.7, K2 = 0.01 and K3 = 0.
Based on the above design, the motion trajectories of AUV are
shown in Fig. 12(a). Correspondingly, the SNRs between AUV
and buoy j ∈ {1, 2, 3} for the above three cases are shown in
Figs. 12(b)-(d), respectively. Meanwhile, the tracking errors
are presented in Fig. 12(e). From Figs. 12(a)-(e), we can find
that there is a tradeoff between communication effectiveness

Fig. 13. Comparison with Q learning and DQN, e.g., [19] and [20].

and tracking stability. Therefore, the researchers can adjust
the weights according to the actual engineering requirements.
In addition, the values of reward functions are depicted by
Fig. 12(f), which can demonstrate the optimal of the DDPG-
based motion-planing algorithm in this paper.

5) Comparison With the Q Learning and DQN Methods:
The Q learning method was adopted in [19] to perform
collision-avoidance navigation, while the DQN method was
utilized in [20] to achieve global path planning. However,
these methods cannot be directly applied to continuous state
space since they find action that maximizes the action-value
function. For comparison purpose, the Q learning and DQN
methods are employed in this section to plan the path of AUV.
Based on this, the motion trajectories of AUV with the above
three methods are shown in Fig. 13(a). Correspondingly, the
path length and time cost are shown in Fig. 13(b). The time
consumption for each time step is presented in Fig. 13(c). The
reward value by using Q learning and DQN methods is shown
in Figs. 13(d)-(e). It is obvious that the traditional optimization
methods (i.e., Q learning and DQN methods) can minimize the
cost function in general. However, the path length and time
cost with the DDPG method are the smallest, as compared
with the ones in Q learning and DQN methods.

Next, the energy consumption indicator is adopted to
quantitatively measure the control efforts. Referring to [43],
the energy consumption indicator is defined as Etotal =∑t f

k=1 E(k), where E(k) = ∥τu(k)∥2+∥τv(k)∥2+∥τw(k)∥2+
∥τr (k)∥2 , and t f denotes the termination step. Based on this,
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Fig. 14. Experimental setup and results when the SNR is ignored in
obstacle-sparse environment.

Fig. 13(f) shows the energy consumption of controller by
using Q learning, DQN and DDPG methods. From Fig. 13(f),
we find that the energy consumption indicator by using DDPG
is the smallest as compared with the other two cases. It reflects
that the DDPG-based solution in this paper can improve the
collision-avoidance efficiency in control efforts.

B. Experimental Results

In this section, the experimental results are provided.
Specifically, the hardware is mainly composed of four parts:
1) Binocular vision system. The binocular vision system
is built by four monocular cameras for real-time obstacle
detection. 2) Communication system. Acoustic transducer and
acoustic modem that adopt orthogonal frequency division
multiplexing (OFDM) model are employed for the wireless
communication with surface buoys. Meanwhile, the video
transmission is accomplished by the umbilical communica-
tion. 3) Localization system. The USBL is adopted for the
self-localization of AUV. 4) AUV. BlueROV2, which is one
of the most affordable high-performance underwater vehicles,
acts as the major structure of AUV in our system. Besides that,

Fig. 15. Experimental results when the SNR is considered in obstacle-sparse
environment.

the control cabin mainly contains STM32 microprocessor and
NVIDIA microcomputer. Of note, STM32 microprocessor is
used to control the motion of AUV. Meanwhile, the NVIDIA
microcomputer is used to process the video streams from the
vision system.

1) Experimental Results in Obstacle-Sparse Environment:
In this case, one underwater obstacle exists in the environment.
For clear verification, we first ignore the influence of SNR,
and hence, the experimental setup is depicted by Fig. 14(a).
By employing the parallax vision-based measurement, the
DDPG is performed to generate the motion trajectory of
AUV, as shown in Fig. 14(b). At the same time, we also
employ the distance-based measurement to plan the motion
of AUV, which is also shown in Fig. 14(b). It is clear that,
the parallax vision-based solution in this paper can improve
the collision-avoidance efficiency in path lengths and control
efforts, since the path length of distance-based solution is
10.29 m while the parallax vision-based solution is 9.09 m.
Besides that, the reward functions with the above two measure-
ments are presented in Fig. 14(c), while the relative distances
between AUV and obstacles are shown in Fig. 14(d). From
Figs. 14 (c)-(d), we can find that the reward functions with the
above two measurements can both converge to the optimal,
however the parallax vision-based solution can safely avoid
collision at a more closer distance (i.e., 0.23 m). The above
results demonstrate the necessary and meaningful of parallax
vision-based solution in this paper. Particularly, the demo for
these results is provided in the first part of [44].

In the following, we incorporate the SNR quality into
the motion planning of AUV. By employing the parallax
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Fig. 16. Obstacle recognition and the video screenshots for the single-ob-
stacle avoidance procedure.

vision-based path planning measurement, the motion trajectory
of AUV is shown in Fig. 15(a). Clearly, the consideration
of SNR in the reward function can drive AUV approach to
the surface buoy, such that the communication quality can
be guaranteed even then the performance of motion stability
may decrease. These results demonstrate that it is a tradeoff
between communication effectiveness and motion stability.
The maximum SNRs between AUV and buoys for the above
two measurements are shown in Fig. 15(b), while the relative
distances between AUV and obstacles are shown in Fig. 15(c).
From Figs. 15 (b)-(c), we can find that both measurements
can successfully avoid obstacles. However, when the SNR
is considered in the reward function, the channel quality in
the AUV motion planning process will be improved. Besides
that, the obstacle recognition process from the left and right
cameras on AUV can be depicted by Figs. 16(a)-(b), respec-
tively. Clearly, the pixel coordinates (278, 158) of the obstacle
center point can be obtained from the left camera. At the same
time, the pixel coordinates (183, 205) of the obstacle center
point can be obtained from the right camera. Based on this,
the parallax angle is obtained as θH,1,1 = 180◦ − θA,1,1 −

θB,1,1 = 180◦− 94.7◦− 74.9◦ = 10.4◦. Meanwhile, the video
screenshots for the obstacle avoidance procedure are shown in

Fig. 17. Experimental results when the SNR is ignored in obstacle-dense
environment.

Figs. 16(c)-(h). These results reflect the effectiveness of the
collision-avoidance algorithm. Particularly, the demo for these
results is provided in the second part of [44].

2) Experimental Results in Obstacle-Dense Environment:
In this section, the obstacle-dense environment is considered,
where three obstacles exist in the workspace, as shown
by Fig. 17(a). We first ignore the influence of SNR, and
hence, the motion trajectories of AUV with parallax-based
and distance-based solutions are shown in Fig. 17(b). Clearly,
the path length by using parallax-based solution (i.e., 8.03 m)
is smaller than the one by using distance-based solution
(i.e., 8.47 m). Besides that, the reward functions with the
above two solutions are presented by Fig. 17(c). The relative
distances between AUV and obstacles are shown in Fig. 17(d),
where C1, C2 and C3 denote the obstacle 1, obstacle 2 and
obstacle 3, respectively. We can see that the reward functions
with the above two solutions can both converge to the optimal,
meanwhile, the parallax-based solution can avoid obstacles at
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Fig. 18. Experimental results when the SNR is considered in obstacle-dense
environment.

a more close distance in obstacle-dense environment. Particu-
larly, the demo for these results is provided in the third part
of [44].

Along with this, we incorporate the SNR quality into
the motion planning of AUV. Particularly, the DDPG-based
solution in this paper is compared with Q learning method [19]
and DQN method [20]. By employing the parallax-based
measurement, the motion trajectories of AUV with the above
three methods are shown in Fig. 18(a). Correspondingly, the

Fig. 19. Video screenshots of DDPG-based solution when the SNR is
considered in obstacle-dense environment.

motion states of AUV on X axis, Y axis, Z axis and yaw
axis are shown in Figs. 18(b)-(e), respectively. Clearly, the
DDPG-based solution in this paper has the smallest path length
(i.e., 8.61m), as compared with the DQN and Q learning based
solutions. Besides that, the maximum SNR between AUV and
buoys is depicted by Fig. 18(f). We find that the maximum
SNR is larger than the threshold, which means AUV can
maintain a minimum required SNR with at least one buoy.
Finally, the total time cost and energy consumption of tracking
controller are shown in Fig. 18(g). It can be seen that the
DDPG-based solution in this paper has the minimum time
step and energy consumption, as compared with the other two
solutions. The video screenshots of DDPG-based solution are
shown in Figs. 19(a)-(d). These results reflect the merits of our
solution over the DQN and Q learning solutions. The demo
for these results is provided in the fourth part of [44].

V. CONCLUSION AND FUTURE WORKS

This paper presents a communication-aware motion plan-
ning solution for AUV in obstacle-dense environment.
By integrating our previously proposed channel estimation
approaches, a binocular vision-based co-optimization frame-
work is constructed for AUV to balance the communication
quality and motion stability. Based on this, the vision mea-
surements are employed to design a DDPG-based obstacle
avoidance algorithm for AUV, which can move AUV away
from obstacles and toward to destination. Finally, simulation
and experimental results are both performed to validate the
effectiveness.

In the future, we will adopt the binocular vision-based deep
learning method to solve the swarm control of multiple AUVs
in more complex maritime transportation systems. Besides
that, the co-design of underwater sensing, transmission and
control is also our future work.
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