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Abstract— We propose augmented reality (AR) near-eye
display using a holographically printed freeform mirror array.
A wide depth of field AR system is implemented by the retinal
projection via a small mirror array. Since we use a holographic
mirror array, more advantages over a traditional physical mirror
array are achieved. Due to the see-through characteristics of the
holographic optical element (HOE), the array structure does not
obstruct the sight of an observer. Also, the holographic printing
technique for the freeform mirror array enables a wide depth of
field system without using a floating lens and compensates for
the astigmatism of the HOE. The detailed design method of the
freeform mirror array HOE is presented. Through the retinal
image simulations and the experimental results, the feasibility of
the proposed method is verified.

Index Terms— holography, holographic optical components,
augmented reality, displays.

I. INTRODUCTION

THE advances in microprocessor, communication, display,
and battery technologies have expanded the market of

mobile devices. Among them, glasses type augmented real-
ity (AR) devices have received commercial attention due to
their hands-free characteristics. In academia, studies on AR
devices with compact form factors [1], [2], wide field of
view (FOV) [3]–[5], enlarged eye-boxes [6]–[9], and pro-
viding focus cue [10], [11] were introduced recently. In the
industrial field, not only major companies but startups such
as LentinAR [12] and MagicLeap [13] have also recently
announced AR glasses technologies and successfully attracted
public attention [14].

The desired role of the AR glasses is to provide information
of the real scene where the user is looking [15]. In order
to respond to a focal change of the user’s eyes, AR glasses
should change the depth of the displayed image in real-time
or provide an image with a wide depth of field (DOF) to see
a clear image regardless of the eye focus [16]. To construct
the wide DOF AR display, research on retinal projection
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Fig. 1. (a) The basic structure of the small aperture array-based retinal
projection display and (b) AR application with small mirror array (LetinAR).
The images passing through the small apertures with wide DOF are stitched
together in the observer’s retinal plane and the observer perceives them as
one large image.

type near-eye displays (NEDs) has been actively conducted
[2]–[4], [8], [17], [18]. The most typical retinal projection
type display is a Maxwellian view NED. It projects rays on
the retinal plane by focusing them into the center of the eye
pupil. Since each ray corresponds one-to-one with a local area
on the retina, the Maxwellian view can have a wide DOF
and it makes a clear image regardless of the focus of a user
[19]. However, the commercialization of the Maxwellian view
NED is hindered by the critical drawback: a narrow eye-box.
It makes the user difficult to see the displayed image if the
pupil of the eye is slightly out of the position where the rays
are focused. Several studies have been introduced to extend
the eye-box of the Maxwellian view NED by using an eye-
tracking method [7], [8], but they need additional devices to
steer the eye-box, which makes the glasses heavier.

II. PREVIOUS WORK AND PROPOSED METHOD

A. Previous Work

To overcome the narrow eye-box of the Maxwellian view
and provide a wide DOF simultaneously, retinal projection
NEDs based on a small aperture array have been introduced
by LetinAR and Nvidia [12], [20]. Fig. 1(a) shows the common
simplified structure of the display systems. The images with
wide DOF displayed by an array of small apertures, such as
pinholes or small mirrors, are stitched together in the retinal
plane and the observer perceives them as a single large image
passing through the large aperture. In this way, the effective
FOV of the systems can be enlarged. Besides, due to its array
structure, the eye-boxes of the display systems are repeated
periodically. However, the structure proposed by Nvidia has a
demerit for the AR application since there is a liquid crystal
display (LCD) panel between the periodic-pin-structured light
sources and the user’s eye. The real scene is delivered after
it passes through the LCD. It induces a severe diffraction
noise and degrades the transparency. In LetinAR’s AR glasses,
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Fig. 2. By replacing the small mirrors with concave mirrors, the display
plane can be floated to the desired depth without the floating lens.

Fig. 3. (a) Concept of the proposed AR NED system using FMA HOE
and (b) holographic printing technique to manufacture the HOE. The phase
profile of the FMA should be designed by considering the slanted angle of
the reference beam and optical aberration, such as astigmatism.

on the other hand, the display is located farther than the small
mirror array from the user’s eye as shown in Fig. 1(b). As a
result, the displayed image and real scene can be merged
without diffraction from the pixel structure. The disadvantage
of the system is that the physical size of the mirror hinders the
sight of the observer and makes the DOF limited. However,
as the size of the mirror decreases, there is a trade-off relation
by which the amount of light also decreases. To achieve a
wide DOF in the desired range with a certain size of a mirror,
additional optics (such as a lens) are required to float the
display into the virtual space. To make it more compact,
the small plane mirrors can be replaced with concave mirrors
as shown in Fig. 2. However, the fabrication process of the
tiny concave mirrors with a desired curvature inside of the
glasses would be too tricky.

B. Proposed Method

The problems can be solved by manufacturing a holographic
optical element (HOE) with a holographic printer. Compared
to the conventional analog HOE recording method, the holo-
graphic printing technique allows fabricating an HOE with
a digitally designed function with precise detail [6], [21].
Like a design method of freeform optics [22], it is possible
to produce an HOE by calculating the phase distribution.
Compared to the traditional freeform optics, HOEs work
only at recorded wavelengths and angles, but have very thin
thicknesses. Therefore, it is possible to make an AR NED with
a smaller form factor. In this Letter, we propose a concept
of retinal projection type AR NED using a freeform mirror
array (FMA) HOE which is manufactured by a holographic
printer. Fig. 3 shows the concept of the proposed method.
An FMA HOE is implemented instead of the physical concave
mirror array. Since designed freeform mirrors can be recorded
instead of the plane mirrors, the display plane can be floated
away from the observer’s eyes without an additional lens.
Also, due to the angular selectivity of the HOE, the FMA

Fig. 4. Concept diagram presenting assumptions for DOF simulation. When
the display plane is located on the hyperfocal distance uh , the DOF of the
system is determined as the range from the half of the hyperfocal distance to
the infinite plane. If the aperture size Msize is 0.8 mm, it satisfies the DOF
in the desired depth range (1 m ∼ ∞).

HOE is transparent to the real scene so that it does not
hinder the sight of the observer. Another advantage of the
FMA HOE is; it can compensate for the aberrations from
the optical system by holographic printing. For example,
it is known that astigmatism occurs when using the off-axis
HOE lens [23] and we compensate for the error. The FMA
HOE can be fabricated using a holographic printer as shown
in Fig. 3(b). The reference beam and the signal beam, which
is modulated by the spatial light modulator (SLM), are aligned
on a photopolymer film and the interference patterns are
recorded according to the precise computer-controlled 2-axis
motorized linear stage. The freeform mirror with the digitally
designed profile can be recorded by displaying the hologram
pattern on the SLM. We utilize the holographic printer of [6]
with fine-tuning of small details.

III. DESIGN METHOD OF FMA HOE

The important factors in designing an FMA HOE are the
size of the mirror Msize and the distance between the mirrors
Dm , which are determined by the specification of a human
eye or a camera. To present the pictures of the experimental
results, we designed the FMA HOE according to the camera
instead of the eye.

A. The Size of the Mirror

For the first step, we decide the size of the mirror to achieve
the DOF in the desired range. We used a smartphone camera
that has a 2.52 mm aperture size and a 4 mm distance from the
sensor which has a 1.6 μm pixel pitch. We assume a condition
that the camera is capturing the display through an aperture,
as shown in Fig. 4. For the DOF analysis, we used the concept
of the near depth limit and the hyperfocal distance of the
camera [24]. When the camera is focusing on the hyperfocal
distance, the DOF of the camera can be extended from the near
depth limit to the infinite plane. We assume that the camera
focuses at a distance range from 1 m to the infinite plane
and the display is floated at a distance of 2 m. Based on the
assumption, we can determine the aperture size which allows
the hyperfocal distance to be 2 m and the near depth limit to
be 1 m. The hyperfocal distance uh and near depth limit dnear
can be expressed as uh = f 2/(Np) and dnear = uh /2, where f
is the focal length of the lens, N is f -number (N = f/Msize ,
Msize is the size of the aperture) and p is the pixel pitch of
the sensor [24]. When deriving the equation, we neglect the
distance between the mirror and the camera lens since it is
much smaller than the distance from the display plane. Based
on the analysis, we decided Msize to 0.8 mm to satisfy our
assumption.
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Fig. 5. (a) Conditions to determine the distance Dm between mirrors. dr is a
distance between the mirror array and the pupil, and ds is a distance between
the pupil and the sensor plane. To stitch the images from the mirror array
sequentially in the sensor plane, ray 1 and ray 2 must be parallel and matched
at the sensor plane. The retinal image simulations when Dm is (b) 3.32 mm,
and (c) 2.85 mm without and (d) with pre-image processing.

B. The Distance Between the Mirrors

We designed the distance between the mirrors Dm according
to the camera specifications and the determined mirror size
Msize . For the calculation, we assumed that the angular
selectivity of the HOE is enough to cover the whole size of
the pupil. Fig. 5(a) shows the condition to be satisfied to tile
the images from the mirror array in the sensor plane. To stitch
the images sequentially in the sensor plane (in the case of
human, retinal plane), ray 1 and ray 2 must be parallel, since
the parallel rays are converged to a point in the focal plane
of a lens. In general, the ray from the bottom of the mirror
k to the top of the lens, and the ray from the top of the
adjacent lower mirror k+ 1 to the bottom of the lens (the
bold lines) must converge at the sensor plane. The condition
can be expressed as Dm = Dp+Msize, where Dp is a diameter
of the camera pupil (lens). In the case of the ideal pinhole,
the eye relief dr does not affect the other parameters. However,
in the case of our HOE with 16 μm thickness, the angular
selectivity is about ±5◦, and we used the value of dr as
2 cm. According to the condition, the distance between mirrors
Dm can be determined to 3.32 mm, when Dp is 2.52 mm,
however, we set the value to 2.85 mm (≈ 3.32×√

3/2) to
be filled tightly with hexagonal shapes without vacant space.
Figs. 5(b) and 5(c) show the retina image simulations when
Dm is 3.32 mm and 2.85 mm with hexagonal shapes. When
Dm is 3.32 mm, the circles of the images touch each other in
the sensor. However, they cannot be stitched completely. When
Dm is 2.85 mm, the tiled image fills the sensor plane without
a vacant part of the image, but there are slightly overlapped
regions corresponding to the hexagonal shape. We cut the
overlapped region out through pre-image processing. Then a
continuous clear image is perceived in the sensor as shown
in Fig. 5(d).

According to Msize, Dm , and the angular selectivity of the
HOE θsel , the eye-box of the system can be defined as Fig. 6.
If θsel is wide enough to cover the pupil when it is shifted by
Dm /2, as Fig. 6(a), the eye-box can be repeated continuously
between the mirrors so it can be extended wide. However,
if θsel is too narrow, the half width of the eye-box is limited
by dr ·tanθsel- (Msize + Dp)/2 as presented in Fig. 6(b).

IV. EXPERIMENTS AND RESULTS

Based on the designed values, we manufactured an FMA
HOE using the holographic printer. Table I shows the detailed
parameters of the FMA HOE and experimental conditions.

Fig. 6. (a) When the angular selectivity of the HOE θsel is enough to cover the
shifted distance of Dm /2, the eye-box can be repeated continuously between
the mirrors and become wide. (b) If not, the eye-box is limited narrow by the
angular selectivity and discontinuous.

TABLE I

DESIGN AND PRINTING PARAMETERS AND VALUES

An array of 5 × 5 mirrors is recorded with a hexagonal
arrangement. The incident angle of the signal beam is 0◦ and
the reference beam is 60◦ with reflection hologram geometry.
We used a 532 nm laser for the coherent light source. The
FMA HOE is designed to float the display plane at the
hyperfocal distance by assuming the beginning of the x-axis
is 7 cm apart from the display plane. In consideration of the
change in distance from the display plane due to the off-axis
incidence and astigmatism generated by the HOE, the focal
lengths in the x and y directions are designed differently in
each mirror to prevent the image distortion. The distribution
of the designed focal length is presented in Fig. 7(a). For
analysis of astigmatism and image distortion by the HOE,
we referred to [23]. Fig. 7(a) also shows the manufactured
FMA HOE. As presented in Fig. 7(b), the rays from the FMA
are tiled without vacant regions when the camera focuses on
the hyperfocal distance, which accords with the simulation
result. In order to confirm that the fabricated FMA HOE
generates the DOF in the desired depth range, we manufacture
a plane mirror array HOE in the same way and conduct display
experiments to compare. Based on the experimental setup as
shown in Fig. 7(c), we captured the image reflected from the
mirror array HOE and the FMA HOE with the camera’s focal
plane varying from 10 cm to 3 m. As shown in Fig. 7(d),
the plane mirror array HOE generates the DOF in the near
distance, but the FMA HOE produces a clearer image in the far
distance as we designed. By the experimental results, we verify
that the display plane can be floated in the desired depth range
without any additional optical element. For the display, we use
a green LED projector and a diffuser screen. At this time,
we implemented the display with a projection display system,
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Fig. 7. (a) The manufactured result of the FMA HOE with a profile of the focal length. (b) When the camera focuses far enough, the images from the array
are stitched compact in the camera sensor plane. (c) The experimental setup of the display system. (d) The experimental results of comparing DOF. The focal
plane of the camera is varying from 10 cm to 3 m. The HOE with plane mirror array has DOF range near the HOE plane and HOE with FMA has DOF
range far from the HOE plane.

but if we later replace it with a microdisplay panel (micro-
LED/OLED/LCoS), the setup can be more straightforward and
compact. Also, the diffraction efficiency can be improved by
reducing the vibration of the holographic printer and flickering
from the SLM.

The above experiment shows that the design method works
well for the camera and all the principles that we used can
be applied to human eyes. This means that the same design
method works for a measured pupil size of a human eye.

V. CONCLUSION

We proposed a design and fabrication method of an AR
NED system using FMA HOE as an image combiner. The
FMA HOE was designed digitally and manufactured by a
holographic printing technique. The system has an extended
eye-box based on its periodic structure and has wide DOF
based on the small aperture size. The advantage of the method
is that the freeform profile of each mirror can be printed
precisely and it can float the display plane in desired depth
without any additional optical element. For the future work, we
will manufacture the light-guide type FMA HOE, and optimize
the direction of the reference beam and the aperture shape to
enhance the quality, such as brightness and form factor.
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