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Vignetting Correction Based on a Two-Dimensional
Gaussian Filter With Harmony for Area Array

Sensors
Hongtao Cao , Xingfa Gu, Mixia Zhang , Haifeng Zhang, and Xinran Chen

Abstract—Vignetting is the main factor causing uneven bright-
ness in an image due to the inherent characteristics of the camera
sensor. In radiometric correction-based remote sensing sensors,
vignetting can lead to uncomparable radiation signals within and
between images, and in the processing of remote sensing images,
it leads to an unbalanced color when images are mosaiced. Due
to distortions of optical devices, uneven response of detectors and
other factors, it is difficult to extract the vignetting from complex
reference images and correct it accurately. In this study, a low-pass
Gaussion filter was selected to extract the vignetting from reference
image, and the standard deviation (STD) and mean of the reference
images were used as the factor of harmony to evaluate the strength
of the filter for attaining optimal vignetting background. In experi-
ments, the method proposed was compared with polynomial fitting
method and general Gaussian filter mothed. The results show that
Gaussian filter with harmony method achieves the best effect of
vignetting correction compared with the other two methods.

Index Terms—Remote sensing sensors, vignetting, gaussian
filter, radiometric calibration.

I. INTRODUCTION

RADIOMETRIC calibration involves establishing a cor-
relation between the digital number (DN) of an optical

remote sensor and the illuminance before it is launched into
orbit and is the premise for quantitative remote sensing [1],
[2]. In the process of radiometric calibration, an inaccurate
vignetting correction can lead to radiometric distortion, which
causes the brightness of an image to fade from the middle to
the edges. Theoretically, vignetting is a phenomenon where
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the off-axis image points gradually become darker as the light
beam reaching the detector plane of the CCD/CMOS becomes
gradually narrower due to the existence of an aperture when
object points far away from the optical axis are imaged [3]. Ac-
cording to the theory of geometrical optics, it is usually described
by the cos4α law, which specifies the drop in light intensity
depending on the angle formed between a ray of light entering
the lens and the optical axis of the lens. Moreover, the defects
in the optical components of the sensor can lead to irregular
attenuation of the illumination incident on the detector plane of
the CCD/CMOS, such as lens distortion, uneven filtering, and
optical axis offset [4], [5]. The types of vignetting are listed
below in the order corresponding to the light path from a scene
to the image sensor: mechanical vignetting, optical vignetting,
natural vignetting, and pixel vignetting [6]. For remote sensing
analyses, the vignetting effect not only causes uneven brightness
and color distortion, but also makes it impossible to compare the
radiation features within and between images.

The common vignetting correction methods include the fitting
function method and look-up table (LUT) [7]–[9]. The fitting
function method uses a polynomial model, an exponential poly-
nomial model, a hyperbolic cosine model, a Gaussian function,
or a radial polynomial model to fit the vignetted images ob-
tained under scenes with uniform luminance [10]–[13]; thus, the
correction factors for the entire image plane can be calculated.
Olsen et al. [14] used linear polynomial fitting to correct the
optical vignetting of an agriculture camera with two bands
developed by the University of North Dakota for deployment
on the International Space Station. A nine-order polynomial
curve and a six-order polynomial curve with minimal residual
variances were selected for the near-infrared and red bands,
respectively. Lebourgeois et al. [15] established a vignetting
correction filter by fitting a polynomial function distribution
onto an average image computed over an entire dataset. This
vignetting distribution function expresses the vignetting factor
for a given position in an image as a polynomial function of the
position (i.e., row and column coordinates). The LUT method
provides a correction factor for each pixel and has the highest
accuracy for vignetting correction. It is a common method to
generate the LUT for vignetting correction, where reference
images obtained under uniform illumination are used to extract
the vignetting background [7], [16]. Subsequently, the vignetting
background is used to generate the LUT, which is typically the
ratio of the maximum value of the reference image to the value of
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each pixel, given the impact of image noise. W. Yu et al. [17] used
the wavelet denoising method to eliminate the noise in reference
images and to improve the accuracy of LUT for anti-vignetting.
In implementation of wavelet denoising scheme, the problematic
thresholding selection stage had been entirely ignored, and
only approximation coefficients are employed in the synthesis
stage. F J W-M Leong et al. [16] assumed that vignetting is
an additive low-frequency signal. Therefore, low-pass filtering
can be used to extract it from an image. This filtering can
be achieved by convolving the image with a Gaussian kernel.
Although this study corrected vignetting to a certain extent,
there was an important problem ignored that the strength of
filters may disturb the effective of vignetting correction. If
the filter is not sufficiently powerful, noise will remain in the
vignetting background images. If the filter is too strong, the
vignetting background images will be too smooth to eliminate
the vignetting effect sufficiently. Due to random noise, quantum
response difference, and optical distortion, the vignetting effect
is complex [19]–[21], and the strength of the low-pass filter in
the LUT method affects the quality of the vignetting correction.
Especially, when images are used in radiometric measurement,
it is the premise to improve the radiomtric consistency of pixles
whether vignetting correction is appropriate.

At present, UAV equipped with near-infrared sensors is used
for remote sensing monitoring. The vignetting is obvious and
problematic for RS purposes. This study focused on vignetting
correction for a near-infrared remote sensor with a complex vi-
gnetting effect. To realize an accurate correction, a method based
on a Gaussian filter with harmony was used to obtain an accurate
LUT for vignetting correction. The strength of the Gaussian
filter can be adjusted to adapt to reference images. This method
can effectively eliminate noise in images, while maintaining the
irregular vignetting features resulting from various factors. In
this study, we introduced the main factors and its character-
istices of the vignetting effect, and the near-infrared sensor is
introduced briefly in Section II.A. Secondly, the strategy of the
Gaussian filter adapted to the image proposed was described
in Section II.B. The method was to eliminate the vignetting
of the near-infrared sensor step by step and the accuracy of
the method was evaluated and compared with other methods
in Section III. Finally, we discuss and summarize the vignetting
correction method in Sections IV and V.

II. MATERIALS AND METHODS

A. Materials

1) Near-Infrared Sensor: The remote sensing sensor cor-
rected for vignetting is a near-infrared area array sensor with
CMOS detectors having a resolution of 1280×960 pixels, and
its spectral response range is 400–1000 nm. The digital quanti-
zation rate is 16 bit (0-65535). The near-infrared sensor controls
the incident light with a narrow-pass filter. The spectral trans-
mittance of the narrow-pass filter is in the range of 820–860 nm.
The optical components were fixed focus lenses with a focal
length of 8 mm. Fig. 1 shows the structure of the sensor.

Compared to the visible bands, the solar radiation energy in
the near-infrared band is weak, and the quantum efficiency of

Fig. 1. Structure diagram of a near-infrared sensor.

Fig. 2. Integrating sphere and layout of the experimental data acquisition
system.

the general the CCD/CMOS sensor is low in the near-infrared
band [22]. And particularly, the vignetting of area array sensor
is more complex than that of linear array. Therefore, the impact
of vignetting in the NIR area array band is more evident.

2) Experimental Instruments: Accurately measuring the vi-
gnetting requires a uniform luminance. An integrating sphere
was selected to output the uniform field of the luminance [23].
The integrating sphere used in the experiment was XTH2000
produced by Labsphere Inc (New Hampshire, USA). The sphere
provided a stable and uniform optical radiation in the wavelength
range of 300–2400 nm. Its aperture was 20 cm, and the optical
uniformity was more than 98%. Fig. 2 shows the integrating
sphere and the layout of the data acquisition process.

3) Vignetting and Its Characteristics: When the integrating
sphere output is stable, the sensor looks at the aperture of the
integrating sphere and collects the brightness images. Three
groups of images with low brightness (quantized value: 0–
15000), medium brightness (quantized value: 15000–30000),
and high brightness (quantized value: 30000–60000) were col-
lected under different output powers of the integrating sphere. To
avoid the slightly uneven brightness of the integrating sphere,
each group of images was collected twice in the vertical and
horizontal positions of the sensor. In this study, we selected
the vignetting of the high-brightness image as the object of
introduction; the processing of the low-brightness and medium-
brightness vignetted images is similar. Fig. 3 shows the vignetted
images.

As shown in Fig. 3(a), the vignetted image taken by the
near-infrared sensor is bright in the middle and dark at the four
corners. Moreover, the lower corners of the image are brighter
than the upper corners. Due to the imperfections induced during
the manufacturing process of the optical device, the optical
center of the image is inconsistent with the center of the CCD
detector shown in Fig. 3(b).
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Fig. 3. Vignetted images: (a) Original gray vignetted image; (b) Vignetted
image color rendered.

Fig. 4. Characteristics of pixels with the vignetting effect: (a) pixel values of
the diagonal of the vignetted image, (b) pixel values of the middle row of the
vignetted image.

Fig. 5. Random noise in a vignetted image: (a) 3D visualization of vignetting;
(b) histogram of image.

Fig. 6. Two-dimensional Gaussian kernel function when (a) σ = 1 and (b)
σ = 5.

Fig. 4 shows that vignetting has asymmetric characteristics in
terms of the diagonal pixel values, and the vignetting gradient is
not smooth. Based on the image statistics, the maximum value
of the vignetted image was found to be 3.4 times the minimum
value. These vignetting characteristics make it difficult for stan-
dard functions to fit it.

We assumed that vignetting of the image is smooth and
belongs to the low-frequency component of the image, whereas
noise was considered the high-frequency component [15], [16].
Figs. 4 and 5 show that the noise in the vignetted image is random
and that it conforms to a normal characteristic. In other words, it

belongs to Gaussian noise. This is suitable for Gaussian filtering.
Accordingly, it is feasible to eliminate the noise and obtain a
smooth vignetting background using the image acquired under
uniform luminance of the integrating sphere.

B. Method of Vignetting Correction

1) Low-Pass Gaussian Filter: To eliminate the impact of ran-
dom noise on the vignetting factors, it is necessary to eliminate
the noise before calculating the LUT of the vignetting correction.
Here, we choose a low-pass Gaussian filter suitable for Gaussian
noise to eliminate the random noise in the vignetted image and
obtain a smooth vignetting background [24]. The expression of
the Gaussian kernel (radial basis function (RBF)) is as follows
[25], [26]:

G(x, y) =
1

2πσ2
e−

x2+y2

2σ2 (1)

G(x, y) is the Gaussian kernel function;
x, y is the location of the pixels;
σ is the standard deviation, depends on image features and

the smoothness desired.
Based on the RBF, the width of the Gaussian filter, which

determines the degree of smoothness, is represented by the
parameter σ, and the relationship between σ and the degree of
smoothness is simple. The greater theσ value, the wider the band
of the Gaussian filter and the better the degree of smoothness
[26], [27], as shown in Fig. 6. By adjusting the smoothing degree
parameter σ, we can achieve a compromise between the over
blurring (over smoothing) of the image features and the many
undesirable abrupt variables (under smoothing) caused by noise
and fine textures in the smoothed image.

2) Building Filters With Harmony: For vignetted images
with different brightness values, we expect that the filter strength
can not only effectively eliminate noise, but also help retain the
vignetting characteristics and brightness of the original images
as much as possible when filtering. Therefore, it is important
to control the parameter σ of the Gaussian filter to adapt to
vignetted images.

The smoother the image, the lower the image variance. The
greater the strength of the Gaussian low filter, the lower the
average value of the image. Here, the smoothing degree of the
vignetting background is evaluated using the standard deviation
(STD) and mean of the images(MEAN). Thus, we expect to
establish a functional relationship f(σ), g(σ) between the
filter parameter σ and the STD and MEAN of the vignetting
background.

STD = f (σ) (2)

MEAN = g (σ) (3)

Based on the above analysis, we predict that the variance of the
vignetted image is positively correlated with the Gaussian filter
parameter σ. When σ is sufficiently high, the high-frequency
information passes through completely, and the variance remains
unchanged. The relationship between the mean value of the
vignetted image and the Gaussian filter parameter σ is similar.
We selected a vignetted image and analyzed the correlation
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Fig. 7. Relationship between the filter parameter σ and the STD and MEAN
of the vignetting background: (a) Trend chart of the variance between the filter
parameter σ and vignetting background; (b) Trend chart of the filter parameter
σ and mean value of the vignetting background.

Fig. 8. Image expansion diagram.

Fig. 9. Flowchart of Gaussian filtering in the frequency domain.

between the parameter σ of the Gaussian filter and the mean
and STD of the image. Fig. 7 shows this correlation.

As shown in Fig. 7, the correlation is consistent with the above
prediction. Therefore, the change rate of the correlation is used
as the judgment factor for the Gaussian filter harmony. Filtering
inevitably causes the distortion of image information. Here,Dstd

and Dmean is defined as the factors to weigh image distortion.

Dstd =
STDvb

STDor
(4)

Dmean =
MEANvb

MEANor
(5)

STDvb and MEANvb are the STD and MEAN of image filtered
by the Gaussian filter respectively; STDor and MEANor are the
STD and MEAN of original image respectively.

We expect that the smaller the distortion, the better, when the
image noise is fully eliminated by Gaussian filter. As seen in
Fig.7, when σ decreases to a certain extent, the decrease of STD
and MEAN gradually intensifies. The parameters Dstd, Dmean of
image distortion shall not be less than 99%, following formula
is used to control the change.

σG= MIN (σ) Dstd> 99% and Dmean> 99% (6)

σG is the min of σ, when Dstd> 99% and Dmean> 99%.
3) Extending Image-Edge: The filter may be beyond the

image. Therefore, the extension method is often used to solve the
outer boundary problem. There are four common methods: zero
filling, repetition, symmetry, and circulation. In this research,
the repetition method was selected to supplement the border.
The rules are as follows:

1) The expansion distance of the four edges of the image is
the integer of σG;

2) The row is first expanded and then the column, or vice
versa;

3) The repeated value is the boundary pixel value of the
original image, and the equation is as follows:

Iext (u, v)

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Ioriginal (u, v) u ≤ [σG] , v ≤ [σG]
Ioriginal (u− [σG] , v − [σG]) [σG]< u ≤ M+[σG] ,

[σG]< v ≤ N+ [σG]
Ioriginal (u− 2σG, v − 2σG) u > M+[σG]
xs, v > N+ [σG]

(7)

Ioriginal is the original image which has not been extended;
Iext is the image extended;
u, v is the location of pixel. Fig. 8 is used to display the mode

of image expansion.
4) Filtering in the Frequency Domain: Gaussian filtering of

a vignetted image is performed in the frequency domain to
improve the efficiency. First, the image is transformed by Fourier
transform (FFT) and filtered using the Gaussian filter (GF). The
inverse Fourier transform (IFFT) is used to transform the image
[25], [28]. The process of Gaussian filtering in the frequency
domain is shown in Fig. 9.

f(x,y) is the original images in spatial domain; F(u,v) is the
images in frequency domain; G(u,v) is the images filtered by
Gaussion function in frequency domain; g(x,y) is the images
which has been filtered and converted back to spatial domain.

5) Normalization and Equalization: The vignetted image is
normalized as the correction factors [15], [29].

Norm_V (x, y) =
I (x, y)

Imax
(8)

I(x, y) is the pixel value in the vignetting background; Imax

is the maximum pixel value within the vignetted im-
age; Norm_V (x, y) is the factor of vignetting correction
normalized; x, y is the location of pixel.

Several normalized vignetted images were obtained at differ-
ent incident radiation levels. The effective LUT of vignetting
correction is the mean image of these images.

The method and experiments described in the paper are im-
plemented according to the flow of Fig. 10.

III. RESULTS

A. Harmony of Gaussian Filter

Based on the method described in Section II.B, the correlation
between the STD and the mean value of the three vignetted
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Fig. 10. Flow chart of implementation.

Fig. 11. Correlation between the STD and mean value of the vignetted image
and Gaussian filter parameter σ: (a) Correlation between the STD of the
vignetted image and Gaussian filter parameter σ and the value of σ satisfying
the requirement; (b) Correlation between the mean of the vignetted image and
Gaussian filter parameter σ and the value of σ satisfying the requirement.

Fig. 12. Fitting performance of vignetting background with high brightness
when σ = 17 (red) and original vignetted image (blue): (a) Pixel value of the
diagonal of the image; (b) Pixel values of the middle row of the image.

images with different brightness values and the Gaussian filter
parameter σ is calculated and shown in Fig. 11. The value of the
parameter σ was determined based on the conditions of Dstd >
99% and Dmean > 99%.

After filtering using the Gaussian filter with harmony in
the frequency domain, a smooth vignetting background was
obtained. Figs. 12, 13, and 14 show the fitting performance of
the vignetting background and original vignetted images.

Fig. 13. Fitting performance of vignetting background with medium bright-
ness when σ = 18 (red) and original vignetted image (blue): (a) Pixel values of
the diagonal of the image; (b) Pixel values of the middle row of the image.

Fig. 14. Fitting performance of vignetting background with low brightness
when σ = 23 (red) and original vignetted image (blue): (a) Pixel value of the
diagonal of the image; (b) Pixel values of the middle row of the image.

As shown in the figures above, the noise in the vignetted
image with different brightness values was eliminated, and the
vignetting features were preserved. The vignetting background
effectively fits the vignetted image.

Moreover, another near-infrared camera was selected for fur-
ther experiments to confirm the practicability of the method.
The near-infrared camera had 964×1292 pixels, and its band
response range was 740–760 nm with quantization of 12 bits.
Fig. 15 shows the adaptive parameter σ of the Gaussian filter.

After the harmony analysis, the Gaussian filter with the pa-
rameter σ= 14 was used for vignetting correction. Fig.16 shows
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Fig. 15. Adaptive parameter σ of the Gaussian filter for 740–760 nm near-
infrared camera: (a) Correlation between the STD of vignetted image and
Gaussian filter parameter σ and the value of σ satisfying the requirement;
(b) Correlation between the MEAN of the vignetted image and Gaussian filter
parameter σ and the value of σ satisfying the requirement.

Fig. 16. Fitting performance of vignetting background with low brightness
when σ = 14 (red) and original vignetted image (blue): (a) Pixel values of the
diagonal of the image; (b) Pixel values of the middle row of the image.

Fig. 17. Normalized LUT of vignetting correction factors.

the fitting performance of the vignetting background and original
vignetted image.

Fig. 16 shows that the Gaussian filter with the proposed
harmony achieves a good fitting effect.

B. LUT Obtained By Gaussian Filter With Harmony

Multiple vignetting backgrounds with different brightness
values were normalized and averaged. Fig. 17 shows the final
normalized vignetting correction factor.

The LUT normalized recorded the correction factors of the
vignetting correction for each pixel. When correcting an image,
the pixel value of the image Ioriginal is used to divide the
correction factors Ioriginal of the corresponding position (x, y)
in the LUT [30], [31].

Icorrected =
Ioriginal (x, y)

LUTnormalized (x, y)
(9)

Fig. 18. Comparing the performance of vignetting correction methods: (a)
Original image; (b) Image corrected by Gaussian filter with harmony when σ =
14; (c) Image corrected by polynomial fitting method; (d) Image corrected by
general Gaussian filter when σ = 8.

Fig. 19. Maximum, average and minimum values of corrected image and
original image.

C. Comparison With Conventional Method

To validate the performance of the method proposed, we
compared it with the conventional methods. The polynomial
fitting method and general Gaussian filtering method were used
for vignetting correction. The polynomial fitting equation [9],
[14], [32] is as follows:

f (x) = p1 ∗ r(x, y)6 + p2 ∗ r(x, y)5 + p3 ∗ r(x, y)4

+p4 ∗ r(x, y)3+p5 ∗ r (x, y)2 +p6∗r (x, y) + p7
(10)

r (x, y) =

√
(x− centerX)2 + (y − centerY)2 (11)

Here, r(x, y) is the distance from the pixel (x, y) to the
optical center ab (centerX, centerY ), and p1− p7 represent
the coefficients of the polynomial fitting.

Fig. 18 shows that the three methods are effective for vi-
gnetting correction. Comparing the performance of vignetting
correction in Fig. 18(b), (c), and (d), we find that the image
corrected by the Gaussian filter with harmony is the smoothest.
Figs. 19 and 20 presents the statistical characteristics of the
original and corrected images.

As shown in Fig. 19, the deviation of maximum, average and
minimum values of image corrected by the method proposed is
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Fig. 20. STDs of corrected image and original image.

Fig. 21. Five districts in images.

Fig. 22. Maximum, average and minimum values of corrected image and
original image.

the smallest. In Fig. 20, the standard deviation (STD) of the im-
age corrected by the Gaussian filter with harmony is the lowest.
These demonstrates that the DN of pixels in image corrected
by the proposed method are the most balanced. Overall, the
Gaussian filter with harmony proposed for vignetting correction
exhibited the best performance.

Furthermore, five districts(100×100 pixel window) of image
were extracted to comparing the mean value and STD of them.
The five districts are top left(TL), top right(TR), middle, bottom
left(BL), bottom right(BR) respectively, as shown in Fig. 21.

Fig. 22 shows that the mean values of five districts in image
corrected using Gaussian filter with harmony were almost equal;
Fig. 23 shows that the STDs of five districts in image corrected
using Gaussian filter with harmony were the lest. Therefore, we
can be fully convinced that Gaussian filter with harmony has

Fig. 23. STDs of five districts in original image image corrected with three
methods.

Fig. 24. Aerial remote sensing images obtained by the near-infrared sensor:
(a) Original image; (b) Corrected image.

achieved good vignetting correction effect both globally and
locally.

D. Validating the Performance of LUT

Aerial remote sensing images obtained using the near-infrared
sensor based on an unmanned aerial vehicle were used to test the
actual performance. Fig. 24 shows the images before and after
the correction.

The brightness of the aerial remote sensing image becomes
more balanced after correction. In particular, the contrast at the
four corners and in the middle of the image was reduced. This
confirms the effectiveness of the proposed vignetting correction
method.

IV. DISCUSSION

Vignetting correction is the most important task in the ra-
diometric calibration and image dodging of the remote sensing
sensor. In addition to causing visual imbalance, the correction
accuracy directly determines the performance of remote sensing
quantitative inversion and image interpretation. Moreover, with
the wide application of computer vision technology in target de-
tection and defect recognition, vignetting also brings challenges
to the rationality of the recognition algorithm and algorithm
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parameters. Effectively eliminating the vignetting effect will
promote the development and application of the remote sensing
technology and computer vision technology.

Currently, the function fitting method is commonly used for
the vignetting correction of sensors, while this type of ideal
equation cannot completely eliminate irregular vignetting. In
particular, it is difficult to fit near-infrared and thermal infrared
images exhibiting a more complex vignetting effect. The LUT
method has the best vignetting correction accuracy, because it
provides each pixel with the most appropriate correction factor.
To avoid the impact of image random noise and response noise,
the image filtering algorithm is often used in vignetted image
processing to obtain a smooth vignetting background when
calculating the LUT of the vignetting correction. The key to
obtain an accurate LUT is to adjust the filter strength reasonably,
which is ignored in most of the current vignetting correction
research. Therefore, we proposed a Gaussian filter with harmony
for vignetting correction. The method proposed was to determine
the optimal parameter σ of the Gaussian filter kernel using the
relationship between it and the STD and mean of the images.
Through experiments, we found that the vignetting background
obtained using this method fits the original vignetting image
well and achieves a good vignetting correction. Furthermore, this
method is suitable for filtering vignetted images with different
brightness values of the same sensor, as well as vignette images
of other sensors, such as visible light remote sensing sensors and
digital cameras.

In addition, this method requires a lot of calculation to find
the optimal fitness value. We will improve the computational
efficiency in further research. And the step of the σ may caused
deviation, need to be researched future.

V. CONCLUSION

The Gaussian filter with harmony is a simple and efficient
method for vignetting correction and can be used to obtain
a high-precision LUT for vignetting correction. The harmony
helps avoid the cumbersome task of repeated parameter ad-
justment experiments and the deviation due to unreasonable
parameters. This method can quickly determine the optimal
Gaussian filter parameter for different images and different
sensors. Compared with the polynomial fitting method and
the general Gaussian filtering, the images corrected using the
Gaussian filter with harmony were found to be smoother, and the
standard deviation was lower. The mean values of five districts
in image corrected using Gaussian filter with harmony were
almost equal; And the STD of five districts in image corrected
using Gaussian filter with harmony were the lest.
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[30] R. Minařík and J. Langhammer, “Rapid radiometric calibration of multiple
camera array using in-situ data for uav multispectral photogrammetry,” Int.
Arch. Photogrammetry, Remote Sens. Spatial Inf. Sci., vol. XLII-2/W17,
pp. 209–215, 2019, doi: 10.5194/isprs-archives-XLII-2-W17-209-2019.

[31] A. Kordecki et al., “A study of vignetting correction methods in camera
colorimetric calibration,” Proc. Int. Soc. Opt. Photon., vol. 10341, 2017,
Art. no. 103410X-103410X-5. [Online]. Available: https://go.exlibris.
link/vx2zDK7d, doi: 10.1117/12.226853.

[32] Y. Zheng, J. Yu, S. B. Kang, S. Lin, and C. Kambhamettu, “Single-image
vignetting correction using radial gradient symmetry,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., 2008, pp. 1–8. [Online]. Available: https:
//go.exlibris.link/2Ml2ns8S, doi: 10.1109/CVPR.2008.4587413.

Hongtao Cao received the Ph.D. degree from
Aerospace Information Research Institute, Chinese
Academy of Sciences, Beijing, China, in June 2022.
He is currently a Research Assistant with the
Academy of Ecological Civilization Development
for JING-JIN-JI, Tianjin Normal University, Tianjin,
China. His research interests include computational
imaging, remote sensing radiometric calibration, and
image processing.

Xingfa Gu photograph and biography not available at the time of publication.

Mixia Zhang photograph and biography not available at the time of publication.

Haifeng Zhang photograph and biography not available at the time of publica-
tion.

Xinran Chen photograph and biography not available at the time of publication.

https://dx.doi.org/10.1016/j.jag.2021.102391
https://dx.doi.org/10.3390/s16040516
https://go.exlibris.link/znbKFDQQ
https://go.exlibris.link/znbKFDQQ
https://dx.doi.org/10.1109/NSSMIC.1993.37356
https://dx.doi.org/10.1016/j.jisa.2018.11.002
https://dx.doi.org/10.3321/j.issn:0372-2112.2009.01.012
https://dx.doi.org/10.1109/JPHOTOV.2018.2848722
https://dx.doi.org/10.5194/isprs-archives-XLII-2-W17-209-2019
https://go.exlibris.link/vx2zDK7d
https://go.exlibris.link/vx2zDK7d
https://dx.doi.org/10.1117/12.226853
https://go.exlibris.link/2Ml2ns8S
https://go.exlibris.link/2Ml2ns8S
https://dx.doi.org/10.1109/CVPR.2008.4587413


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


