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Abstract—We present a highly efficient blind restoration method
to remove mild blur in natural images. Contrary to the mainstream,
we focus on removing slight blur that is often present, damaging
image quality and commonly generated by small out-of-focus,
lens blur, or slight camera motion. The proposed algorithm first
estimates image blur and then compensates for it by combining
multiple applications of the estimated blur in a principled way. To
estimate blur we introduce a simple yet robust algorithm based
on empirical observations about the distribution of the gradient in
sharp natural images. Our experiments show that, in the context
of mild blur, the proposed method outperforms traditional and
modern blind deblurring methods and runs in a fraction of the time.
Our method can be used to blindly correct blur before applying
off-the-shelf deep super-resolution methods leading to superior
results than other highly complex and computationally demanding
techniques. The proposed method estimates and removes mild blur
from a 12MP image on a modern mobile phone in a fraction of a
second.

Index Terms—Efficient image deblurring, mild blur estimation,
mobile imaging.

1. INTRODUCTION

MAGE sharpness is undoubtedly one of the most relevant
I attributes defining the visual quality of a photograph. Blur is
caused by numerous factors such as the camera’s focus not being
correctly adjusted, objects appearing at different depths, or when
relative motion between the camera and the scene occurs during
exposure. Even in perfect conditions, there are unavoidable
physical limitations that introduce blur. Light diffraction due
to the finite lens aperture, integration of the light in the sensor
and other possible lens aberrations introduce blur leading to a
loss of details. Additionally, other components of the image pro-
cessing pipeline itself, particularly demosaicing and denoising,
can introduce blur.

Removing blur from images is a longstanding problem in im-
age processing and computational photography spanning more
than 50 years [1]-[3]. Progress has been clear and sustained.
From image enhancement algorithms [4], [5], blind and non-
blind deconvolution methods [6]-[9] where sophisticated priors
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Fig. 1. Mild blur, as shown in these examples, can be efficiently (42 ms/MP on
a mid-range smartphone CPU) removed by combining multiple applications of
the estimated blur. Readers are encouraged to zoom-in for better visualization.

are combined with optimization schemes, to very recent years
with the incipient application of deep neural models [10]-[16].

Many of these methods are capable of processing significantly
degraded images revealing previously unseen image details. The
gain in quality is in many cases extraordinary, but impractical.
These methods make extensive use of prior information (learned
or modeled) producing images that are often unrealistic. This
is mainly because the inverse problem they tackle is seriously
ill-posed.

In this work, we detach ourselves from the current trend
and focus on the particular case where the blur in the image
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is small. As we show in our experimental results, for this
case, the vast majority of existing methods generate notorious
image artifacts in addition to requiring great computational
power. This is mainly because most of the algorithms were not
specifically designed for this very common and practical use
case. We introduce a highly efficient blind image restoration
method that removes mild blur in natural images. The proposed
algorithm first estimates image blur and then compensates for
it by combining multiple applications of the estimated blur in
a principled way (Figure 2). The method is inspired by the fact
that the inverse of an operator that is close to the identity (e.g.,
mild blur), can be well approximated by means of a low-degree
polynomial on the operator itself. We design polynomial filters
that use the estimated blur as a base and approximate the inverse
without neglecting that image noise can get amplified.

The removal of blur commonly leads to the introduction of
halos (oversharpening) mostly noticeable near image edges. To
address this, we present a mathematical characterization of halos
and propose a blending mechanism to render an artifact-free final
image. This step, which is also highly efficient, is important to
achieve consistent high quality.

Experiments with both real and synthetic data show that,
in the context of mild blur in natural images, our proposed
method outperforms traditional and modern blind deblurring
methods and runs in a fraction of the time. The simplicity of
the polynomial filter, together with the choice of the Gaussian
function as blur the model, enables a highly efficient imple-
mentation. The method runs at interactive rates so it can be
used on mobile devices. Polyblur can estimate and remove
mild blur on a 12MP image on a modern mobile phone in a
fraction of a second. Additionally, we show that Polyblur can
be used to blindly correct blur on an image before applying
an off-the-shelf deep super-resolution method. Learning-based
single image super-resolution algorithms (SISR) are usually
trained on images where the degradation operator has been
modeled in an over-simplistic way (typically by bilinear or
bicubic blur). Polyblur in combination with a standard deep
SISR network leads to superior results than other highly complex
and computationally demanding methods.

Contributions. We introduce a novel method to estimate and
remove mild blur (very common in mobile photography) that
is (i) highly efficient and simple, (ii) theoretically sound, and
(iii) produces competitive or better results while being orders of
magnitude faster. Additionally, our method can blindly correct
blur before applying off-the-shelf deep super-resolution meth-
ods leading to superior results vs. highly complex and compu-
tationally demanding techniques. Our algorithm’s components
are built in a principled way: from explicit, empirically verified

Uy = up * k
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The deblurred image is generated by combining multiple re-applications of the estimated blur (polyblur).

assumptions in the blur estimation, to mathematical models in
the polynomial deblurring and halo removal. Each component
is designed to maximize efficiency (12MP image processed in
milliseconds on a mobile CPU).

The remainder of the paper is organized as follows. In Sec-
tion II we discuss the closely related work, while in Section III
we present the polynomial approximation of the blur inverse and
the adopted polynomial deblurring family. Section IV introduces
the anisotropic Gaussian blur model and the necessary tools
that allow an efficient estimation of the parameters. Section V
summarizes the main components of the proposed blind estima-
tion and removal algorithm, and experimental results on real and
simulated data are shown in Section VI. Conclusions are finally
summarized in Section VII.

II. RELATED WORK

Image blur is generally modeled as a linear operator acting
on a sharp latent image. If the blur is shift-invariant then the
blurring operation amounts to a convolution with a blur kernel.
This implies,

v==kxu-+n, (1)

where v is the captured image, u the underlying sharp image, k
the unknown blur kernel and n is additive noise. In what follows
we review the different families of methods that remove image
blur.

Blind deconvolution and variational optimization. The typi-
cal approach to image deblurring is by formulating the problem
as one of blind deconvolution where the goal is to recover the
sharp image u without knowing the blur kernel & [2], [3], [17].
Most blind deconvolution methods run on two steps: a blur
kernel k is first estimated and then a non-blind deconvolution
technique is applied [6], [18]-[22]. Fergus et al. [6] is one of the
best examples of the blind deconvolution variational family that
seeks to combine image priors, assumptions on the blurring oper-
ator, and optimization frameworks, to estimate both the blurring
kernel and the sharp image [8], [9], [22]-[27]. Estimating the
blur kernel is easier than jointly estimating the kernel and the
sharp image together. Levin et al. [7], [28] show that it is better to
first solve a maximum a posteriori estimation of the kernel than
the latent image and the kernel simultaneously. Notwithstanding,
even in non-blind deblurring, the significant attenuation of the
image spectrum by the blur and model imperfections, lead to an
ill-posed inverse problem [29], [30].

Sharpening methods. Sharpening methods aim to reduce mild
blur and increase overall image contrast by locally modifying the
image. Unsharp masking, arguably the most popular sharpening
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algorithm is very sensitive to noise and generally leads to over-
sharpening artifacts [31], [32]. Zhu and Milanfar [33] propose
an adaptive sharpening method that uses the local structure
and a local sharpness measure to address noise reduction and
sharpening simultaneously. Bilateral filtering [34], and its many
variants/adaptations [4], [5], [35], [36] can be used to enhance
the local contrast and high frequency details of an image. The
overall idea is to proceed similarly to that of unsharp masking:
the input image is filtered and then a proportion of the residual
image is added back to the original input. This procedure boosts
high-frequencies that are removed by the adaptive filter. Since
sharpening methods do not explicitly estimate image blur, their
deblurring performance is limited. In fact, sharpening algorithms
are strictly local operators and do not have access to additional
information from outside the local neighborhood. Whereas de-
blurring algorithms like ours use the estimation of blur, which
in general is global or done on a larger neighborhood, to remove
the blur.

Deblurring meets deep-learning. In the past five years, with
the popularization of deep convolutional networks several image
and video deblurring methods have been introduced [10]-[14],
[16], [37]-[42]. Most of these methods target strong motion
blur and are in general trained with large datasets with realis-
tically synthesized image blur. Efficient deblurring using deep
models is a very challenging task [43] particularly on mobile de-
vices [44]. In fact, one major difficulty for training deep deblur-
ring models is the challenge of collecting sharp and blurry paired
image data needed for supervised training. To bypass this costly
process, different techniques have been employed, from directly
simulating motion blur kernels [37], [40], or using high frame
rate videos and averaging successive frames mimicking a longer
capture exposure [13], [38]. Most methods are trained to predict
the sharp image using the blurry image as the only input and
target minimizing some pixel or perceptual loss. In [45], authors
present a video deblurring framework that jointly estimates the
optical flow and the latent sharp frames, enforcing a reblurring
consistency model that takes into account the estimated optical
flow and the sharp images. Other techniques have exploited the
use of adversarial training as a loss function [11], [12], [15],
[39] and also to generate synthetic realistic data [15].

Blind deconvolution methods do a remarkable job when the
image is seriously damaged and manage to enhance very low
quality images. However, their performance in the particular
case where bluris mild is limited since they introduce, in general,
noticeable artifacts and have a significant computational cost.
At the other extreme, adaptive sharpening methods do a fine
job boosting image contrast when the input image has very
little blur. Since they do not incorporate any explicit measure
of the blur, their deblurring capabilities are restricted. Deep
learning based methods require high computational cost, making
them impractical in many contexts. This work focuses on the
problem of estimating and removing slight blur. As we show
in the experimental part, in this setting, the proposed method
produces superior results to blind deconvolution techniques and
other popular adaptive sharpening algorithms, and similar results
vs. advanced deep networks while being significantly more
efficient.

III. DEBLURRING WITH POLYNOMIAL FILTERS

A. Approximating the Blur Inverse

Let us first assume that we have an estimation of the blur
kernel k. To recover the image u we need to solve an inverse
(deconvolution) problem. If the blur kernel is very large, the
inversion is significantly ill-posed and some form of image prior
will be required. In this work, we assume that the image blur
is mild (see examples on Figure 1) so, as we will show in
the experimental section, there is no need to incorporate any
sophisticated image prior. Instead we proceed by building a
linear restoration filter constructed from the estimated blur. An
interesting observation [46]-[48] is that by carefully combining
different iterations of the blur operator on the blurry image we
can approximate the inverse of the blur.

One way to illustrate this is as follows.

Lemma 1: Let K be the convolution operator with the blur
kernel k and I the identity operator, then if ||/ — K || < 1 under
some matrix norm, K ! the inverse of K exists and,

o0

K'= Z(I — K)". )

i=0

The proof is a direct consequence of the convergence of the
geometric series. If we assume circular boundary conditions
for the convolution, then the eigenvectors of the matrix K are
the Fourier modes of k. This implies that (I — K) = F7(I —
D)iF , where F is the Fourier basis, F¥ is the Hermitian
transpose of F, and D is a diagonal matrix with the eigenvalues
of K.

In particular, the series converges if the kernel Fourier coef-

ficients k() satisfy |k(¢) — 1| < 1. In the case of blur filters
that conserve the overall luminosity, a reasonable hypothesis is
that k(x) > 0, and [ k(x)dx = 1. This implies that |k(¢)| < 1
which is not enough to guarantee convergence.
Polynomial filters. According to Lemma 1 we can approximate
the inverse with a polynomial filter using the blur kernel as a
base. For instance, if we truncate the power series and keep up
to order 3, the polynomial approximate inverse of K is,

KW =4I -6 K +4K? - K3 3)

This motivates the use of more general polynomials
d
p(K) =) a;K', @
i=0

where the order d and coefficients (ag, . . ., agq) can be designed
to amplify or attenuate differently depending on how the blur is
affecting a particular component.

Symmetric filters with non-negative Fourier coefficients. Let
us first assume that the blur filter k(x) is symmetric k(x) =
k(—x), and has non-negative Fourier coefficients. We will later
show how we can generalize the approach to any filter. In this
setting, l%(( ) the Fourier coefficients of the filter & are in [0,1].
The Fourier coefficients of the polynomial filter are related with

the ones from the base filter through the same polynomial,
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Fig. 3. Polynomial filters can be analyzed directly on the Real line. We
present examples of the proposed p3 o ; family, the third order polynomial
approximation of the inverse given by Eq. (3) (poly-inverse3). Following
Eq. (5) a polynomial filter can be analyzed in the Fourier domain by looking into
how z € [0, 1] is mapped by the polynomial. This reflects how the differently
attenuated Fourier components get amplified or attenuated by the polynomial
filter. The left figure can be thought of as essentially the magnitude frequency
response of the proposed filters.

that is,

ﬂmw>:§j%Mo. 5)

A polynomial filter can be analyzed in the Fourier domain
by looking into how the interval I = [0, 1] is mapped by the
polynomial. This reflects how the differently attenuated Fourier
components get amplified or attenuated by the polynomial filter.
In Figure 3 we show a plot of different example polynomials
p(x) when applied to a signal = € I.

If we apply the polynomial filter to an image v that has been
affected by the same base blur k as the one used to build the
polynomial filter, we get

p(K)v = p(K)Ku+ p(K)n, ©)

where it becomes evident that there is a trade-off between
inverting the blur (i.e., p(K)K =~ Id.) and avoiding noise am-
plification, i.e., p(K)n =~ 0. Our goal is to design polynomials
that (i) try to invert the effect of blur in the frequencies that have
not been significantly attenuated, and (ii) avoid over-amplifying
frequencies affected by the blur. The right plot in Figure 3
shows p(x)x, which can be interpreted as the combined effect
of applying the polynomial on a signal that has been attenuated
by the same blur.

B. Designing Deblurring Polynomial Filters

We want to build a polynomial filter p(K) K & Id, when K is
close to the identity, or in terms of the polynomial, p(z) ~ 1/z
if 2 ~ 1. Note that a Taylor expansion of 1/ at z = 1 of degree
d, leads to the polynomial filter from truncating (2) to degree d.
This polynomial does a good job approximating the inverse, but
significantly amplifies noise, particularly in the most attenuated
components. Instead, we propose to approximate the inverse but
have better control of how noise is amplified. Let us assume we
design a polynomial of degree d, i.e., we need to define the
d + 1 coefficients. We will approximate the inverse by forcing
the polynomial to have equal derivatives at the ones of the inverse
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Input

b=4
a=2
Fig. 4.  Effect of using different polynomials from the p3,  ; family. Increas-
ing « boosts mid-frequencies (first row), increasing b leads to more sharper

but slightly noisier results. Readers are encouraged to zoom-in for better
visualization.

function at = 1. This is done up to order d — 2,
p(z=1) = (-1)", @)

for i =1,...,d — 2. We also have the additional constraint
that p(z = 1) = 1 (no change in luminosity). The remaining
two degrees of freedom are left as design parameters. We can
control how the mid-frequencies get amplified by controlling
pl@D(xz =1) = o, and also, how noise is amplified at the
frequencies that are completely attenuated by the blur, by con-
trolling p(xz = 0) = b. This system of d + 1 linear equations
leads to a (closed-form) family of polynomials, pg, .. The value
of a and b should vary in a range close to the one given by the
truncated power series, i.e., « = (—1)%d! and b = d + 1.

The polynomial computational cost is proportional to the
order, so the lower, the better. We choose order three since it is
the lowest order to control both mid-frequencies boosting (),
and noise amplification (b). The impact of using a low-order
polynomial is that in a single application of the filter blur may
still remain. However, the remaining blur may be removed by
repeated applications of the filter as we show in the experimental
results. The polynomial filter family of degree d = 3 is

P3.an(®) = (/2 —b+2)2® + (3b — o — 6)2?
+(5—=3b+a/2)x+b.  (8)

In Figure 3 we show different polynomials and how their shape
is affected by the design parameters o and b. All the results
presented in this article are with polynomials of this third order
family. As an illustration, we show in Figure 4 the behavior using
different coefficients in the polynomial deblurring.

C. Generalization to Any Blur Filter

Kernels with negative or complex Fourier coefficients (as the
one shown in Fig. 5 a) cannot be directly deblurred using our
Polynomial filtering (Fig. 5 b). A way around this restriction is
to apply a correction filter ¢ (x) to the input image so that total
blur kernel h = ¢, * k has non-negative Fourier coefficients and
the solution to the deblurring problem remains the same,

V=uUxk = Vg =V Cp = UKk xcp = Uk k. ©))
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Fig.5. Kernels with negative or complex Fourier coefficients (as the one shown
in blue) need to be compensated before applying our polynomial deblurring. In
blue the input blur kernel k, in orange each respective correction filter ¢y, while
in red corrected kernels h = ¢y, * k used in the Polynomial deblurring (b-d).

Filtering the image with the flipped kernel, i.e., ¢ (x) = k(—x)
will lead to h(x) having real non-negative Fourier coefficients
h(¢) = |k(¢)|?. However, this correction filter introduces addi-
tional blur to the image, making the deblurring problem more
ill-posed than the original one (Fig. 5 c). An alternative correc-
tion filter is to compensate for the phase but without introducing
any additional attenuation of the spectra. This can be done by
the pure phase filter, & (¢) = k(¢)/[k(¢)|, where k(¢) denotes
the complex conjugate of k(). ¢y is a pure phase filter, i.e., it
has a constant Fourier magnitude of one at all frequencies.

In practice, given v we can estimate &, and compute cj. Then,
we compute Veq and keq. The solution u, t0 veq = u * keq is the
same as in the original problem but k.4 has non-negative Fourier
coefficients allowing us to apply our polynomial deblurring.
Note that in the Gaussian blur case no correction is needed.
As can be shown in the example in Figure 5 d, phase correction
leads to a deblurred artifact-free image.

IV. PARAMETRIC MILD BLUR MODEL AND ESTIMATION

Since we target mild-blur removal, there is not much gain in
having a very fine model of the blur. We thus propose to model
the blur kernel with an anisotropic Gaussian function, specified
with three parameters: oy, the standard deviation of the main
axis, p = o1 /0y, the ratio between the the principal axis and the
orthogonal one standard deviations, and , the angle between the
major axis and the horizontal. Thus, the Gaussian blur kernel at
pixel (z,y) is:

k(z,y) = Zexp (—(aox2 + 2a1xy + a2y2)) , (10)
5(0)2 sin ()2 sin
where ag = % + ZP@(% , =2 4((72(2)9)(%2 —1), az=
Si’z‘ffz)Q + “;;5?22 and Z is a normalization constant so the area
0 0

of the kernel is one. Although this is a rough model for arbitrary
blur in images, if the blur is small, either directional or isotropic,
the anisotropic Gaussian parameterization is reasonable. Fig-
ure 6(left) shows examples of Gaussian blur kernels.

A. From Natural Image Model to Blur Estimation

Estimating a blur kernel given only an image is a challenging
ill-posed problem. It is necessary to make some assumptions,
for instance by using an image prior (learned from data or
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Fig. 6. Gaussian blur model and examples (left). The middle plot shows the
relationship between the computed gradient feature fy and oo on simulated
images (each point represents an image), and the calibrated model (Eq. (13), red
curve). The right plot shows the error on the estimation of the blur angle 0, as
a function of p. Angle estimation error is very low for anisotropic (directional)
kernels (low p value). The color in middle and right panels represents the density
of points, low density in blue, high density in yellow.

from a statistical or any kind of mathematical model). In this
work, we focus on efficiency and require that the estimation
of the blur is very fast. Thus, variational models, for instance
those typically involved in blind-deconvolution approaches are
prohibitively expensive. Instead, we will rely on the following
rough observations about the image gradient distribution.

Assumption 1: In a sharp image, the maximum value of the
image gradient in any direction is mostly constant and roughly
independent of the image.

Assumption 2: If a sharp image is affected by Gaussian blur,
the blur level in the direction of the principal axis will be linearly
related to the inverse of the maximum image gradient in the
principal directions.

The validity of these assumptions is discussed in Appendix A.
Based on these assumptions we proceed as follows. We first
estimate the maximum magnitude of the image derivative at all
possible orientations and then take the minimum value among
them. This leads to

fo = min

= min max |Vy,v(x)|,
we[o,ﬂf‘” ax Vv (x))|

pel0,m)

Y

where v(x) is the input image, and V,f(x)= Vou(x) -
(cos 1, sine)), is the directional derivative of v at direction .
Then, the blur kernel parameters are

c c

7, and o %
where c is a coefficient controlling the assumed linear relation
between the gradient feature and the level of blur.
Observation. The estimation of the image gradient at any given
image pixel introduces additional blur (since some sort of inter-
polation is needed). This will be in addition to the image blur
that the image already has. Let us assume the blur estimation
introduces an isotropic Gaussian blur of strength oy, then the
total blur of the image will be approximately 0§ = o} + 0
(due to the semigroup property of Gaussian function). This leads
to

0 = arg minyc(o ) fy, 0o (12)

c? 5 c?

— -0 01 =] —5 —
2 b 1 2

fq Ia,

where c and o}, are two parameters to be calibrated.

03, (13)

op) =
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B. Model Calibration.

To calibrate the parameters c and o;, we proceed as follows.
Given a set of sharp high quality images, we simulate K = 1000
random Gaussian blurry images, by randomly sampling the blur
space and the image set. The Gaussian blur kernels are generated
by sampling random values for oy € [0.3,4] and p € [0.15, 1].
Additive Gaussian white noise of standard deviation 1% is added
to each simulated blurry image.

For each of the blurry images we compute the gradient fea-
tures and the maximum and minimum values according to (11).
The parameters c and o}, are estimated by minimizing the mean
absolute error. Figure 6 presents the calibration results. Addi-
tional details are included in Appendix A.

V. POLYBLUR IMPLEMENTATION DETAILS

In this section we describe a Polyblur implementation to allow
us to achieve the performance to deblur a 12MP image on a mod-
ern mobile platform in a fraction of a second. The core parts of
the algorithm are implemented using the language Halide [49].
Halide separates the algorithm implementation from its execu-
tion schedule (i.e., loop nesting, parallelization, etc) enabling us
us to more easily fuse pipeline stages for locality and to make
use of SIMD and thread parallelism. Note that despite of this
choice, most part of the algorithm can run in parallel and a
parallel implementation could take full advantage of the parallel
processing power of modern GPUs.

Blur estimation. We follow Sec. IV-A to estimate the blur. As
the first step we normalize the image using quantiles (¢ = 0.0001
and 1 — ¢) to be robust to outliers. From the image gradient we
compute the directional derivative at m = 6 angles uniformly
covering [0, 7). The maximum direction of the magnitude at each
angle is found and among the m maximum values, we find the
minimum value and angle ( fy, 6y ) through bicubic interpolation.
Using (13) we compute oy and 0. More details about the blur
estimation, as long as a pseudo-code for the blur estimation step,
are included in Appendix B.

Deblurring step. The deblurring filter has a closed form given
by the estimated blur and the polynomial in (8). In the case of
using a third order polynomial, the restoration filter support is
roughly three times the one of the estimated base blur. Large
blur kernel convolutions can be efficiently computed in Fourier
domain. If the Gaussian blur is separable, the convolution can be
efficiently computed in-place. In this case, we do not compute
the polynomial filter and directly apply and accumulate repeated
applications of the Gaussian blur as follows:

vo = aqu, v; =k *xv;_1 +aq_;v, fori=1,...,d, (14)

where v is the input blurry image, k the estimated blur kernel,
and ag, . .., aq the deblurring polynomial coefficients, and vy
the deblurred output image. Non-separable Gaussian filtering
can also be efficiently computed by two 1D Gaussian filters in
non-orthogonal axis. This can further optimize our procedure.

Halo detection and removal. Halos can be generated due to
misestimation of blur or more generally due to model mismatch.
Halos appear at pixels where the blurry image and restored
image have opposite gradients (gradient reversal). Let v(x) be
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Fig. 7. Halo Removal (HR). Top row shows a crop for the input image, the
deblurred one, and the final merge with the halo removal step. In the bottom we
show a profile (and a zoom-in on the right) of the insensitive values orthogonal
to the balloon boundary (orange segment). The gradient reversal has been
eliminated.

the blurry image and o (x) the deblurred one. Pixels with gradient
reversal are those where M (x) = —Vu(x) - Vo(x), is positive.

Let us compute a new image v,(x) formed as a per pixel
convex combination (blending) of the input image v(x) and the
deblurred one 7(x) using a weights z(x) € [0, 1],

v.(x) = z(x)v(x) + (1 — 2(x))v(x). (15)

We want to avoid halos in the final image v, (x), but keep as
much as possible of the deblurred one o(x). If z(x) does not
change too fast, then

Vv, (x) = z(x)Vu(x) + (1 — 2(x)) Vo(x). (16)

To avoid halos on the final image we require Vo(x)- Vo, (x) > 0.
Then, we get that for pixels where M (x) > 0, having

() € o

Z\X) = ’

IVo(x)|[? + M (x)

leads to a new image that does not have any gradient reversal
introduced in the deblurring step. To keep as much as possible of
the deblurred image, z(x) should be as small as possible. Then
the final image is generated by adopting

= max M(X)
2 = (wwmw+M@r®’

in the convex combination given by (15). Figure 7 shows an
example of a filtered image and the halo correction.

Polyblur iterated. To remove some remaining image blur, we
can re-apply Polyblur. This implies re-estimating the image blur
on the previous deblurred image, and applying a new polynomial
deblurring. In the next section we present some results when
iterating polyblur multiple times.

A7)

VI. EXPERIMENTS

We carried out a series of experiments to evaluate Polyblur and
compare against other blind deblurring [12], [14], [S0]-[53] and
sharpening methods [33], [54]. The comparison is threefold: we
compare traditional metrics such as PSNR, SSIM and perceptual
ones such as LPIPS [55]; we do a visual inspection of artifacts
(qualitative); and we report processing times. We also present
results on images in the wild having mild blur. Finally, we show
how Polyblur can be used to remove blur before applying an
off-the-shelf image superresolution deep method. Table I shows
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TABLE I
TIMES IN MS RUN ON DESKTOP (MOBILE). DESKTOP: INTEL XEON HASWELL
2.3 GHZ, MOBILE: SNAPDRAGON 855

Algorithm phase 12MP 3MP 1IMP

1. Blur estimation 302 (357) 88 (95) 23 (25)

2a. Polyblur (separable) 66 (194) 16 (82) 9 (35)

2b. Polyblur (Fourier) 266 (472) 35 (212) 16(134)

3. Halo removal 14 (70) 61 (20) 3(7)
TABLE II

MILD DEBLURRING ON THE SYNTHETIC DATASET GENERATED FROM DIV2K.
LOWER LPIPS VALUES IMPLY BETTER QUALITY. POLYBLUR- NIT INDICATES
APPLYING POLYBLUR N TIMES, AND NOHR INDICATES POLYSHARP WITHOUT
THE HALO-REMOVAL STEP. CONVDEB [51]* DID NOT PRODUCE REASONABLE
RESULTS IN 32/100 IMAGES (AVERAGE VALUES ARE COMPUTED IN THE REST).
TIMES ARE IN Ms (FOR A IMP IMAGE), AND WE PRESENT THEM HERE AS AN
INDICATIVE REFERENCE. T INDICATES

GPU

Method PSNR MS-SSIM LPIPS  Time
SRN [14] 27.58 0.948 0304  75-152%
SparseDeb [53] 27.48 0.940 0.296 > 5000
DebGANV2 [12] 29.79 0.963 0.213 3501
DebGANv2m [12]  29.53 0.958 0.209 60t
Spectral [50] 27.14 0.950 0.230 > 5000
Deblur-10 [52] 27.31 0.945 0.263 > 5000
GLAS [33] 28.15 0.957 0.284 > 5000
GuidFilt [54] 26.98 0.934 0.282 80
ConvDeb [51]* 27.18 0.941 0.233 90
Polyblur-1it (noHR) ~ 30.35 0.968 0.238 39
Polyblur-1it 30.38 0.968 0.236 42
Polyblur-2it 30.06 0.964 0.255 84
Polyblur-3it 29.44 0.955 0.269 126
Blurry-noisy 29.31 0.956 0.245 -

average execution times for each step in the Polyblur algorithm.
Our method can process a 12MP image on a modern mobile
platform in 600 ms.

Comparison on simulated blur. We generated a mild-blur
dataset by artificially blurring sharp images from the DIV2K
validation dataset. Mild blur is simulated by applying a random
Gaussian kernel of different sizes, shapes, and orientations
(o9 ~ U[0.3,4]). Additive white Gaussian noise of standard
deviation 1% is added on top. More details are included in the
supplementary material. Polyblur produces the best results in
terms of PSNR and MS-SSIM while being significantly faster
than most of the other deblurring methods (Table II). As shown in
Figure 8, Polyblur leads to naturally pleasant images, while most
of the compared methods introduce artifacts. The visual quality
of the output results is similar to highly complex methods such
as DeblurGAN-v2 [12]. Our CPU implementation of Polyblur
is still 50% faster than the highly optimized mobile version of
DeblurGANV2 that runs on GPU.

Re-applying Polyblur produces slightly worse quantitative
results on the simulated Gaussian blur dataset (Table II) but in
general leads to better qualitative results on real images where
blur might not be perfectly Gaussian (e.g., Figures 23-27 in the
supplemental material).

Dealing with noise and compression artifacts. If compu-
tational resources are available, a prefiltering step separating

Fig.8. Comparison of Polyblur with other deblurring and adaptive sharpening
methods on synthetically blurred DIV2K dataset.

noise-like structure from the rest can be applied. If the input
image is very noisy or has compression artifacts, this prefiltering
step will keep Polyblur from amplifying artifacts present in the
image. Since the residual image can be added back at the end,
this step does not need to be carried out by a state-of-the-art
denoiser. Fig. 9 shows an example of Polyblur on a noisy and
compressed image. We evaluated two alternatives, the Pull-Push
denoiser [56] and the Domain Transform [57] edge-preserving
filter. In both cases we achieve the desired deblurring, and a
pleasant result.

Results on images ir the wild. In Figure 1 we present a se-
lection of results of Polyblur applied to some images in the
wild. As shown, Polyblur manages to remove mild blur, as
the one present in most images, without introducing any new
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w/dom. transform

w/pull-push

Fig. 9. Pre-filtering. When the input image presents noise and other artifacts,
Polyblur can amplify artifacts. As a pre-step, we may apply any filter that
separates high-frequency texture and other details [56], [57], apply Polyblur
(=6, b=1), and finally add back the residual.

TABLE III
4X SUPER-RESOLUTION ON DIV2KRK DATASET [60]. POLYBLUR-NIT
INDICATES APPLYING POLYBLUR N TIMES. PSNR AND SSIM VALUES ARE
DIRECTLY TAKEN FROM [60], [61]. IN RED FONT THE BEST METHOD, IN BLUE
THE SECOND BEST

Method PSNR  SSIM
Bicubic 25.354  0.6775
EDSR [59] 25.628 0.6971
Kernel GAN [60] 26.810 0.7316
CorrectionFilter[61] + EDSR  26.204  0.736
Polyblur-1it + EDSR 26.966  0.7396
Polyblur-2it + EDSR 27.115  0.7452
Polyblur-3it + EDSR 26.955 0.7368

artifacts. Please refer to the supplemental material for com-
parison with other state-of-the-art deblurring and sharpening
methods.

Deblurring before super-resolution. Single image super-
resolution has seen remarkable progress in the last few years
mostly due the use of deep models trained on image datasets.
The common practice [58] is to simulate low-resolution train-
ing images by simply applying a bicubic downsampling op-
erator. Unfortunately, inference performance suffers signifi-
cantly if images do not tightly follow the training distribu-
tion. We evaluate the performance of applying Polyblur as a
pre-step before using an off-the-shelf deep network for doing
4x image upscaling. We trained from scratch an EDSR [59]
network with 32 layers and 64 filters using DIV2K training
dataset. We compare against KernelGAN [60] and the Cor-
rection filter introduced in [61]. Figure 10 shows examples of
applying Polyblur before upscaling the image. Table III shows
a quantitative comparison of our approach and the competi-
tors. Polyblur produces the best quantitative and qualitative
results.

VII. CONCLUSION

We introduced a highly efficient algorithm for estimating
and removing mild blur that is ubiquitously present in many
captured images (especially on handheld devices). A parametric
blur kernel is first estimated using simple gradient features that
encode the direction and intensity of the blur. The estimated blur
is then removed by combining multiple applications of the blur

IEEE TRANSACTIONS ON COMPUTATIONAL IMAGING, VOL. 7, 2021

Fig. 10. Image 4x super-resolution using an off-the-shelf deep SISR model
with unknown PSF (EDSR [59]). More results are given in the supplementary
material.

kernel in a well founded way that allows us to approximate the
inverse while controlling the noise amplification. Our method
successfully handles blurs that are reasonably well captured by
an anisotropic Gaussian of standard deviations 0.3-3.0. This
includes small unidirectional motion blur (e.g., shown in Fig. 1
middle panel), lens blur, and slight defocus blur that are very
common in mobile photography. Since we approximate the in-
verse with a low-order polynomial, the algorithm fails gracefully
without introducing jarring artifacts. The most severe failure
case is due to kernel mismatch, in which case the algorithm
either fails to remove all blur in the image, or over-sharpens the
image. The halo removal is designed to handle the latter case
(real example in Figure 6). The current blur estimation is global:
one blur kernel per image. If there is non-uniform (shift-variant)
blur, the algorithm removes the blur common to all regions,
acting conservatively. As future work, we would like to explore
how to extend our method to address stronger and non-uniform
blurs while maintaining the high efficiency of the algorithm. Our
experiments show that, in the context of mild blur, the algorithm
produces similar or better results than other state-of-the-art
image deblurring methods while being significantly faster. The
whole deblurring process runs in a fraction of a second on a
12MP image on a modern mobile platform. Our method can be
used to blindly correct blur before applying an off-the-shelf deep
super-resolution model leading to superior results than other
computationally demanding techniques.
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Fig. 12.  Gaussian blur model calibration. Error in the estimation of o and
o1 (and p).

APPENDIX A
BLUR MODEL VALIDATION AND CALIBRATION

The Gaussian blur estimation presented in Section IV is
based on computing gradient features. To calibrate ¢ and oy,
we proceed as follow. Given a set of 50 sharp high quality
images, we simulate ' = 1000 random Gaussian blurry images,
by randomly sampling the blur space and the image set. The
Gaussian blur kernels are generated by sampling random values
for op € [0.3,4] and p € [0.15,1]. Additive Gaussian white
noise of standard deviation 1% is added to each simulated blurry
image.

Examples of simulated Gaussian blur kernels are shown in
Figure 11. For each of the blurry images we compute the gradient
features according to (11). The parameters c and o}, are estimated
by minimizing the mean absolute error (MAE). The calibrated
parameters are ¢ = 89.8 and 0, = 0.764. Note that the values of
cand o}, are implementation dependent (e.g., the finite difference
scheme used to compute image gradient).

Figure 12-left shows the relation between the inverse of the
estimated gradient feature (i.e., 1/fy) and the simulated blur
kernel o value. Each of the blur points represents one simulated
image. As we can see, sharp images that have very low blur

MSE(6)=0.11 for p €[0.15, 0.29] MSE(8)=0.17 for p €[0.29, 0.43] MSE(6)=0.27 for p €[0.43, 0.57]

1 1 1
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Fig. 13.  Blur model calibration. Error in estimated parameters. Calibrated
parameters are ¢ = 89.8, o, = 0.764.

values (09 < 1) have very similar feature values. The same
analysis holds for the gradient feature at the orthogonal direction,
and its relation to o1 = pog (Figure 12-middle). This validates
our Assumption 1.

Additionally, Figure 12 shows the almost linear relation (with
some spread) between the inverse of the gradient feature 1/ fy
and the blur level og. This is exactly Assumption 2.

Our model contemplates for slight blur that the gradient
operator may have introduced when computing the gradient
features (op). This is further analyzed at the end of this appendix
for a synthetic image.

In Figure 12-right we show a plot of the real p value of the
simulated blur kernel and the estimated one. Although there are
some outliers, the estimation is in general close to the real value
(MSE(p) = 0.121).

Estimation of blur direction 6. The estimation of the blur
direction is done by computing the angle 6 with minimum
gradient feature value in Eq. (11). Figure 13 shows the error
on the estimation of the angle for each simulated blur. As we
can see, the error in the angle is quite low for blur kernels highly
directional (p < 0.5). For large values of p (e.g., p € [0.75,1.0],
the kernels are almost isotropic, and the estimation is inaccurate.
Nevertheless, being almost isotropic, the kernel shape is not
affected by the angle value in this case.

Error metrics on estimated kernel values. The ultimate goal
in blur estimation is to estimate a blur that is close to the real
one. In Figure 14 we present the distribution of two different
error metrics that evaluate the distance between the estimated
kernel and the simulated one directly on the kernel space. The
first metric is the kernel similarity, which is the normalized cross
correlation:

~ 1 ~

m(k, k) = ——— kik;. 18

(1) = i & "
When both kernels are equal the kernel similarity is 1. The
second metric we compute is the /1 norm between estimated
kernel values. To give an idea of the range of both metrics,
we also present the error distribution of the real kernel and
an average kernel.! This shows the estimations are accurate.
Concentric circles: A synthetic example. We generated a

I The average kernel is defined as the isotropic kernel having standard devia-
tion the central value of the simulated range [0.35, 4.0].
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Fig. 14. Kernel error metrics on the simulated data. Top-row shows the
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mid-value on the simulated range (right). Bottom-row shows the histogram of
the ¢; difference between the estimated kernels and the respective ground-truth
one (left), and between the ground-truth kernels and kmean-
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Fig. 15. Blur model on concentric circles (synthetic image).

family of synthetic images with concentric circles at different
distances (controlled by a parameter s € [5, 50|, see Figure 15
a and blurred them with isotropic Gaussian blur of intensity
(0o € [0.3,5]). In Figure 15 b we show the computed gradient
feature (fy) for the different blurry images (different o) on
each simulated pattern (s =5 to s = 50). We calibrated the
blur model (i.e., estimated ¢ and o} values) using the s = 50
synthetic pattern image. The model is highly accurate when the
circular rings are separated enough so the image can be locally
considered a step-edge (s > 20). However, when the concentric
circles are very close (e.g., s = 5), the model is not accurate and
the blur estimation is biased.

IEEE TRANSACTIONS ON COMPUTATIONAL IMAGING, VOL. 7, 2021

Algorithm 1: Gaussian Blur Estimation.

input : image u, q, Nangles> Omax; Omin> Pmax, Pmin
output: Blur parameters: o, p, 0.

// 1. Compute gradient features;
n = Normalize(u, q);
Ug,Uy = ComputeGradient(n, omax);
for i € [0, Nangles) do
U, =1- W/nangles;
Uy, = Ug - c05(V;) — uy - sin(V;);
fw, = Max(Juy, |);
end
Iy = Interpolate({ fv });
fg,eo = Mln(l\p),
fQL ’ GOL = OI'thO(fg, 6o);

// 2. Compute and clamp Gaussian;

00,01 = Regression(fy , fo,) // From Eq. (13);
Clamp(UO, 01, Omaxs Omin)s

p=00/01;

ClamP(P» Pmin > pmax);

For comparison purposes we also fit a purely linear model
that directly maps the inverse of the gradient feature to the sigma
value. The linear model (which is the proposed model with o, =
0)is very close to the proposed model except in low sigma values.
This is because the proposed model takes into account the (very
little) blur o, that the gradient operator introduces, leading to a
more precise estimation.

APPENDIX B
BLUR ESTIMATION IMPLEMENTATION DETAILS

In Algorithm 1 we present the pseudo-code for our estimation
of Gaussian blur. We follow Section 4 to estimate the blur.
As the first step the input image is normalized using quantiles
(g = 0.0001 and 1 — g) to be robust to outliers. From the image
gradient (u,, u, ) we compute the directional derivative at nangles
(usually nangles = 6) uniformly covering [0, 7). The maximum
direction of the magnitude for each sample angle is found.
Among the 1ny1es maximum values, we find the minimum value
and angle (fo, o) through bicubic interpolation. Using Eq. 13
we compute g and o7 (and compute p = o1 /0¢).

The gradient features can be efficiently computed in parallel
not just between different angles but also between each different
pixel. Computing the maximum can be represented as a gather
operation that can be optimized using shared memory and tiling.
Within our pipeline this represents around 40 — 53% of the com-
putation, this comes from the fact that we compute a maximum
magnitude 7ngles times.
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