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Simultaneous Multifrequency Demodulation for
Single-Shot Multiple-Path ToF Imaging

Peyman Fayyaz Shahandashti
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Abstract—Indirect Time-of-Flight (iToF) sensors measure the
received signal’s phase shift or time delay to calculate depth. In
realistic conditions, however, recovering depth is challenging as
reflections from secondary scattering areas or translucent objects
may interfere with the direct reflection, resulting in inaccurate
3D estimates. We propose a new measurement concept including
a single-shot on-chip multifrequency demodulation method with
periodically-repeated ultrashort-pulsed illumination using a novel
pixel array architecture to address a main limitation of conven-
tional iToF, the Multi-Path Interference (MPI). Due to the careful
hardware/software codesign, the proposed single-shot architecture
provides close-to-optimal Fourier measurements to a spectral es-
timation algorithm that retrieves the unknown parameters of the
interfering return paths in a closed form. Electrical simulations
of the on-chip multifrequency demodulation circuit demonstrate
the feasibility of distance retrieval in double and triple bounce
conditions in a single shot with high accuracy. Furthermore, we
propose a set of methods for processing the resulting sensor mea-
surements that exploit valuable a priori information and structural
constraints of the data and observe that they yield a substantial
increase in accuracy.

Index Terms—CMOS image sensor, depth image sensor, macro-
pixel, multifrequency demodulation, multipath interference,
single-shot, spectral estimation, time-of-flight.

I. INTRODUCTION

N CONTRAST to typical digital cameras, which produce
2D images, ToF sensors capture 3D images, where the third
dimension is the depth or distance [1], [2]. ToF sensors rely on a
simple idea, albeit complex to implement: time and distance are
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linearly related [3]. While optical ToF sensors are a relatively
recent phenomenon, other ToF systems, such as radar, sonar, and
seismic technology, have been used for many years.

The ToF approach is based on the time difference between
the emitted and reflected signals. Since the time delay is related
to the distance, measuring the ToF is equivalent to measuring
the object’s range. Even though ToF systems can be based
on pulse waves, commercial products are mostly based on
continuous wave demodulation [4], in which the light source
intensity is modulated at radio frequencies (tens to hundreds of
MHz). The sensor measurements allow for estimating the phase
shift between the emitted and reflected signals. The modulation
frequency converts phase into a time delay and the speed of light
to convert time delay into distance [5], [6]. This method, known
as amplitude-modulated continuous wave (AMCW) ToF, attains
a sufficient signal-to-noise ratio (SNR) by integrating over many
modulation cycles.

In recent years, substantial efforts have been made toward
the coherent codesign of the image sensor and signal/image
processing in the growing field of computational imaging, [7],
[81, [9], [10]. However, to a great extent, it has been primar-
ily limited to 2D scenes, despite the fact that capturing 3D
information of a scene provides novel capabilities that can be
used in many applications, such as autonomous driving, mobile
robotics, industry, and augmented and virtual reality. Therefore,
combining the circuit design and signal processing perspectives
is essential to overcome challenges in ToF imaging that neither
sophisticated circuits nor algorithms alone can tackle, such as
the MPI problem.

MPI occurs due to inter-reflections in the scene, causing
objects to be illuminated by both direct and indirect illumination,
as shown in Fig. 1. Because of this superposition of two (or
more) phase-shifted signals, the camera produces an incorrect
measurement, which can result in considerable depth and am-
plitude errors. Although many topologies have been proposed
in pixel design for overcoming today’s challenges in iToF, like
background light [11], [12], motion artifacts [13], and limited
speed [14], no architecture has been designed for acquiring
optimal measurements to solve the MPI problem.

On the other hand, from the signal processing point of view,
an active field of research deals with MPI [15], [16], [17].
Reliable depth estimation under MPI conditions has been ad-
dressed comprehensively in the iToF literature; nonetheless, it
is still one of the main challenges in this technique [18], [19],
[20], [21]. Resolving MPI generally requires formulating an

© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see
https://creativecommons.org/licenses/by/4.0/


https://orcid.org/0000-0002-4253-2246
https://orcid.org/0000-0002-8218-8945
https://orcid.org/0000-0003-0078-0425
https://orcid.org/0000-0002-9895-9839
https://orcid.org/0000-0001-5218-0822
mailto:peyman.fayyaz@usc.es
mailto:p.lopez@usc.es
mailto:victor.brea@usc.es
mailto:daniel.garcia.lesta@usc.es
mailto:heredia@zess.uni-siegen.de

SHAHANDASHTI et al.: SIMULTANEOUS MULTIFREQUENCY DEMODULATION FOR SINGLE-SHOT MULTIPLE-PATH TOF IMAGING 55

Direct Path Indirect Path

(a) Measured
1

Glass

Wall

Source
* ,\_/>

S m=—-——

(b) Measured Corner

Fig. 1. Examples of Multi-Path Interference (MPI) scenarios where the sensor
receives light from various reflections. The estimated depth from the conven-
tional approach in these cases is erroneous.

appropriate mathematical model of the phenomenon and a sep-
aration method to disentangle the interfering bounces. Many
solutions have been proposed to mitigate MPI that do not need
hardware modifications but mostly at the cost of many frequen-
cies or dense temporal sampling [22], [23], [24], [25].

This work presents a joint hardware/signal processing code-
sign approach to tackle the MPI problem in iToF imaging for the
first time. The proposed system can reduce computational costs
and memory requirements, increasing speed and enabling real-
time MPI solutions, which is crucial for various applications,
including autonomous driving and robotics. From the signal
processing perspective, the key novelty is the introduction of
a unified pipeline that takes the single-shot raw data from the
sensor as input, where a complete image or frame is captured
in a single exposure or acquisition and delivers an independent
depth image per interfering path. We use the measurements to
estimate the lowest-frequency Fourier coefficients of the scene
response function, which can be ideally modeled as a train of
Dirac delta functions in the reflective MPI case. Crucially, for the
reflective MPI model, it follows that the optimal measurement
space is the Fourier space [26], [27]. Besides, we propose data
refinement methods to improve depth estimation accuracy.

On the other hand, from the hardware perspective, the key
novelty is the design of an iToF sensor architecture specifically
designed to deliver the best possible measurements for inverting
the reflective MPI problem. We propose a single-shot multifre-
quency approach to deal with MPI under different conditions.
Conventional multifrequency methods rely on acquiring con-
secutive scene samples at different frequencies with the con-
sequent frame rate reduction. The single-shot multifrequency
ToF sensor proposed here can deliver Fourier measurements
with minimal harmonic distortion. This is achieved by cluster-
ing groups of neighboring ToF pixels, each modulated with a
different frequency, forming macro-pixels [28]. Increasing the
macro-pixel size allows more raw data at different frequencies
to be acquired in a single frame. On the other hand, owing
to recent advancements in process technologies, a reasonable
increase in the resolution of ToF imagers has been achieved
(e.g., 1 Mpix sensor with 3.5 pm pixel pitch in [29]). Therefore,
even though implementing macro-pixels results in lower spatial
resolution, state-of-the-art technologies can obtain a reasonable
performance. The conceptualized idea resembles the utilization
of RGB color filters in 2D imaging. Performance evaluation
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Fig.2. Conventional multifrequency measurement (a) and simultaneous mul-
tifrequency demodulation concept (b). An array of macro-pixels, including 16
subpixels (magnified area), is shown. The proposed iToF imaging setup with
multifrequency demodulation and impulse illumination (c).

is conducted using standard electrical simulation tools. The
proposed codesign is compared to the state-of-the-art methods,
including related methods leveraging sparsity (such as [18]) and
deep learning approaches.

The work is organized as follows: in Section II, the sensor
architecture is presented, while the depth retrieval algorithm and
data refinement methods are explained in Sections III and IV,
respectively. In Section V, experimental results and comparison
with prior works are provided. The main conclusions of the work
are summarized in Section VI.

II. IN-PIXEL SIMULTANEOUS MULTIFREQUENCY
DEMODULATION

The first part of this section is dedicated to the array ar-
chitecture (macro-pixel grouping), which enables the desired
multifrequency demodulation, and the second part deals with
the pixel architecture and the readout stages.

A. Simultaneous Multifrequency Demodulation

Two significant challenges hinder the possibility of real-time
multiple-path ToF imaging. First, regarding the hardware imple-
mentations, the raw images taken at different frequencies need
to be acquired sequentially, like in Fig. 2(a), whereas the number
of required frequencies will increase linearly with the number of
interfering paths. Second, most sparse retrieval algorithms are
too slow in signal processing to work at an acceptable frame
rate without resorting to neural network inference. To overcome
these issues, we propose an iToF sensor architecture specifically
designed to deliver undistorted Fourier measurements in a single
shot that can be used to solve the inverse problem due to MPI in
a closed form.
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(a) Circuit Diagram of Lock-in Pixel and Sensor Architecture

Fig. 3.
acquisition (b).

Fig. 2(b) shows the single-shot multifrequency acquisition
architecture proposed in this paper, which can be achieved
by grouping several ToF pixels into a macro-pixel [30]. Each
pixel shown in the magnified macro-pixel has a different de-
modulation frequency, fy, which is an integer multiple of f,
the base modulation frequency (f; = {{fo}5=1%). These pixels,
connected to different control demodulating signals, are called
subpixels. This concept can be implemented with architectures
that allow a programmable number of sub-pixels, e.g., up to 16
sub-pixels in this work. As aresult, the arrangement of sub-pixels
can be altered or modified to suit specific requirements or design
considerations.

In addition, the measurement setup in Fig. 2(c) is considered.
As seen there, it consists of a modulated illumination signal
(LED or laser), a scene that reflects the light, and a ToF sensor
that demodulates light echo. Single-shot multifrequency oper-
ation requires sufficient frequency spread in the illumination
waveforms. We obtain this using a sharp light pulse that closely
emulates a Dirac delta function. The pulse is periodically re-
peated during the exposure time to gain SNR. The received
light’s amplitude decays and is phase-shifted with the distance to
the target. As mentioned, most conventional ToF systems operate
with sine wave modulation. Generally, these systems are homo-
dyne, meaning the pixels demodulate at the same frequency as
the modulated light source. In our approach, each subpixel can
demodulate at a different f, frequency, achieving close-to-zero
harmonic distortion by implementing a resonant circuit at the
desired frequency for each control signal, taking advantage of the
intrinsic capacitance of the control gates and adding an inductor
of adequate value [31], [32]. Thus, simultaneously acquired
undistorted Fourier measurements at various frequencies are
provided, as intended.

B. ToF Pixel Architecture

Typically, an iToF sensor works with two accumulation re-
gions, called floating diffusion (FD) nodes, in each pixel to
demodulate the photogenerated signal. The lock-in pixel ar-
chitecture is commonly used in iToF imagers [33]. Different
designs for lock-in pixels have been proposed, such as the
Photonic Mixer Device (PMD) [34], lateral electric field charge

(b) Timing Diagram

Circuit diagram of the 2-tap pixel, the system architecture of the proposed iToF sensor (a), and the timing diagram of the system for image

modulator [35], current-assisted photonic demodulator [36], and
gate assisted photonic demodulator [37].

Fig. 3(a) depicts a circuit diagram of the two-tap lock-in
pixel with a symmetrical active pixel sensor structure and the
system architecture of the iToF sensor [31]. Each pixel con-
sists of a 4 um x 4 ym Pinned Photo Diode (PPD), transfer
gate (TG) transistors, diode-switched transistors performing
anti-blooming, global shutters (GS), reset switches, source fol-
lowers (SF), and row-select transistors [14]. Current sources
are connected to two-tap pixel outputs, COL4 and COLg, for
the biasing of the source followers. The system architecture
highlights the configuration of the main blocks of our proposed
system. The Column Filtering Stage (CES) is placed in each
column to filter and measure the voltage difference of the outputs
(COL4 and COLpR), AV. The outputs of the CFS are directly
connected with a capacitive feedback amplifier circuit in the
Double-Delta-Sampling (DDS) stage. The final outputs of the
system are V = AAV, where Vj is a DC offset and A is the gain
of the amplifier. The system consists of an array of 128 x 128
pixels, the CFS, and the DDS stages. It has an array-shared
modulating signal generator, row and column control circuits,
and driver circuits [38].

Fig. 3(b) illustrates the timing diagram of the iToF pixel
proposed in this work. The operation procedure starts with
the pixel reset by setting the FD nodes to a specific value.
The next step is pixel demodulation, in which the gates of
the TG transistors start to demodulate. At the same time, they
are synchronized with the light illumination (i.e., demodulating
with 0° and 180° phase shift with respect to the emitter) so
that the photo-generated electrons in the PPD are transferred
to the corresponding FD during the exposure time. During this
time, the voltage of both FDs starts to drop proportionally to
the number of electrons they accumulate. The GS signal is ON
during the exposure time to ensure that all pixels’ measure-
ments are synchronized. The final output is buffered by the SF
and stored on its source, ready to be read to the output lines
through row-select transistors. The final step is the readout,
accomplished by sequentially reading the outputs of the pixels
per row, repeating this as many times as the number of rows.
To assess the performance and functionality of the proposed
hardware architecture, we have conducted not only nominal but
also post-layout electrical simulations using commercial CMOS
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technology design kits. These simulations faithfully emulate the
real operation of the 3D imager by taking into account offsets,
nonlinearities, charge injections, and cross-coupling effects as
well as parasitic capacitances, resistances, and other non-ideal
effects caused by the physical implementation of the system [31],
[38].

III. MEASUREMENT MODEL AND DEPTH RETRIEVAL
ALGORITHM USING MULTIFREQUENCY MEASUREMENTS

In this section, the measurement model of iToF systems, as
well as depth retrieval and accuracy improvement algorithms
based on multifrequency measurements, will be presented.

A. Baseline Model

In iToF, the distance map of the scene can be calculated with

p _ ¢

= —_= C— tzi
dnf C20 M T onp

(D

where d is the distance, cis the speed of light, ¢ is the phase shift,
f is the modulation frequency, and ¢ is the time delay. Phase
ambiguity limits the total detectable distance range, inversely
proportional to the base modulation frequency. For example, at
4 MHz, a range of 37.5 m can be unambiguously achieved. In
the light echo signal, besides the phase, ¢, two more parameters
are unknown in the incoming signal: amplitude and offset.
Therefore, a single measurement is insufficient to recover the
phase information, and at least three measurements are needed to
calculate a distance. Usually, four samples are measured, known
as the Four Bucket Method [4], [39], corresponding to applied
phase shifts of 0, 7/2, 7, and 37 /2. These four measurements
can be acquired in two cycles in a two-tap lock-in pixel structure.
In the baseline mono-frequency approach, the phase shift can be
calculated by,

2

$ = arctan <m<3ﬂ/2> - sz)) |

m(0) — m(m)

where m(0) tom(37/2), asin (6), are proportional to the number
of accumulated photo-generated carriers in each tap of the pixel
(OUT4 and OUTg in Fig. 3(a)) during the exposure time (fexp).
This method works well for single bounces but cannot resolve
MPI because using a single modulating frequency means that
the “bandwidth” of our measurements in the frequency domain
is zero, and thus, more than one target can not be distinguished
from a single resultant target in the range domain. Consequently,
in AMCW ToF, the depth estimation from phase measurement
suffers from MPI and ambiguity or phase-wrapping issues.
Hence, a desirable phase estimation algorithm should jointly
correct for any distortions and phase-wrapping.

In the following, we provide a general sensing model for
the ToF imaging system, shown in Fig. 4. As mentioned, we
consider an illumination pulse with a very low duty cycle,
ideally a Dirac delta function. This allows for attaining high
SNR while complying with eye safety regulations. Therefore,
the illumination function ¢(¢) that interacts with a scene can be

Instrument Response
Function (IRF)

h(t)
Reflected Correlation
Scene Signal (—w Measurements
Response ADC

i(t) Function r(t) L ‘ m(t)

Block Diagrm of iTOF System

lllumination
Signal

Control Signals

e(t)

Fig. 4. Block diagram of the mathematical model of iToF system.
modeled as,
Q
i(t) = o(t—ql), T=1/f, 3)
q=0

where the number of impulses, @, is texp /T. The emitted light
will be reflected from the scene according to a scene response
function that, for a single path, can be modeled as

c
h(t) = aé(t — td), d= itd. (4)
The aim is to estimate the amplitude, a, and 4. The reflection
function, r(t), which represents the back-reflected illumination
from the emitter, can be modeled as the convolution operation
between the illumination and scene response function,

Q

r(t) = (ixh)(t) =a) 6(t—ta—ql)). 5)

q=0

Finally, the sinusoidal demodulation control signal, ¢(t) =
cos(wt), synchronized with the illumination signal, is applied
to the TG transistors in Fig. 3(a). As a result, the obtained mea-
surements m(7) are discrete samples of the cross-correlation
between the reflected signal and the demodulation control signal
applied to the pixel,

m(7) =c(t) @r(t) =c(t) ® (i *xh)(t) = (i ® ¢) * h(t)
¢ € [0,2m), (6)

where ¢ = wty = 2dw/c is the frequency-dependant phase.

In reality, the sinusoidal hypothesis does not hold. The mea-
surements are samples of a scaled and shifted Instrument Re-
sponse Function (IRF), which models the aggregated electro-
optical behavior of the iToF system, including the low-pass
effect of the electronics, the rising and falling times of the
light emitters, and inner multi-path effects in the lens system.
In this work, we consider a realistic IRF model arising from
electrical simulations, which introduces frequency-dependant
scaling and phase-shifting in (6). The effect of the IRF can be
counteracted by an element-wise calibration in the frequency
domain equivalent to deconvolution in the time domain.

As mentioned, to estimate parameters ¢ and a, four samples
are typically taken atwr = [0, Z, 7, 2]. For a given modulation
frequency, these four measurements are enough to form the
complex number,

X = cos(@) — jsin(¢)
= (m(0) — m(m)) + j (m(37/2) — m(x/2)). (T)

= acos(wr — ¢) + b,
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where measurements m(0) to m(3m/2) are exactly the measure-
ments used in (2). These measurements form Fourier coefficients
of the scene response function.

B. Multipath Measurement Model

The previous formulation can be extended to account for MPI.
In this case, the scene response function takes the form of a
P-sparse filter,

d
t = 2%, (8)
C

P

h(t) = apd(t —ty),

k=1
where t; and dj are time delay and distance in the case of
multiple paths, and P is the number of optical paths. Therefore,
with the same illumination function i(¢), the reflection function
can be formed:
P Q

r(t) zzz:ak&(t—tk—qT). 9)

k=1 q=0

In (9), r(t) is a weighted sum of impulses with varying time
shifts (time delays). The interaction between the reflected signal
and the ToF sensor results in the measured signal m,. Hence,
the measurements take the form
P
me(T) = Zak cos(weT — o) + b, . = wety,
k=1

(10)

where ¢ is the frequency index for the multiple measurements,
taken at different modulation frequencies (wy = fwg). For a
certain modulation frequency, four measurements are enough
to form the complex number,

P
1 JjweT —Jwety
ngie ‘ g ape 7t
k=1

P
1 .
= e > ak(cos(wety) — jsin(wety)). (1)
k=1
The Four Bucket method provides an estimate of the phasor in
(11) from the measurements,

X¢ = (me(0) — me(m)) + j(me(3w/2) — my(w/2)), (12)

where the measurements my(0) to mg(3w/2) are exactly the
same as measurements in (2), but for different frequencies.

C. Depth Retrieval Algorithms Using Multifrequency
Measurements

Fig. 5 shows the real part of the scene response function in
the Fourier domain for representation simplicity for the case of
three bounces. As seen, three different response functions, one
for each time delay, are obtained at ¢, ¢5, and ¢3, each repre-
sented with a complex phasor. In the Fourier domain, the sensor
measures the sum of the three sinusoids from the three phasors.
Ideally, sampling more points (Fourier coefficients) from the
sum figure (sum of sinusoids) results in a more accurate retrieval
of the multipath parameters, but with the cost of speed and power
consumption. Hence, the idea is to take as few measurements as

IEEE TRANSACTIONS ON COMPUTATIONAL IMAGING, VOL. 10, 2024
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Fig. 5. Scene response function of the ToF system in the time (left) and the
real part of Fourier (right) domains: the individual harmonic constituents arise
from the three individual bounces and the composed result (purple figure).

possible on the sum curve, allowing us to calculate time delays
with reasonable accuracy.

MPI in frequency-domain ToF mode can be reinterpreted as a
spectral estimation problem consisting of recovering the param-
eters of a sum of complex exponentials from noisy samples. In
the following, we will outline two fast procedures to recover MPI
components from multiple frequency measurements to recover
depth, namely the Matrix Pencil, [4], [40], and the Inverse
Discrete Fourier Transform methods (IDFT) [41].

The matrix pencil method is a non-iterative algorithm of a
parametric nature, yielding a high-speed execution. Instead of
the standard sparsity-promoting ¢; regularization strategy, this
parametric model estimation approach uses a sparsity assump-
tion translated into a matrix rank constraint in a Toeplitz matrix.
This yields a closed-form, non-iterative solution to the multi-
path estimation problem in contrast to iterative optimization
strategies, which might have problems with convergence and
require much more computation time. The algorithm requires
2P nonzero frequency measurements (2P + 1 including the
zero frequency) to recover P bounces.

The factor 2 in the 2P + 1 accounts for positive and negative
frequencies, while the negative frequencies can be retrieved from
the positive ones in (12) by simple conjugation, provided that
the scene response function is a real function. Thus, without
model mismatch or noise, P paths can be retrieved from P
measurements at P different nonzero frequencies. The algorithm
scales to any modulation frequencies and interfering paths,
where the number of detectable paths is only limited by SNR
and modulation frequency bandwidth.

Our second approach uses the most basic spectral estimation
tool, which is the Fourier transform. This method allows us to
have rapid and straightforward 3D depth formation by means
of the IDFT. To improve the accuracy, instead of typical IDFT
calculation, the normalization factor can be increased, resulting
in a higher number of discrete steps in the time domain, resulting,

ANy
T, = Z NXEGJQTr(Efl)n/N ;
{=1

13)

where n is a running index on the time domain, N is the number
of steps in both domains, X, the vector of measurements as
in (12), and N’ = A x N is the number of samples in the time
domain, where A is the “super-resolution factor,” i. e., the ratio
between the number of measurements in the time domain and the
number of measurements in the frequency domain. Therefore,
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in the case of a single (left) and double bounces (right).

more points in the target domain (time domain in this case) can
be generated. The optimum value of A is the value beyond which
the accuracy no longer improves. At this point, the result is no
longer limited by the grid resolution, and refining the temporal
grid is futile. The effect of A on the retrieved distance error
has been studied in our previous work [41]. Here, A = 1000 is
selected in most of the computations, a relatively good trade-off
between speed and accuracy.

The magnitude of the z,, in (13) will show a single peak in
the time domain in the case of a single bounce and secondary
peaks when having more than a single bounce. These peaks are
exactly where the Dirac delta function was in the scene response
function. Since time and frequency are interrelated by the Fourier
transform, the time delay value corresponding to the location
of the detected peak in the time domain can be calculated. By
estimating the time delay, the distance can be directly recovered
from (1). Fig. 6 shows the magnitude with respect to the distance
of the 16 frequency measurements after IDFT in the case of
single (left) and double bounces (right). The targets are assumed
to be at 11.4 m in the single bounce and 3.25 m and 7.5 m in the
double bounce. As can be seen, the main peaks of the magnitude
correspond to the position of the targets.

IV. DATA REFINEMENT

Here, we propose data refinement strategies to improve ac-
curacy by minimizing the signals’ residual harmonic content
and noise. The methods integrate valuable information (e.g.,
low rank, Toeplitz structure, depth statistics, etc.) within the
signal processing pipeline. The more a priori information is used,
the more the solution space is restricted, thus counteracting the
effect of disturbances and noise.

A. Self-Compensation

The main idea of this method is to use the measurements
obtained at all frequencies to cancel out the possible distortion
present in the measurements at each of the frequencies. This is
a flexible procedure that can compensate for systematic effects
such as harmonic distortion and can be carried out through a
calibration process. The ideal model of measurements can be
presented as follows,

X;—®,F, XcC ReC decCY t<n (14)

where @7 is the partial Discrete Fourier Transform (DFT) matrix
at chosen frequencies and R is a sparse vector of reflectivities.

The real model is:

X, = o,R, (15)

where @, is the set of distorted complex sinusoids at chosen
frequencies, affected by harmonic distortion, obtained from
measurements or realistic simulations. The objective of Self-
Compensation (SC) is to cancel the harmonics of measurements
in a simple linear fashion, which means to retrieve )71) from )72
utilizing a linear operator or compensation matrix:

_>

X, =CX,=C,B, (16)

where C' € C% s the compensation matrix. On the other hand,

= =
X]:X[<:>C(I34:(I)],

A7)
Therefore,
CO,P," = 0;9,%, (18)
Hence,
C =010 (0") ! = 012, (19)

where ® f is the Moore-Penrose Pseudoinverse of ®,.

B. Self-Compensation With Probability Density Function

In order to give more importance to the depth locations where
depth appears more often in reality (based on the system), the
self-compensation method can be modified with a weighting
matrix. This focuses on reducing distortion over those domain
areas that are statistically most relevant. It is important to note
that this approach relies on a priori scene knowledge and does
not apply to scenarios where this does not hold. The diagonal
weighting matrix, W, can be calculated from the Probability
Density Function (PDF) of the system with respect to the
distance:

Wi = f(dppr),

where f is a sublinear function, such as the square root (adopted
in the experimental validation) and dppg is the empirical PDF.
More probable depths are weighted more heavily, and close-to-
zero probability values (e.g., lower than 10~*) are masked. The
new compensation matrix can be formed as,

C =, Wd*(®,WD*) L.

(20)

21

C. Cadzow Denoising

The Cadzow Denoising algorithm forces the Toeplitz matrix
formed with the vector of measurements to be both low-rank and
preserve the Toeplitz structure. The algorithm runs a predefined
number of iterations with two sequential steps, forcing first
the desired rank and later the Toeplitz structure. Algorithm 1
presents the Cadzow iterative denoising method implemented
in this work, which follows the procedure outlined in [42]. The
algorithm’s input is the Fourier coefficients obtained from the
measurements of our iToF sensor as in (12). First, it builds a
rectangular Toeplitz matrix (1) from the vector of Fourier coef-
ficients in the first row and column of 7" and repeats them along
diagonals. Then, it performs a Singular Value Decomposition
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Algorithm 1: Cadzow Denoising.

Data: The Fourier coefficients {X[}ﬁzEL
Result: {X;}ZEL

1 for 15 iterations do

Trowr < flip(Xe(1: L+ 1));

Teonn — Xo(L+1: end));

T + Toeplitz(Teor1, Trowt )s

[U, S, V]« SVD(T);

T «US'vT // most significant
diagonal elements of S

for i =0 to L do

8 L Trow1 (i + 1) < meang (T (k, k + 1));
9 Tcoll(l) — Trowl(l);

10 for j =1to L do

1 L Teot1(j + 1) + meang(T'(k + 4, k)) ;

2| XL+ 1) Bip(Tou):

13 X, (L+1:end) < (Teon)s

A v B W N

2

(SVD) of T and approximates this matrix by retaining the largest
eigenvalues. Finally, it converts 7" again into a Toeplitz matrix
via diagonal averaging and constructs a denoised approximation
X of X,.

V. RESULTS AND DISCUSSION

In this section, we present the results of a series of experiments
focused on evaluating the performance of the proposed joint
design of the sensor architecture and a depth retrieval algo-
rithm. We performed a series of electrical simulations under
different conditions to demonstrate the concept of acquiring
single-shot multifrequency demodulation for single, double, and
triple bounces. Despite our system being optimized for solving
the reflective MPI problem, its ability to mitigate the effect of
diffusive MPI is also demonstrated. The base frequency modu-
lation is fy = wg/2m = 4 MHz, while the other subpixels reach
up to 64 MHz for the sixteenth frequency (4 MHz increment).
The integration time in simulations is 50 us, the pulse width of
the illumination signal is 5 ns in all simulations, and its repetition
frequency is equal to the base frequency (2% duty cycle). The
pulse widths of the order of nanoseconds are feasible to im-
plement considering the state-of-the-art commercially available
illumination drivers and Vertical Cavity Surface Emitting Lasers
(VCSEL).

Fig. 7 illustrates the electrical simulation results of the voltage
difference between the pixel’s taps, AV, for the first subframe,
showcasing the ability of the system to provide quasi-sinusoidal
correlation measurements with low harmonic distortion. The
system’s output corresponds to samples of the cross-correlation
function between the incoming illumination signal and the
demodulation signals controlling the gates. The demodulating
signals were fixed to perform this simulation while the illumi-
nation signal was time-shifted. As expected from (10), since the
illumination is an ultrashort-pulsed signal, the cross-correlation
function must be a sinusoidal function, as demonstrated in Fig. 7,
as opposed to existing ToF systems (cf. Fig. 3 of [43]).
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Fig. 7. Electrical simulation results showing the nominal output voltage

difference as a function of the time delay for each subpixel.
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Fig. 8. Measured depth error with the baseline, matrix pencil, and IDFT
methods for a single bounce.

A. Single-Bounce Depth Retrieval

The circuit implementation in the simulation setup of our
iToF system is based on Fig. 3. The illumination is a low-
duty cycle pulse, and the demodulation control signals at
the transfer gates TGy and TGp are clean sinusoidal sig-
nals thanks to the resonant demodulation technique from [31].
To investigate the system’s functionality and verify the va-
lidity of the mathematical models, a macro-pixel consisting
of 16 subpixels is designed and integrated into a full iToF
array.

Fig. 8 depicts the error estimated over the whole possi-
ble range of 0-37.5 m with the three methods introduced in
Section III using the electrical simulations of the proposed
ToF architecture. The extracted error values of matrix pencil
and IDFTs, taken from 16 frequencies, are indicated. As can
be seen, the matrix pencil and IDFT methods outperform the
classical four-phase baseline algorithm in the single-path case
thanks to the combination of measurements at different frequen-
cies. Leveraging measurements at different frequencies allows
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Fig. 9.
methods. All scales are in meters.

TABLE I
COMPARISON OF DISTANCE RMSE VALUES WITH DIFFERENT NUMBERS OF
FREQUENCY MEASUREMENTS

# Frequencies 1 2 4 8 16
Matrix Pencil | 27.74 | 13.79 | 331 | 2.65 | 1.58
RMSE (cm) IDFT 26.72 | 1135 | 381 | 2.62 | 1.41

annihilating the wiggling effect since harmonic frequencies
contribute to the estimation instead of disturbing it, as would
be the case under the classical mono-frequency hypothesis. The
baseline approach uses only the base frequency (f = 4 MHz),
while the matrix pencil and IDFT use multifrequency in a single
shot. The overlaid plot shows a magnification of the results for
the matrix pencil and IDFT methods. While the performance of
the matrix pencil and IDFT are very similar, the matrix pencil
is faster in the case of A = 1000, and it is slower in the case
of A = 100. This illustrates that, as explained in Section III, the
IDFT method can trade accuracy for speed.

Additionally, the effect of the number of frequency measure-
ments on the accuracy has been investigated. Table I compares
the matrix pencil and IDFT methods’ accuracy with differ-
ent frequency measurements. The RMSE is measured for 200
equally separated target locations over the range of 0-37.5 m
with {2¢}9=¢ measurements obtained using the depth retrieval
algorithms. As expected, the error is reduced by increasing the
number of frequency measurements. It is worth noting that while
RMSE values for matrix pencil and IDFT are reported in the
case of 16 frequency measurements in Fig. 8, the RMSE of all
three methods is very close in mono-frequency measurement,
where the baseline approach is the fastest and IDFT (with
A = 1000) is the slowest. Adding more measurements at higher
frequencies helps but to some limits. A performance decay is
anticipated at some point, especially when adding measurements
at frequencies approaching the overall system bandwidth.

To compare these methods in more detail, the system’s mea-
surements are tested against the iToF2dToF 3D image dataset
provided in [44]. The ground truth of two different scenes from
the dataset is selected. Fig. 9 plots the original RGB images,
the ground truth, and the retrieved depth errors using the three

Scenes and their ground truth from the iToF2dToF dataset and their corresponding depth errors with the baseline, matrix pencil, and IDFT depth estimation

TABLE II
COMPARISON OF DISTANCE RMSE VALUES OF THE BASELINE, MATRIX
PENCIL, AND IDFT METHODS

Paths Retrieved Distance RMSE (cm)
Baseline  Matrix Pencil  IDFT

One 17.04 1.39 1.27
Two Ist - 2.24 2.74
2nd - 15.31 103.5

Ist - 2.12 1.93

Three  2nd - 17.92 24.3
3rd - 26.57 35.45

methods considered in this work. The measurement steps are
adjusted using linear interpolation to solve the grid mismatch
between our electrical simulation results and the ground truth
from the iToF2dToF dataset. Then, the depth is recovered with
the proposed methods for each pixel. As can be seen, the ma-
trix pencil and IDFT show great performance compared to the
baseline method, which shows poor performance in some parts
(e.g., in the corner of the top image). The actual values of the
RMSE of the top image can be found in Table II.

B. Reflective MPI: Two-Bounces Depth Retrieval

In reality, several reflections with different phase shifts can
reach the pixel. Consequently, the measured voltage drop in
the pixel, proportional to the accumulated charges during the
exposure time, includes the sum of all these reflections. The
retrieved phase shift under mono frequency assumptions, there-
fore, is erroneous. To demonstrate the capability of our proposed
single-shot multifrequency architecture against the reflective
MPI problem, we have performed electrical simulations for the
case in which two bounces are received simultaneously.

Fig. 10 provides plots of the retrieved distance errors ob-
tained using the matrix pencil and IDFT algorithms described in
Section III for the two-bounces case. Simulations were carried
out by fixing the first bounce at relatively close (1 m) and long
(4 m) distances and shifting the position of the second bounce.
In addition, different ratios of illumination signal amplitudes
for the first, a;, and second, a; bounces were considered. Since
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Fig. 10.  Retrieved distance errors of the electrical simulations with the matrix
pencil and IDFT methods in the presence of two bounces. The measured depth
errors of the second bounce are shown for different amplitude ratios with respect
to the first bounce. The first bounce is fixed at a constant distance of 1 m and 4 m
for the first (a) and second (b) sets of experiments, respectively. The retrieved
depth RMSE values (scales in centimeters) for the first bounce are also included
in the figures, denoted as RMSE; .

the distance error reduces with increasing the frequency mea-
surements, as shown in Table I, only depth, retrievals from 16
frequencies (the best case) are calculated in Fig. 10. As can
be seen, the proposed system can retrieve the distance in the
presence of the second bounce in a single shot. Even though
the super-resolution factor is selected to be relatively high in
the IDFT method (A = 1000), unlike the single bounce case, the
matrix pencil is more accurate when dealing with MPL

Here, we take advantage of our realistic electrical simulations
to answer two critical questions: the minimum detectable illu-
mination power and the minimum and maximum recoverable
range for the second bounce. Different ratios of a; to ay are
considered, and the retrieved depth from the outputs of electrical
simulations is tested. The distance can be recovered perfectly
from the system until as is 5% of a;. Below this ratio, errors in
some ranges are observed. To answer the second question, we
repeated the same simulations where the first target is fixed at
1 m and the power of the second bounce is 1/8 of the first one.
The minimum and maximum distances that could be retrieved
for the second bounce were 2 m and 37.5 m for the matrix pencil
method. Also, the distance of the first bounce (1 m) is correctly
recovered when the second bounce is placed between 2-37.5 m.
Therefore, the distances in the matrix pencil method can be
accurately recovered when the targets are at least separated 1 m
from each other. In the IDFT method, while the first target’s
distance (1 m) can be retrieved in the whole range (similar to the
main peak in the right diagram of Fig. 6), the second distance can
be only recovered from 3.5 m to 17 m. Even in this range, some
distances can not be recovered. The problem with the IDFT in
MPI recovery is that for some locations of the second target, a
virtual secondary target arising from constructive interference of
side lobes becomes dominant and appears at the wrong location.
Apart from its lower accuracy, this is a problem that may indeed
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happen in practice and one of the reasons why IDFT may not be
very robust. More frequency measurements are needed for the
IDFT method to perform more accurately.

For clarity, two scenes from the iToF2dToF dataset have
been used by artificially adding another bounce at a distance
of 1 m in some areas. These areas are marked with a red
rectangle in Fig. 11 and all the pixels in this area are deep
green, which represents 1 m distance. Fig. 11 shows images
of the ground truth for the first and second bounce and the
recovered depth with both methods. Please note that the back-
grounds, which are the unmarked areas with single depth,
are recovered from the single bounce simulations and are
depicted in both images. As can be seen, the matrix pencil
method outperforms the IDFT in the two-paths case. The ac-
tual values of the RMSE of the top image can be found in
Table II.

To compare the computational time and the accuracy of the
two methods, Fig. 12 provides plots of the Mean Absolute
Error (MAE) of the distance to computational time in single
(left) and double bounce (right) cases. While the MAE and
computational time of the matrix pencil method are constant,
these two parameters are in a trade-off that depends on the X
in the IDFT method. While the IDFT method can be a perfect
candidate in a single-bounce depth recovery, the matrix pencil
method performs better than the IDFT in MPI. Even though
detecting the first target in MPI is the main goal in several
applications, and the IDFT method might be interesting where
the speed can be traded for accuracy, the matrix pencil shows
superior results for the same computational budget results.
Therefore, the matrix pencil is a stronger candidate for our
codesign.

To measure the matrix pencil’s robustness to noise, simula-
tions were performed on the proposed algorithm using ideal
outputs from the system (clean sinusoidal shapes) as inputs
of the algorithm. In contrast to the other evaluations in this
section that study accuracy, the performance metric evaluated
here is precision, allowing for an assessment of the algorithm’s
response to noise under controlled conditions. The algorithm’s
performance is evaluated for different SNR of the measurements
in Fig. 13 for single (left) and double bounce (right) cases. The
noise source in the simulations is random Gaussian white noise.
Fig. 13 provides plots of means and standard deviations of depth
RMSE of the output signals extracted from the algorithm in over
100 samples versus SNR for different numbers of frequency
measurements. In the two-bounce cases, only the RMSE of the
first bounce is shown for clarity, while the results of the second
bounce had the same behavior. The SNR of our hardware is
roughly estimated and shown with a solid vertical line. The
value of the RMSE is significantly reduced as the number of
frequencies increases. These results show the importance of
multifrequency measurement for reliable depth retrieval, espe-
cially in noisy environments. The ratio of the retrieved signal’s
amplitude for the first and second paths was as = a1/4. In
general, the algorithm can recover the distances with less error
when ay is closer to zero, meaning that the second path is weak
compared to the dominant main path. However, this is not valid
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shows more accurate estimation, especially in retrieving the second target. Considering the super-resolution factor (A = 1000) used in these experiments, it is also
faster. The backgrounds, where the pixels receive a single path (unmarked areas), are depicted in both images. All scales in meters.
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Fig. 12.  The distance MAE (mean absolute error) versus computational time

in single bounce (left) and two bounces (right) in the matrix pencil and the
IDFT methods. Although the IDFT can be faster due to having a programmable
super-resolution factor, the matrix pencil shows more promising results when
dealing with MPL.
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Fig. 13.  RMSE of the reconstructed depth of single (left) and double (right)

bounces with respect to the SNR for the different numbers of frequencies using
the matrix pencil algorithm. The solid and dashed lines are mean and standard
deviation values of RMSE computed from over 100 samples with random
Gaussian white noise.

in practice because the system will not be able to detect a tiny
portion of a second bounce, and the noise becomes dominant in
those cases.

C. Reflective MPI: Three-Bounces Depth Retrieval

The simulations, in this case, consist of three reflected signals.
The amplitude of the second and third bounces was set to 1/4 and
1/16 of the primary reflection, respectively. For simplicity in the
simulation setup, the first and second bounces are considered at
constant distances of 1 m and 4 m, respectively, while the third
bounce shifts from a close range to a relatively long distance
(5 mto 15 m). As in previous cases, 16 modulation frequencies

Ground Truth Matrix Pencil IDFT

e | P | P |
T | PR | P |

1st Bounce

2nd Bounce

3rd Bounce

Fig. 14.  Images of estimated depth with the matrix pencil and IDFT methods
from the electrical simulations of the single-shot iToF system in the presence of
three bounces and the ground truth as ideal values. The backgrounds, where the
pixels receive a single path (unmarked areas), are depicted in both images. All
scales in meters.

are acquired simultaneously, spaced 4 MHz apart. The minimum
distance for the third bounce recovered in this experiment was
6 m, which means 2 m separation with respect to the second
target.

Fig. 14 shows the estimated depth from the electrical simu-
lations in the case of three bounces recovered from the ground
truth. Two artificial layers are added at a distance of 1 m (blue
and red rectangles, pixels [1:65, 55:105]) and 4 m (blue rect-
angle, pixels [1:35, 55:105]), respectively. In this experiment,
the pixels’ distances for the blue part are recovered from the
three-bounce simulations, the red part from the two-bounce
simulations, and the rest from the single-bounce simulation. As
expected, the recovered depths for the first, second, and third
targets match the ground truth with centimeter accuracy in all
pixels for the matrix pencil method and most pixels for the IDFT
method.

Table II shows the depth RMSE of the shown images in Fig. 9
(topimage), Fig. 11 (top image), and Fig. 14 to evaluate the depth
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Depth and error images reconstructed from our iToF imaging system (a). The ground truth is the “bathroom scene” of the iToF2dToF dataset. The results

are extracted from transient images of the dataset. All scales are in meters and restricted to the ground truth range. The corner area affected by MPI is highlighted
with a box and analyzed (b). The matrix pencil and IDFT can provide a faithful depth reconstruction while coping with MPI.

retrieval capabilities of mentioned three methods quantitatively.
The results demonstrate the superiority of the matrix pencil
method for depth recovery.

A critical aspect regarding our implementation is the max-
imum possible number of bounces that can be retrieved from
the measurements. Ideally, the algorithm can retrieve as many
bounces as frequency measurements. To analyze the practical
limits of the hardware implementation, we performed several
experiments with a different number of bounces and relative
amplitudes and evaluated the retrieved distances. While the
accuracy depends drastically on the noise, the amplitudes of
the bounces, and their separation from each other, the algorithm
performed well, having four, eight, and sixteen bounces in many
cases. For example, in an experiment for 16 bounces, the first,
second, and third targets were fixed in 1 m, 4 m, 8 m, respectively,
and the other 13 targets were separated 2.25 m from each other.
In this case, without the presence of noise, when the amplitudes
of the bounces were {4%};‘2(1)5 fifteen distances were correctly
recovered with errors lower than 15 cm and one target (third
bounce) was retrieved with an error of 1.5 m.

D. Diffusive MPI

Even if the main advantage of the proposed approach, the
single-shot multi-frequency acquisition with low harmonic dis-
tortion, is best exploited in the case of reflective MPI, the same
system can also be used to mitigate the effect of diffusive MPI.
Fig. 15 shows depth and error images of the “bathroom-scene”
of the iToF2dToF dataset reconstructed from our iToF imaging
system and a cut of the corner area affected by diffusive MPI with
respect to transient images of the ground truth. For each scene,
the data set includes 2000 transient images covering 66.66 ns
with step size 33.33 ps. The measurements are interpolated and
resampled to achieve equal step size in the measurements and
transient samples. We leverage the realistic correlation mea-
surements obtained through electrical simulations to emulate
measurements obtained from our iToF sensor for each transient
profile. This is achieved by convolving the cross-correlation
function with the transient profile of each pixel. The depth
map is then recovered with four-phase, matrix pencil, and IDFT

2 x10%
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Distance (m)

Fig. 16.  Depth histogram calculated from the transients of all 25 scenes in the
iToF2dToF dataset.

algorithms and compared. Pixels with no return due to distances
exceeding the range considered in the dataset and pixels for
which ray tracing experienced errors were excluded from the
evaluation, as in [44]. As can be seen, both the IDFT and
matrix pencil methods have better performance than the baseline
method, particularly in areas of the image heavily affected by
diffusive MPI, such as the top corner, shown in the inset of
Fig. 15.

E. Depth Retrieval After Data Refinement

In this section, we quantitatively analyze the effect of using
the data refining techniques described in Section I'V on the depth
retrieval’s accuracy. The proposed techniques are applied to
the frequency measurements (Fourier coefficients) X, and the
modified data is used with the matrix pencil method for depth
recovery.

Fig. 16 shows the histogram of distances computed from
iToF2dToF 3D image dataset provided in [44]. Based on the step
size in the time grid in our simulations (1.5 ns, with 201 steps)
and the speed of light, a histogram of depth values from the entire
dataset of 25 depth images is calculated. Then, the histogram is
normalized to the unit £; norm to obtain a PDF. The square root
of the PDF is used as weights (diagonal elements of W in (20)).
Then the compensation matrix “C” is calculated as in (21).
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TABLE III
COMPARISON OF DISTANCE RMSE VALUES FOR DIFFERENT COMBINATIONS OF
THE SELF-COMPENSATION (SC), CADZOW, AND PDF IMPROVEMENT METHODS

Paths Matrix Pencil Retrieved Distance RMSE (cm)
Raw SC PDF  SC+Cadzow  PDF+Cadzow

One 1.62  0.83 0.64 0.85 0.69
Two 1st 2.3 0.95 0.89 0.88 0.99
2nd | 15,5 115 125 11.31 11.93

1st 2.1 1.7 1.8 1.2 1.3

Three 2nd | 17.5 15.1 14.9 15.1 14.8
3rd | 248 135 14.1 12.5 13.1

The RMSE values are measured in the case of one, two, and
three bounces from the same explained measurement setups
from over 100 samples in their recoverable range. Table III
shows the RMSE of the recovered distances from the raw data
(the ones used to retrieve images of Figs. 9, 11, and 14) and
compares them with the RMSE after applying data refinement.
We assess the impact of refinement techniques on the overall
reconstruction performance through a series of ablation exper-
iments. Here, only the matrix pencil’s results are shown as our
selected approach. However, similar improvements are found
for the IDFT method.

Among the proposed improvement methods, SC dramatically
reduces errors. The SC modified by PDF also improves the
results in all cases. It is worth mentioning that the PDF is only
measured and applied in the first half of the range (18.75 m).
The reason is that since most of the data set depths were in
short distances, the PDF could not be reliably estimated for
long ranges. The weighting heavily penalizes errors in the
short range, where most of the probability mass of the PDF
is allocated, while being less sensitive to errors in the long
range. The combination of SC and Cadzow denoising showed
the greatest improvements in most cases among the experiments.
Also, applying PDF+Cadzow methods improved the errors,
closely approaching those obtained for SC+Cadzow. However,
despite the error reduction, it yields no steady advantage over
SC+Cadzow.

Overall, these improvement methods had an outstanding per-
formance in reducing error. Although the recovered images from
the matrix pencil were reasonable, and there was no significant
error in the depth map, applying these methods allows further
improving these results and reach RMSEs below or close to 1 cm
in single bounce and MPI cases over the whole depth range.

F. Comparison Against Other Methods

In this section, we compare the performance of our codesigned
ToF system to other state-of-the-art techniques dealing with
MPI. Table IV shows a comprehensive qualitative comparison
encompassing a spectrum of state-of-the-art MPI correction
techniques. This evaluation provides insight into the strengths
and limitations inherent to each approach. It is noteworthy
that while single-frequency techniques suffer from high com-
putational times, multifrequency measurements, despite their
merits, encounter challenges linked to frame rate limitations.
Even though these methods exhibit potential for mitigating
MPI, their practical application may be hampered by constraints

associated with speed. On the other hand, Convolutional Neu-
ral Network (CNN)-based techniques introduce a distinct set
of requirements. These methods necessitate extensive training
procedures to learn the intricacies of MPI correction effectively
and often involve subsequent post-processing steps to refine the
outcomes. As the table demonstrates, each technique presents a
distinctive trade-off between efficacy, computational demands,
and practical feasibility.

As a quantitative comparison, we conducted a study to assess
the performance of the proposed method in relation to existing
data-driven iToF learning models. The compared methods in
this study include Phasor [47], SRA [18], Depth2Depth [48],
iToF2Depth [50], iToF2iToF [44], and iToF2dToF [44]. For de-
tailed information about the algorithms and the testing process,
further elaboration can be found in [44].

We performed simulations using the transient profiles of two
real indoor scenes, namely “hot-living” and “kitchen-2,” from
the iToF2dToF dataset. For each image, the depth errors are
arranged in ascending order, and subsequently, they are di-
vided into four percentile groups, specifically 0-75%, 75-85%,
85-95%, and 95-99%. The chosen performance metric is the
percentile mean absolute errors (MAE), used in [19], [44], [50].
The MAE is then calculated within each percentile group. This
strategy enables a comprehensive assessment of the performance
in regions characterized by high SNR and low MPI (0-75%
percentile) and regions with low SNR and high MPT (85-99%
percentile). For the computation of the percentile MAE on syn-
thetic data, edge pixels containing depth discontinuities, referred
to as flying pixels, are masked using Canny edge detection to
ensure the reliability of the ground truth depth information as
provided in iToF2dToF dataset. Also, areas with depths greater
than 7.5 m are masked, as in [44]. Furthermore, pixels with the
largest 1% error are excluded from consideration to avoid any
erroneous effects that might arise from unmasked flying pixels
or infinite ray pixels.

Table V presents a quantitative analysis of our design
against the mentioned baselines. The data-driven approaches
show a capacity for mitigating MPI to a certain extent. On
a comprehensive scale, the best of iToF2dToF distinguish
themselves by surpassing all the models scrutinized in terms
of performance. In our study, we conducted four distinct sets
of experiments for the selected testing scenes. The results
showcased in this table are derived from the unprocessed
system outputs employing both the Matrix Pencil and IDFT
methods, along with the self-compensation and Cadzow
denoising refinement techniques. The PDF method has
not been included in the tests to ensure a fair comparison
with other methods, as it relies on prior scene knowledge.
The depth retrieval process utilizing the IDFT method
was executed with A = 100, chosen for its computational
efficiency [41]. Our proposed models demonstrate remarkable
performance, particularly in scenarios with low SNR and
high MPI, without requiring additional post-processing steps,
a distinctive advantage over certain neural network-based
techniques. The method’s effectiveness in these conditions can
be attributed to the availability of single-shot multifrequency
measurements instead of deep frequency extrapolation. The
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TABLE IV
QUALITATIVE COMPARISON OF MPI CORRECTION METHODS
Work MPI Type Input Solution Type | Computation Constraints
Heide [22] Diffuse Multiple frequencies Tterative Low Multiframe multifrequency
Kadambi [45] K-sparse Single frequency Iterative High Custom code
Freedman [18] K-sparse Multiple frequencies Iterative Low Multiframe multifrequency
Bhandari [16] K-sparse Multiple frequencies Closed-form Low Multiframe multifrequency
Peters [46] K-sparse Multiple frequencies Closed-form Low Multiframe multifrequency
Gupta [47] Diffuse Multiple frequencies Closed-form Low GHz-freq sensor and illumination
Marco [48] General Single depth CNN High Requires GPU, training
Wang [49] General Single depth CNN Medium Requires GPU, training
Simonetto [21] General Multiple depths CNN High Requires GPU, training
Our Work K-sparse Single-shot multifrequency Closed-form Low Pixel-domain multiplexing
TABLE V The operational range of the sensor depends on the base fre-
COMPARISON OF PERCENTILE MMAEETI({IES S) WITH THE STATE-OF-THE-ART quency and illumination power of the system. Increasing the base
frequency significantly enhances the precision of measurements,
Synthetic Test Set Percentile MAE (mm) albeit potentially constraining the operational range to shorter
Model _ 0-75% 7585% 85-95% 95-99% distances. On the other hand, higher illumination power enables
Phasor (No Noise) 9.53 29.58 46.37 94.79 h . Is f bi di
SRA (No Noise) 13.97 175 6270 12651 the sensor to capture .81g.na.s rom objects at grea.ter istances.
Depth2Depth Baseline 13.40 4221 69.07 136.96 The most notable limitation of our system lies in the trade-off
1ToF2iToF Baseline 1056 3193 49.71 101.82 between spatial and temporal resolution. This poses certain con-
iToF2Depth Baseline 7.49 21.86 34.99 88.03 : . : ot : : .
Best of TToFdToF =15 3030 o T3¢ §tra1nts, partlcule’]ﬂy in app1'1cat}0ns. where high spat.1a1 resolution
Mot Pencil 555 A1 =105 =258 is paramount. It’s worth highlighting that leveraging advanced
Matrix Pencil (SC+Cadzow) 787 3790 5099  70.14 fabrication technologies, such as backside illumination and
IDFT 11.76 3335 47.63 79.17 smaller process technology, can compensate for this limitation.
IDFT (SC+Cadzow) 9.72 31.22 45.97 76.90

proposed approach also outperforms the non-learning
alternatives regarding acquisition time and procedure.
Additionally, it is worth highlighting that the MAE results from
the other methods are obtained based on two input frequency
measurements at 20 MHz and 100 MHz, whereas our results
correspond to the 4-64 MHz range. Our proposed approach
exhibits the potential to achieve superior results compared to
other methodologies when operating with increased bandwidth.

G. Discussion and Limitations

The proposed system offers a novel approach to imaging
by employing pulsed illumination and spatially multiplexing
multiple frequencies across different pixels. Since the proposed
approach requires a single image and uses the algorithms with
the lowest possible computational cost, we anticipate their
potential integration into forthcoming ToF imaging systems.
Even though this strategy introduces significant advantages, it
also presents noteworthy challenges at the circuit design level.
Including extra connections required to route the 16 channels
within individual pixels and throughout the system demands
meticulous consideration.

Regarding MPI resolution, the algorithm’s performance is
intricately linked to the quality of the generated cross-correlation
function of the system. This quality is inherently contingent
upon the SNR of the designed hardware. Ensuring a high SNR
becomes paramount to achieving superior MPI resolution. The
proposed harmonic canceling technique is pivotal in mitigating
the wiggling effect that can arise from measurements, further
enhancing the system’s performance.

VI. CONCLUSION

In this work, we have presented a novel joint hard-
ware/software codesign for effectively and efficiently solving the
MPI problem in iToF depth imaging using a single-shot on-chip
multifrequency demodulation concept. The proposed system
can capture multiple Fourier coefficients of the scene response
function in a single shot with minimal harmonic distortion. This
is combined with robust depth retrieval algorithms to solve the
inverse problem parametrically in a closed form. The Fourier
sensing functions are optimal for sensing Dirac delta functions,
so the proposed sensor is optimal for sensing scenes with opaque
objects and reflective multi-path.

The data processing method is general and holds for any
number of reflections. The proposed approach has been vali-
dated using ground truth transient images from the iToF2dToF
database for multiple bounces, showing great accuracy in the
depth estimation. The effect of multifrequency measurements
is apparent at low SNR and, of course, when considering more
than a single path. Moreover, refinement techniques have been
proposed that exploit otherwise ignored a priori information to
boost the depth accuracy. The proposed data techniques increase
the depth accuracy in single and multiple path cases.

Future work includes coupling our computational ToF hard-
ware to emerging deep frequency extrapolation methods [44] for
estimating transient profiles in a single shot.
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