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ALTRUIST: A Python Package to Emulate a Virtual
Digital Cohort Study Using Social Media Data

Charline Bour , Abir Elbeji , Luigi De Giovanni , Adrian Ahne , and Guy Fagherazzi

Abstract—Epidemiological cohort studies play a crucial role in
identifying risk factors for various outcomes among participants.
These studies are often time-consuming and costly due to recruit-
ment and long-term follow-up. Social media (SM) data has emerged
as a valuable complementary source for digital epidemiology and
health research, as online communities of patients regularly share
information about their illnesses. Unlike traditional clinical ques-
tionnaires, SM offer unstructured but insightful information about
patients’ disease burden. Yet, there is limited guidance on analyzing
SM data as a prospective cohort. We presented the concept of
virtual digital cohort studies (VDCS) as an approach to replicate
cohort studies using SM data. In this paper, we introduce AL-
TRUIST, an open-source Python package enabling standardized
generation of VDCS on SM. ALTRUIST facilitates data collection,
preprocessing, and analysis steps that mimic a traditional cohort
study. We provide a practical use case focusing on diabetes to
illustrate the methodology. By leveraging SM data, which offers
large-scale and cost-effective information on users’ health, we
demonstrate the potential of VDCS as an essential tool for specific
research questions. ALTRUIST is customizable and can be applied
to data from various online communities of patients, complement-
ing traditional epidemiological methods and promoting minimally
disruptive health research.

Index Terms—Cohort, digital health, natural language
processing, python, social media.

I. INTRODUCTION

A COHORT is a study design that aims to conduct re-
search in human populations and that helps to advance

epidemiological knowledge. They are longitudinal studies in
which research participants and numerous elements of their life
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(e.g. health, and social issues) are followed over time [1]. The
methodology of such a study can be divided into five steps: 1)
recruitment of the participants out of the target population, 2)
acquisition of baseline data on the exposure, 3) selection of the
population, 4) follow-up and identification of the outcome of
interest and 5) data analysis based on exposure and outcome of
interest [2], [3].

However, traditional cohort studies have several limitations.
First, they are both time and cost-consuming as it can take years
from the recruitment of the cohort population to the acquisition
of sufficient data for analysis. Second, since the process can take
several years, cohorts have a relatively long time of return on
investment. Third, they are not suitable to monitor rare diseases
or diseases with a long latency. Fourth, it might be difficult
to maintain the participants’ follow-up and limit attrition over
time [3], [4].

The concept of a virtual digital cohort study (VDCS) was re-
cently introduced by our team as a methodology complementary
to traditional cohorts, based on social media data [5]. The large
volume of data generated online by individuals becomes more
and more relevant for the analysis of health-related topics such
as recruitment or data analysis [6], [7]. Social media users leave
behind them a digital footprint and historical records (timelines)
that can be of great interest for research purposes. In particular,
in this paper, we focus on the example of Twitter, where more
than 500 million tweets were sent each day in March 2023 [8],
[9]. Twitter brings together communities of patients who share
their experiences and feelings about living with a disease. By
identifying these online communities, it is then possible to access
and analyze a large number of spontaneous tweets describing the
main concerns of patients [10]. Online data is also complemen-
tary to traditional data as it allows targeting specific populations
that rarely occur in traditional data, such as minorities or people
avoiding healthcare professionals [11], [12].

Minimally disruptive clinical research is a principle that em-
phasizes the importance of developing epidemiological and clin-
ical research studies with a focus on minimizing the burden on
participants [13]. This principle suggests that certain epidemio-
logical investigations should not be undertaken if we can already
capture patient experiences and gain a better understanding of
the impact of chronic diseases through online data studies. By
utilizing online platforms and collecting data remotely (such
as social media data), researchers can gather valuable insights
into the lived experiences of patients, without subjecting them
to additional physical or psychological burdens associated with
traditional research methods.
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Relying on existing online data such as Twitter could cir-
cumvent some of the above-mentioned limitations (recruitment,
cost, duration, research burden) while being compatible with
traditional analysis methods, in particular survival analysis (such
as but not restricted to Cox proportional-hazards models). Thus,
combining both a virtual and a real-life cohort study, sequen-
tially or simultaneously, could help conduct more relevant and
patient-centric research.

This paper introduces a methodology and a Python package
to generate and analyze cohort-like data from social media.
It was designed to complement traditional cohort studies. By
leveraging the wealth of social media data, we provide a means
to enhance these studies, offering patient-centric insights that
are often difficult to capture in clinical cohort settings. VDCS
addresses the limitations of time and cost in traditional research
and is especially valuable to include diverse health perspectives,
particularly from underrepresented groups. By integrating our
digital data analysis with existing cohort study frameworks, we
present a synergistic approach that promises to enrich epidemi-
ological research, providing a more complete understanding of
health trends and patient experiences

II. METHODS

ALTRUIST stands for virtuAL digiTal cohoRt stUdy usIng
Social media daTa. It is a Python package that aims to
emulate a cohort on social media data. ALTRUIST was
implemented and tested in Python 3.8 [14], an easy-to-
use and open-source programming language that provides
compact, readable, and portable code. ALTRUIST is open-
source, available under GNU GPL v3 license on Github:
https://github.com/Chbour/ALTRUIST. This pack-
age currently provides scripts to 1) collect data using a user’s
login information to the Twitter API for now (more social
media APIs will be added later on), 2) separate personal and
non-personal information to identify users with the outcome
of interest, 3) collect specific users’ timelines (i.e. history data
published by a user) and preprocess these timelines. 4) apply co-
sine similarities between tweets, outcomes, and events using all-
mpnet-base-v2, a Sentence-transformer pre-trained model that
generates vector representations for sentences [15], 5) format the
data to put them in a ”cohort study” format, and 6) apply Cox
proportional-hazards regression models (later in the text, simply
“Cox models”) on these data. However, some steps are optional
and can be skipped if the package’s user has already collected
data elsewhere. The main steps are described in Fig. 1. This pack-
age is divided into several Python files. A Jupyter notebook file
(.ipynb) is provided to illustrate how to call the functions and se-
quence the different steps. This allows the end user to easily link
steps together and reproduce a VDCS on the topic of their choice.

A. Data Collection

A. Original data collection: The first step is to access and
collect the data. In the case of Twitter, an API [8] is cur-
rently available, but it is important to note that API function-
alities and access may change in the future. For now, collected
data will be stored on MongoDB, a “powerful and scalable

data storage” [16]. NoSQL-Database MongoDB, is particu-
larly suited to store unstructured data such as text data from
Twitter·Connection data for MongoDB were also stored in the
connection_data.txt file. A list of keywords describing
or related to the disease under study needs to be defined to
collect tweets related to the topic, including relevant hashtags.
The list of keywords need to be filled in the keywords.txt file.
These keywords should be as exhaustive as possible to collect
a maximum of relevant tweets. As the API is case-sensitive
(distinguishing between uppercase and lowercase characters) the
keywords should include words with lowercase and uppercase
to be as exhaustive as possible. Any public tweet including at
least one of those will be collected.

Population identification: The dataset thus created is, by
design, mixing institutional content (tweets published by or-
ganizations, advertisements, research news, etc) and tweets
with personal content. A tweet was considered personal if the
user expressed his feelings or experiences about dealing with
his own disease. As we aim to identify individuals tweeting
about their own experience with the topic of interest, we need
to create a classifier to identify personal tweets about the user’s
own experiences. To do so, some tweets have first to be manu-
ally labeled to identify and separate personal from institutional
content. By default, we propose to fine-tune a Bidirectional
Encoder Representations from Transformers (BERT) model, a
machine-learning architecture for Natural Language Process-
ing pre-training developed by Google [17], and particularly its
version BERTweet, which is a pre-trained model for English
tweets [18]. For projects in languages other than English, a user
can select another pre-trained model, for instance from the Hug-
gingface model hub which is pre-trained in a specific language.
The fine-tuned classifier is then applied to tweets to identify
only the tweets containing personal information, meaning users
tweeting about their personal experiences regarding the topic of
interest are eventually identified. Note, in the next step, the entire
history of all accessible data of this user on Twitter, namely their
timelines, will be collected.

Timelines collection: Between the start of the original data
collection and the beginning of the VDCS, users may have
deleted their accounts or been suspended. The ALTRUIST pack-
age then automatically checks whether inactive accounts need to
be removed before launching the timelines collection. Data from
all remaining users can then be collected, excluding retweets.
Retweets are not collected because they are not words directly
expressed by the user.

Preprocessing: Once collected, the timelines are prepro-
cessed in several steps. Several metadata fields are collected
along with the tweets content. These fields provide additional
information about the tweet, its author, and its context such as
the language, the date of creation, and geographic location data.
First, for each tweet, the full-text field in the tweet’s metadata is
retrieved, which contains the full tweet text, and URLs and user
mentions are deleted from it. Second, non-English tweets are
translated into English using the package deep-translator [19].
Third, contractions are replaced (e.g. “can’t”: “cannot”). Fourth,
dates are formatted to DateTime format (e.g. ’Mon Nov 23
13:52:51 +0000 2020’ to “datetime.datetime(2020, 11, 23,
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Fig. 1. ALTRUIST structure and sequential workflow.

13, 52, 51, tzinfo=datetime.timezone.utc)” [20]). Fifth, empty
tweets and those with less than 7 tokens were removed because
we hypothesized that such short tweets do not contain any
relevant information. Sixth, we define the acquisition date of
each user and delete the tweets prior to this date. It is the
first time a keyword is mentioned or the first time the cosine
similarities between the tweets and the main concept exceed a
specifically defined threshold. Cosine similarity measures the
cosine of the angle between two non-zero vectors of an inner
product space that measures. We use it to identify documents that
are semantically similar to each other. Preprocessed timelines
from users with less than 100 tweets were deleted. Indeed,
short timelines usually come from users who tend to share little
information about themselves.

The following section describes the choice of the model
to embed the tweets and compute the best cosine similarities
between tweets and concepts, the definition of the threshold,
and the calculation of the similarities for the timelines.

B. Sentence-Transformers

Vocabulary: Exposures (e.g: behavior, health state) and
outcomes (e.g: death, comorbidities) need to be defined as
concepts of interest. Each concept can be completed with several
keywords to clarify and guide the research. For example, the
concept ”Mental health” can be completed by keywords related

to depression or anxiety. It is up to the user to define these
concept keywords and can be modified during the cohort if other
exposures or outcomes of interest are raised.

SentenceTransformers algorithms: SentenceTransformers
is a Python framework for state-of-the-art sentence, text, and
image embeddings [15]. An embedding is a way of representing
words or phrases as vectors of numbers, which can then be
used as inputs to machine learning models. In this package,
it is used to compute sentence/text embeddings and semantic
textual similarity between tweets and concepts. SentenceTrans-
formers provides a large set of pre-trained models including
“All models”, which are general-purpose models that were
trained on a large amount of available data. The package is
automatically testing several of these models to allow the user
to find the best-performing one. However, these models were
not specifically trained on medical-related data. Thus, defining
keywords associated with each concept will facilitate semantic
textual similarities between tweets and concepts. To identify the
model with the best performance, the cosine similarities between
200,000 preprocessed tweets and each keyword of the concepts
must be computed using several models. The best model will
then be used to compute textual similarities between tweets and
the concepts.

Thresholds: For each concept, a threshold has to be
determined manually by the user to decide when a tweet
is related to a concept or not. This can be done, by using



BOUR et al.: ALTRUIST: A PYTHON PACKAGE TO EMULATE A VIRTUAL DIGITAL COHORT STUDY USING SOCIAL MEDIA DATA 571

the previously chosen model and calculating the similarities
between a large number of pre-processed tweets, here we chose
200,000 but more can be taken, and all concepts/keywords.
The similarity scores can be sorted in decreasing order for each
concept, and a user can then screen the tweets with the highest
similarities to identify the thresholds.

C. Timelines Analysis

For each user, the beginning of the follow-up was defined as
the beginning of the preprocessed timeline. The end of follow-up
regarding a specific outcome was defined as the first date at
which the threshold corresponding to the outcome was exceeded.
If such a case does not appear, the end of the follow-up was
chosen as the end of the timeline. Participation time is the
number of days between the beginning and the end of follow-up.
Similarities between the preprocessed timelines from step one
and the concepts defined in step two can then be applied to
detect if users are tweeting about the concepts or not. Once
these similarities are applied, we can move on to the timelines
analysis. Each threshold crossing for the exposure between the
beginning of the timeline and the last tweet was counted, for
each quarter. We then convert this count to binary according to
whether the user talks at least once about the exposure versus if
the user never talks about it. The Python package “lifelines” is
then used to implement a Cox model on the created dataset [21].
The output includes a hazard ratio and the associated p-value
which can be interpreted. The hazard ratio is a measure used to
compare how often the outcome happens in a subgroup of the
population compared to another group [22].

III. USE CASE ON DIABETES

This section provides a step-by-step use case to illustrate how
ALTRUIST can be used to create a VDCS on diabetes. Our aim
was to assess whether people with diabetes who talked about
comorbidities mentioned more frequent mental health issues.
The “Notebook_example_diabetes.ipynb” notebook
file illustrates the application of ALTRUIST and its functions to
the use case of diabetes. This notebook can be directly modified
by users to create new use cases. To collect diabetes-related
tweets, we defined 272 keywords in 28 different languages such
as diabetes, insulin, and blood glucose, and related hashtags.
Keywords were chosen to include common and technical terms
associated with diabetes, ensuring a wide coverage of topics
from general discussions to more specific medical aspects. The
multilingual approach allowed us to include perspectives from
users all around the world. The data collection process involved
the use of Twitter’s API v2 to retrieve tweets with at least one of
these keywords. These keywords were streamed between 2017
and 2022 resulting in the collection of 34 million tweets. More
details about the data collection, keywords, and the dataset can
be found in our previous work [10].

Two authors (CB, GF) manually labeled 2,150 randomly
chosen tweets into two categories: personal tweets (tweets con-
taining personal information) and institutional tweets (tweets
with non-personal information). We fine-tuned a BERT classifier
model to keep only personal tweets written by people with

TABLE I
PERFORMANCES OF THE FINE-TUNED BERTWEET PERSONAL CONTENT

CLASSIFIER ON THE TEST SET

diabetes. The overall performances of our model on the test set
are displayed in Table I.

The 34 million diabetes-related tweets were then classified
and users tweeting about their own diabetes could be identi-
fied. Fig. 2 shows the process of identifying participants for
our cohort. To be included, users had to share their personal
experiences with diabetes at least once. Tweets from researchers,
institutions, or discussions about relatives’ experiences with
diabetes were categorized as “non-personal”. Users identified as
having diabetes had their entire timelines collected, including all
tweets since account creation. Retweets were excluded. 88,057
users were identified after the classification step. 36,171 were
still active at the time we started our VDCS on diabetes. Almost
60 million tweets were included for analysis after the collection
and preprocessing of the timelines.

Based on previous studies [10], [22], [23], we defined a list of
concepts related to the daily life, concerns, and health of people
with diabetes. These concepts and associated keywords can be
found in Appendix 1, available online: Concepts, keywords, and
thresholds.

Based on previous studies [10], [23], [24], we defined a list
of concepts related to the daily life, concerns, and health of
people with diabetes. These concepts and associated keywords
can be found in Appendix 1, available online. In our use case, the
keywords related to “Mental health” and “Comorbidities” were
defined to study their interconnection in the case of diabetes. For
instance, keywords under “Mental Health” included “depres-
sion”, “anxiety” and “distress” which are particularly relevant
to understand the concept of diabetes distress, an emotional and
psychological condition experienced by people living with dia-
betes [25]. Similarly, the comorbidity-related keywords provide
insights into the common comorbid conditions that people with
diabetes are concerned about [26]. Thus, the keywords not only
help to categorize tweets but also enable us to draw meaningful
insights into the complex interplay between diabetes, mental
health, and physical comorbidities. They reveal patterns and
themes in the social media data that are indicative of the real-life
experiences and challenges faced by people living with diabetes.

The next step was to identify the best model for our analysis.
Table II shows an example of similarities between three short
sentences and the key concept of “Diabetes” according to several
models. A model was considered compatible with our use case
if the similarities were different depending on the sentence.
Indeed, some models computed almost identical similarities,
whether the sentence was related to diabetes or not. The best
model in our case was all-mpnet-base-v2. This model is built
on the pre-trained microsoft/mpnet-base model that has been
fine-tuned on a 1B sentence dataset. This model was designed
to be a sentence and short paragraph encoder [27]. We com-
puted similarities between 200.000 preprocessed tweets and
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Fig. 2. Identification of users tweeting about their personal experience with diabetes and collection of their timelines.

TABLE II
SIMILARITIES WITH CONCEPT ”DIABETES” USING DIFFERENT MODELS

each concept using this model to define manually the thresholds.
Thresholds can also be found in Appendix 1, available online.
We suggest testing this model first to check if it is suitable for
further topics.

For the Roberta-base model, the cosine similarities are always
high, even when the tweet is not related to diabetes so we can
exclude it. The bert-large-uncased and distilbert-case-uncased
models always compute approximately the same values, so we
can also exclude them. The all-mpnet-base-v2 model allowed
us best to see differences in similarities depending on whether
the sentence is related to diabetes or not.

Once the model and the thresholds were defined, similarities
between timelines and concepts were applied. A cohort-style

formatted table was then created and we applied the Cox model
to it. For our analysis, we chose the concept of “Mental Health”
as the outcome and “Comorbidities” as the exposure. The hazard
ratio was HR=1.13 (p< 0.005). In all, we have found that people
with diabetes who report comorbidities are 13% more likely to
report mental health issues.

IV. DISCUSSION

In this article we presented ALTRUIST, a Python package
to generate and analyze VDCS using Twitter data that can be
used as a complementary approach to traditional cohort studies.
It is open source and freely available on Github. Most of the
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tasks have been automated or semi-automated (i.e. requiring a
decision from the user) which makes the use of this package and
the sequence of steps easy to use. It uses SentenceTransformers
pre-trained models to compute semantic similarities with health
concepts (exposure and outcomes). For our use case, we relied
on Twitter as previous work by Klein et al. [28] assessed the
utility of Twitter data for a cohort study design. They concluded
that Twitter can be a complementary resource for cohort studies
to assess drug safety that can be analysed using LIWC. It is im-
portant to mention that other timelines-based social media data
than Twitter can be used to create VDCS with the ALTRUIST
package, as long as the data can be formatted and given as input
in the workflow as presented in this work. VDCS that can be
reproduced using ALTRUIST are free of use and not limited to
a specific case. Indeed, ALTRUIST allows users to recreate all
the different steps of a traditional cohort study on any outcome
of interest. The package is easily tunable to the specific needs of
each user and each use case. As the code is under an open-source
GNU GPL v3 license, it can be modified and adapted. For
example, the use of a BERT model is not mandatory and any
other classifier can be trained and applied by users themselves.
A package named Epicosm was recently introduced to link
Twitter data with patients in existing cohorts [29]. It provides
a way to collect timelines and analyze data using Language
Inquiry and Word Count (LIWC) dictionaries which require a
paid license [30]. ALTRUIST can be used as a complementary
approach to this package once consents, user IDs and potentially
collect data to analyze the data.

Our use case, a VDCS on diabetes, apart from the data collec-
tion initiated by the World Diabetes Distress Study project [23],
lasted less than two months which proves the efficiency and
time-saving of this methodology. We found that people with
diabetes who tweet about comorbidities are 13% more at risk
to tweet about mental health issues such as depression and
anxiety compared to those who do not. These results are con-
sistent with what has been already published in the literature.
Indeed, physical comorbidities (such as obesity and dyslipi-
demia) can have a negative impact on quality of life and mental
health [31], [32]. Struijs et al. showed that people with diabetes
with diabetes-related and non-diabetes-related comorbidities
increase the health care demand [33]. We were able to show how
people with diabetes-related comorbidities and who tweet about
it are more at risk of mentioning mental health issues compared
to people who do not talk about comorbidities. Depression is
also a common non-diabetes-related comorbidity that increases
the risk for diabetes-related complications [34]. These results
suggest that ALTRUIST is a reliable tool to create and conduct
VDCS on Twitter, that can complement traditional cohort study
methodologies.

This package has several strengths. First, it is easy to configure
and well-documented on GitHub. More than 30,000 participants
were identified and included in our use case. We were able to
collect data from these individuals and analyze them in less than
2 months, which would be difficult to do with a traditional co-
hort. Moreover, large and prospective population-based studies
including at least 100,000 participants or more are called mega
cohorts. For example, the U.K. Biobank study in the United

Kingdom includes 500,000 participants [35], and the All of Us
Research Program in the USA aims to reach up to 1 million
participants [36]. Mega cohorts are long and expensive to set
up, with a rather long return on investment. ALTRUIST also
allows for some but not all use cases, of course, to reproduce
mega cohorts in a time-saving way. Indeed, the more exhaustive
the collection of tweets (i.e. complete keyword list, sufficiently
long data collection), the more it will be possible to identify a
large number of users talking about their disease. Finally, the
best model selection is based on the testing of several existing
pre-trained models. The user can add new models to be tested
which keeps the methodology up-to-date and scalable.

This package also has several limitations. First, the analysis
performed during the VDCS are based on subjective statements
from people using social media and do not represent all people
living with the outcome. Moreover, social media data can pose a
challenge regarding the accuracy of health information shared by
users. Unlike clinical data, which also has biases such as patients
underreporting symptoms, social media data lacks direct veri-
fication. To address such issues, we rigorously labeled the data
for our “personal content” classifier to minimize false positives
and ensure the inclusion of individuals with diabetes. Second,
the larger the cohort population, the more time-consuming the
preprocessing and similarities computation between timelines
and concepts will be. Moreover, using transformer-based models
is extremely heavy; using a GPU might be necessary to perform
some of the tasks efficiently. Still, using a GPU is not a manda-
tory requirement. In our use case, we successfully conducted
our analysis on millions of tweets using only a CPU. The choice
between CPU and GPU can be made based on the specific
requirements of the analysis, particularly the speed of processing
desired. In all, these processes, combined with the data collection
and analysis, will take less time than any real-life recruitment
would have taken in a traditional cohort setting. Third, the cosine
similarities and the definition of the threshold per concept are
also based on the subjective choice of the user. This step is
difficult to automate because it is use-case specific. Finally, we
tried to define the period of exposure and the date of acquisition
as would have been done in a traditional cohort. However, the no-
tion of duration is more complex with social media data because
it depends on tweets and not on questionnaires that would be ad-
ministered at predefined times. As such, the duration is therefore
not the same for everyone and must be interpreted cautiously.

V. CONCLUSION

We developed an open-source Python package that facilitates
the generation and analysis of VDCS from social media data. It
is an easy-to-use tool to add to the arsenal of health researchers
to run digital epidemiology projects. This methodology aligns
with the principle of minimally disruptive clinical research,
prioritizing the participants’ well-being. It offers meaningful
and comprehensive insights without the need for direct patient
involvement. To determine the suitability of the approach for
a specific research question, we recommend referring first to
the original methodological paper on VDCS. ALTRUIST can
be used either as a standalone approach or in conjunction with
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traditional research methods, ensuring and providing a compre-
hensive understanding of patients’ experiences throughout the
study. In the dynamic field of digital epidemiology, ALTRUIST
will keep evolving and broaden its capabilities. Future versions
could include increased automated processes.
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