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Abstract—Estimating the distance between the source of a dif-
fusive process and a receiver has a variety of applications, ranging
from gas source localization at the macro-scale to molecular
communication at the micro-scale. Distance information can be
extracted from features of the observed particle concentration,
e.g., its peak. This paper derives the Cramér-Rao lower bound
(CRB) for distance estimation given the advection-diffusion model
for absorbing receivers, which is the fundamental limit of any dis-
tance estimator. Furthermore, CRBs are obtained for estimators
using only information about the observed peak. A maximum-
likelihood estimator using the entire signal and two estimators
based on peak detection are deduced. The derived CRBs are
used to study the effect of channel parameters on the estimation
performance. Finally, the performance of the proposed estimators
is verified by comparing the root mean squared errors with their
theoretical bounds in a simulation, and preliminary experimental
results are presented.

Index Terms—Cramér-Rao lower bound, molecular com-
munication, molecular localization, parameter estimation,
ranging.

I. INTRODUCTION

OCALIZING the source of a diffusive process is an

important feature in many fields, including gas source
localization and molecular communication (MC). In disaster
scenarios, e.g., the leakage of a toxic gas, the gas diffuses into
the environment, where it is also affected by advection. In such
scenarios, it is important to find the gas source quickly. Due
to the high dangers to humans, research is being conducted on
gas source localization using robotic swarms [1]. The swarm
allows the estimation of the distances to the source from
different vantage points. When this distance information is
fused, the source can be easily localized. Another application
where diffusive processes occur is MC. In MC, information
is transmitted by molecules emitted into the environment and
transported by diffusion mechanisms and drift. An example
at the micro-scale is the human blood circulatory system.
Many applications in micro-scale, such as targeted drug deliv-
ery and human body health monitoring, would benefit from
the position-awareness of MC senders and receivers. MC can
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also be applied on a macro-scale with larger distances [2].
Examples include pipe and duct systems, where conventional
communication schemes fail [3]. In all applications, distance
estimation is an essential ingredient for localization and thus
for position-awareness.

Distance estimation using observations from a diffusive pro-
cess receives a lot of attention, especially in the field of MC,
as the channel between the transmitter and receiver depends on
the distance. The methods used for distance estimation, such
as round trip time [4], signal attenuation [4] and time dif-
ference of arrival [5], are known from radio localization. For
diffusive channels with absorbing receivers, a maximum like-
lihood (ML) distance estimator is derived in [6]. However, the
effect of the channel parameters on the distance performance
is only examined simulatively and no theoretical limits are
derived. In [7], a ML distance estimator and the Cramér-
Rao lower bound (CRB) for transparent receivers are derived.
Furthermore, the ML estimator and the CRB are compared
to other estimation approaches in simulation. Nevertheless, no
performance bounds have been derived for other estimation
approaches, such as peak-based approaches, so a theoretical
analysis of the effect of channel parameters is not yet possi-
ble. For diffusive channels with inter-symbol interference, a
theoretical limit is derived in [8], which is an important step
towards joint communication and distance estimation. Other
works on communication do not estimate individual channel
parameters, such as distance, but the total channel impulse
response directly based on known transmitted signals [9].
Overall, there is also a lack of experimental evaluations of
the models.

In this paper, we study the limits of different distance
estimation approaches based on a one-dimensional (1D)
advection-diffusion channel with an absorbing receiver. For
the theoretical analysis of the estimation performance, we use
CRBs. The CRB is a lower bound for the variance of any unbi-
ased estimator [10]. Thus, the bound is suitable for comparing
different estimation approaches independently of concrete esti-
mators and enables assessing the performance of a concrete
estimator. In addition, the effect of the channel parameters
on the estimator performance can be studied. The primary
contributions of this paper can be summarized as follows:

e We derive the CRB for the ML distance estimator
presented in [6]. This bound provides the fundamental
limit of any distance estimator.

¢ Based on approximated distributions of the observed time
of peak concentrations (ToPCs) and amplitude of peak
concentrations (AoPCs), we derive CRBs for distance
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estimators which use only information about the ToPC
or the AoPC.

e We study the effect of channel parameters on the esti-
mation performance of different estimation approaches.
Furthermore, we compare the derived CRBs together with
concrete estimators in a simulation.

e We present our experimental setup and preliminary exper-
imental results.

II. THEORETICAL ANALYSIS AND LIMITATIONS

In this section, we describe the used particle dispersion
model and derive CRBs for various distance estimators which
use different observations of the received signal.

A. System Model

We consider a 1D advection-diffusion environment with a
source and a receiver. It is assumed that source and receiver
are time-synchronized and that the particles are absorbed at the
receiver. The source emits C particles at time ¢ = 0s. All par-
ticles are emitted at the same time as an impulse. The particles
diffuse according to a Brownian motion which is superimposed
with a constant drift. Brownian motion describes the random
motion of a particle in a fluid.

The receiver is located at a distance of d from the source
in the drift direction. Since the motion of a particle is affected
by a random motion, the arrival time ¢; of the i-th particle
at the receiver is a random variable. The distribution of {;
is described by the parameterized probability density function

(PDF) [11]
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where D is the diffusion coefficient, v the drift velocity and
d the distance between the source and the receiver. This PDF
d

belongs to an inverse Gaussian distribution with mean y =

and shape parameter \ = % [12]. Multiplying the PDF (1)
by the number of emitted particles C gives the expected con-
centration over time ¢(t) = Cp(t; d) at the receiver. Since the
source emits an impulse, ¢(t) can also be seen as the channel
impulse response (CIR) [9], [13].

p(ti;d) =

B. Theoretical Limit of Estimation Performance

To investigate the theoretical limits of distance estimation
performance using diffusive processes, we derive the CRB
based on the distribution of arrival times (1) without consid-
ering other effects such as sensor noise. We assume that the
arrival times t1, ..., to of all particles can be observed. Since
t1,...,tc are independent and identically distributed samples
of the PDF (1), we can calculate the joint PDF as

C
p(t,. oo teid) = [ p(tis ). ©))
i=1

With E;4[t71] = p=! + A7 [12], it is straightfor-
ward to verify that the regularity condition of the CRB,
Et;d[% Inp(t,...,te;d)] = 0, is met and thus the CRB
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exists. [£4.4 is the expectation taken with respect to p(t; d).
The CRB is given by
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Since we used (1) and all available information without fur-
ther disturbances to calculate (3), the CRB represents the
theoretical limit of distance estimation performance exploiting
observations of diffusive processes.

In the next two sections, we derive CRBs for estimators
which only use the ToPC or the AoPC to estimate the distance
to the source, respectively.

CRB(d) = —Eqq

C. CRB for ToPC Based Estimators

Due to the stochastic nature of the Brownian motion and
the limited number of particles, the ToPC #,c,) is a random
variable with PDF p(#,cak; d). The CRB is then given by

2 -1

0
CRBTOPC(d) = _Etpeak;d 942 hlp(tpeak? d) €]

if the regularity condition is satisfied. Since the closed form
of the PDF p(#pecqk; d) cannot be easily determined, we will
derive a CRB based on an approximation of p(#peai; d). This
“approximated” CRB then depends on the approximation used
and is therefore not a true lower bound for the original estima-
tion problem. But as shown in Section IV, the “approximated”
CRB can be used to compare the influence of the distance to
the different estimation approaches. As an approximation for
P(tpeak; d), we use a Gaussian distribution N(y, o2) which is
described by the expected value ; and the variance o2. Using
¢(t), the expected ToPC #,c,x can be written (cf. [7], [12]) as

- _ I D2 D
tpeak(d) = arg;nax c(t) = " [ d? + QF - 3;

For the variance, we use Monte Carlo simulation with 104 runs
as presented in Section IV. For every distance d, we evaluate
the sample variance 03 of the observed realizations of #c,-
Finally, we can approximate p(#peak; d) =~ N(tpeak(d), 03).
An example for d = 4 m can be found in Fig. 1.

With this approximation, the CRB for the Gaussian distri-
bution [10] and the chain rule for the derivative of composite
functions, the CRB based on the approximation is given by

2 2,22 .2
—~ o 9D 4+ v*d*)o
CRBropc(d) = : _ 22 )7

9 - 2
(W tpeak(d))

Remark 1: For each distance d a variance 03 is calculated,

which is also used in the evaluation in Section IV. However,

when calculating the bound, the variance is assumed to be

constant over the distance, as otherwise the bound would take

information regarding the shape of the observed signal into

account in addition to the information from the ToPC. Since

a ToPC based estimator uses only the observed ToPC, but no

information about the shape, the comparison would otherwise
be skewed and unjustified.

.6

(6)
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Fig. 1. Normalized distributions of the observed ToPC ¢}, (upper plot) and
AO0PC cpen) (lower plot) relative to the expected values fpcak and ¢p,e) for

104 Monte Carlo runs and a distance of d = 4 m. The other parameters were
chosen as in Section IV. The orange lines show the Gaussian approximation.
In the lower plot, the bias of the observed AoPCs is clearly shown.

D. CRB for AoPC Based Estimators

As in Section II-C, the AoPC is also affected by the stochas-
ticity introduced by the Brownian motion and the limited
number of particles. Again, the true PDF p(cpeak; d) can-
not be easily determined. To approximate the PDF, we use
the same approach as described in Section II-C. The expected
AoPC is given by inserting (5) into ¢(¢):

(d - vfpeak(d))2 ) )

4Dipeak(d)

cd
= = eXp <—
47"D<tpeak(d))

Epeak(d) =

)

Unlike in Section II-C, the statistic of ¢peai Observed in the
simulation is biased because we take the maximum amplitude
of the noisy concentration signal (cf. Fig. 1). Nevertheless, in
order to evaluate the performance of an AoPC estimator with
a CRB, we consider only the variance of the observed statistic
and approximate the PDF by p(cpeak; @) ~ N(Cpeak(d), &?l),
where &?l is the sample variance obtained in simulation (see
Fig. 1). The CRB based on the approximation is given by

— 53
CRBaopc(d) = —F——. (8)
(% Epeak(d))

Because of the bias, the obtained CRB is not a bound, not
even for the approximated estimation problem, but still gives
insights for comparing estimator performances [7]. Due to
space limitations, the equation is not simplified further.

E. Effect of Channel Parameters on Estimation Performance

In this section, we study the effect of the channel parameters
on the different estimation approaches.

From the theoretical limit (3), it can be seen that the esti-
mation performance increases (the bound decreases) with a
increasing number of particles. The same observation can be
made for the drift velocity v. As v increases, the particles have
less time to diffuse. Since the transmitted impulse becomes
less blurred, the estimation performance increases. For v — 0
the estimation performance is proportional to the squared dis-
tance d2. Since we only consider the noise introduced by

the Brownian motion (diffusion), the estimation performance
increases as the effect of diffusion D decreases. Without noise
(D = 0) the distance can be calculated perfectly. For D — oo,
the bound is proportional to d?.

For the ToPC based approaches, the analysis is not so triv-
ial because afl in (6) also depends on the channel parameters.
Numerical evaluations have shown that we can choose Ufl arbi-
trarily, since the number of particles C only affects J?l. For
this reason, we ignore the influence of the other parameters
on 03, since they can be compensated by C. Intuitively, the
estimation performance of a ToPC based estimator increases
as the difference between peak times for different distances
increases. This explains why, in contrast to (3), distance esti-
mation performance decreases with increasing drift velocity
v (v2 in the numerator). As for the theoretical limit, the esti-
mation performance also decreases with a stronger diffusion
influence. The analysis of AoPC based estimators is analogous,
but is not presented due to space limitations.

III. DISTANCE ESTIMATORS

In this section, we introduce an estimator for each CRB
presented in Section II. The first estimator is a ML estimator
using the full signal’s information. The other two estima-
tors use the ToPC and the AoPC, respectively, to estimate
the distance. Thus, only the time of the maximum concentra-
tion or the maximum concentration itself need to be observed,
which significantly simplifies the practical implementation of
the estimators.

A. ML Estimator
With (2), the ML estimator is defined by

dyr, = argmax p(ty, ..., to; d). 9)
d
A closed form solution is derived in [6]:
2D

- Fi= o EC: 3
U GithT = =S 2 (10)
4t f C ot

- v
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For a large number of particles, f can be approximated by
f= % Ik %c(t) dt, where c(t) is the observed concentration.

B. ToPC Based Estimator

The ToPC based estimator uses only the observed ToPC
tpeak to estimate the distance. Thus, the estimator does not
need to know how many particles were emitted. The estimator

dropc = /1 tpeak® + 6 Dlpea. (1)

is obtained by solving (5) for the distance d and substituting
the expected for the observed ToPC.

C. AoPC Based Estimator

For the AoPC estimator, the expected AoPC ¢peai in (7) is
replaced by the observed AoPC ¢peqx:

cd (
= = exp | —
47rD(tpeak(d))

Cpeak(d) =

(d - Uzpeak(d))2
4Dipeak(d) '

(12)



BROGHAMMER et al.: DISTANCE ESTIMATION FROM A DIFFUSIVE PROCESS

102 ‘
—— CRB
- - - CRB ToPC

10 H — i
------ CRB AoPC /
—@— Estimator ML

100 H —Q— Estimator ToPC |o @®™ ... |
—@— Estimator AoPC | ....=="’

=
(=)
|

-

Root Mean Squared Error [m]

—
o
|
N}
I
|

Distance d [m)]

Fig. 2. Simulation results for the CRBs and estimators presented in Section II
and Section III, respectively, over 103 Monte Carlo runs. The parameters
were chosen as drift velocity v = 0.4ms~1 and diffusion constant D =
0.1m? s~ L. The diffusive process was observed for 40 s.

Because of the complexity of the expression, no closed-form
solution was found for the estimator. Eq. (12) is however bijec-
tive, so a unique solution for the distance d can be found using
a numerical root finding algorithm.

IV. NUMERICAL EVALUATION

To evaluate the theoretical results, we use a numerical sim-
ulation. In the simulation, the Brownian motion of C' = 104
individual particles is simulated according to

Ty (0) =0

zi(t+ At) = z(t) +v At +¢i(t), Vi=1,...,C, (13)

with ¢;(t) ~ N(0,2DAt). The time between simulation steps
is chosen as At = 1073 s to obtain a high temporal resolution.
The arrival times t,...,tc of the particles are determined
by checking when each particle arrives for the first time at
distance d. To move from arrival times to a concentration over
time, we generate a histogram with bin sizes of 0.1 s. Due to
the limited number of particles C, the received concentration
over time has a small signal-to-noise ratio. At any distance,
the receiver observes the process for 40 s, starting with the
gas release. For particles that do not arrive within the 40 s
after they have been released from the source, we assume that
they arrive at time ¢ = oo.

Fig. 2 shows the results for the CRBs introduced in
Section II and the root mean squared errors (RMSEs) of the
estimators introduced in Section III. All values are evaluated
over 10 Monte Carlo runs.

The parameters used in the simulation are: drift velocity v =
O.4ms_1, diffusion coefficient D = 0.1m2s~! and particle
count C' = 10%. The drift velocity and distances are chosen
analogously to the values in the experiment in Section V. In
order to highlight the effect of diffusion, the diffusion constant
is chosen to be two orders of magnitude larger than the one
observed in the experiment.

As expected, the theoretical limit (CRB) from Section II-B
is a lower bound. The ML estimator performs close to the
CRB. Further investigations have shown that the CRB can be
reached by decreasing At. However, this leads to a higher
computational cost of simulation. The ToPC based estimator
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Fig. 3. The experimental setup is about 2 m long, 40 cm wide and 30 cm
high. The blue arrows show the wind direction. The settling chambers are used
to obtain laminar airflow. The gas source can be controlled by the Raspberry
Pi. The entire setup is closed with a lid during operation.

reaches the CRB (GﬁéTopc) which is based on th/ejl)prox-
imated distribution of ,e,i. This fact shows that CRB,pc
gives insights about the real estimation performance. As men-
tioned in Section II-D, the AoPC estimator is biased. Due
to the noise on the concentration it is very likely that the
observed maximum is higher than the amplitude expected by
the channel model. Thus, the AoPC estimator underestimates
the distance. Since the CRB is a lower bound for unbiased
estimators, CRB p,pc only provides insights for performance
comparisons [7]. But it can be seen that the RM_S\,E of the
AoPC based estimator follows the same trend as CRB a,pc.

Comparing the ML estimator with the peak based esti-
mators, one can see that exploiting more features of the
concentration results in better estimator performance. For
small distances, the “approximated” CRBs indicate that AoPC
approaches can outperform ToPC based approaches. However,
this changes for larger distances and ToPC estimators become
better. This is most likely due to the smaller changes in ampli-
tude at long distances. A similar effect can be observed in radio
ranging when comparing estimators using the received signal
strength with time of arrival estimators [14].

Since the process is only observed for 40 s, fewer particles
arrive in time for longer distances. Thus, their arrival time is
considered as ¢ = co. As a result, the RMSE of the ML esti-
mator increases. The peak leaves the 40 s time window later
because it depends only on the arrival times around the peak
concentration and not on the arrival times of the slow particles.
Hence, the RMSEs of the ToPC and AoPC estimator are sta-
ble even for longer distances compared to the ML approach.
The RMSE dips occur when the peak lies just after 40 s. The
observed ToPC is then very likely at = 40 s and the observed
AoPC is lower, so the distance is no longer underestimated.
For the ML estimator, there is no dip because the estimator
uses the entire signal and for longer distances, the arrival time
t = oo is assumed for more and more particles.

V. EXPERIMENTAL EVALUATION

To evaluate the performance of the presented estimators in
practice, we built a macro-scale experimental setup. Our exper-
imental setup is inspired by a wind tunnel and shown in Fig. 3.
The setup is about 2 m long, 40 cm wide and 30 cm high. Fan
arrays on both sides generate an airflow in the channel with
the direction indicated by the blue arrows. In order to reduce
the turbulence generated by the fans and to obtain a uniform
airflow, we install 32 mm plastic tubes to create settling cham-
bers at the inflow and outflow. Just behind the inflow settling
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chamber is the outlet of the gas source. As gas we use a mix-
ture of ethanol vapor and air. At a distance of 0.3 m, 1.05 m,
1.25 m and 1.45 m from the source we place four Alphasense
PID-AH gas sensors S1,..., S1. We choose these photoioniza-
tion detectors because they have a fast response time and do
not suffer from drift. The analog sensor signals are sampled
by a 16-bit analog-to-digital converter with about 400 Hz and
recorded on a Raspberry Pi. The entire setup is closed with a
lid during operation.

For the experimental evaluation, N = 18 experimental runs
are analyzed. The index k € {1,..., N} indicates the exper-
imental run. In each experiment, the gas source is active for
0.1 s and the concentration at all gas sensors is recorded.
Between the experimental runs, we always wait until the gas
concentration at the sensors reaches zero again. Since we do
not know the exact source signal and cannot assume a Dirac
impulse, we use the gas sensor 57 at 0.3 m as an artificial
source (AS). In other words, we treat the signal recorded by
sensor 57 as our emitted source signal. The considered prop-
agation channel from the AS to the other gas sensors is thus
the distance to S7. The unknown channel parameters (v, D)
are estimated with sensor S3 in each experimental run by
)T = argmax [[sag (1) * e(t) — (D)%, (14)

[v,D]",C

[0k, Dy,

where spg 3 (f) is the signal of the AS, ie., S1, ¢(t) is
the expected CIR depending on the distance to Si, and x*
is the convolution operator. Further, s3 (%) is the observed
signal at S3 for experiment k. The estimated parameters vy,
(mean: 0.59ms L, standard deviation (SD): O.O3ms_1) and
D;. (mean: 7.1 x 1073 m2s 1, SD: 3.6 x 1073 m? sfl) are
very consistent across the different experimental runs.

The remaining sensors So and Sy are used for distance
estimation. Since the presented estimators are based on the
CIR, we have to recover the CIR ¢; ;.(t) for i € {2,4} from
the known AS signal spg 3 (f) and the observed concentra-
tion signal sy ;. (#) and sy (%), respectively. The relation is
given by

sik(t) = sask(t) * c;p(t), i€ {2,4}. (15)

Since information is lost during convolution, an unambiguous
reconstruction is not possible. We use Wiener deconvolution
to solve for the CIR ¢; 1(). To do so, we assume that (15)
is subject to additive white noise ny(t) with experimentally
determined mean power spectral density Ni(f) = 1000.
Together with the estimated channel parameters v, and Dy,
we are able to apply the presented ML (10) and ToPC (11)
estimators.

The results of the different experimental runs (cf. Fig. 4)
show that distance estimation from observations of a diffusive
process is possible in practice with an accuracy on the scale of
dm to cm (for distances d ~ 1 m). To compare the performance
of the estimators in practice, further evaluations are needed.
Also, the AoPC estimator has not been considered yet.

VI. SUMMARY

In this paper, we derived the theoretical performance limit
for distance estimators of diffusive processes. We calculated

ToPC
ML

ToPC
ML

Estimator

0 0.25 0.5 0.75 1 1.25 1.5

Estimated distance [m]

Fig. 4. Experiment results for the ML and ToPC estimator for the sensors
So (d = 0.75 m) and Sy (d = 1.15 m) for N = 18 experimental runs. The
green diamonds show the mean values of the estimated distances and the blue
lines the ground truth.

the CRB based on the channel model. The CRB was compared
to a ML estimator that uses the arrival times of every particle
and the channel model to estimate the distance. Furthermore,
CRBs and estimators for ToPC and AoPC based distance esti-
mation were determined. The CRBs were used to study the
effect of channel parameters on the estimation performance.
As expected, the simulation results showed that using all
information yields the best estimation performance. To demon-
strate that distance estimation is possible in practice, we
conducted macro-scale experiments. The experiments have
shown that dm to cm levels of accuracy are possible for dis-
tances d ~ 1 m. In future work, we plan to further improve our
experimental setup and to evaluate the experimental results in
more detail, including the AoPC estimator.
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