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Decorrelation in Feedback Delay Networks
Sebastian J. Schlecht , Senior Member, IEEE, Jon Fagerström , and Vesa Välimäki , Fellow, IEEE

Abstract—The feedback delay network (FDN) is a popular filter
structure to generate artificial spatial reverberation. A common
requirement for multichannel late reverberation is that the output
signals are well decorrelated, as too high a correlation can lead to
poor reproduction of source image and uncontrolled coloration.
This article presents the analysis of multichannel correlation in-
duced by FDNs. It is shown that the correlation depends primarily
on the feedforward paths, while the long reverberation tail pro-
duced by the recursive path does not contribute to the inter-channel
correlation. The impact of the feedback matrix type, size, and
delays on the inter-channel correlation is demonstrated. The results
show that small FDNs with a few feedback channels tend to have a
high inter-channel correlation, and that the use of a filter feedback
matrix significantly improves the decorrelation, often leading to
the lowest inter-channel correlation among the tested cases. The
learnings of this work support the practical design of multichannel
artificial reverberators for immersive audio applications.

Index Terms—Correlation, digital filters, feedback circuits,
spatial audio, spatial filters, reverberation.

I. INTRODUCTION

INTER-CHANNEL correlation of multichannel signals is a
central metric in spatial audio capture and reproduction. Cor-

relation is also tightly connected to the room acoustic process,
where late reverberation tends towards a diffuse field condition
in which the positions and directions of sound waves are uncor-
related. The feedback delay network (FDN) is an efficient filter
structure, which is commonly used in audio and music technol-
ogy to generate multichannel late reverberation [1], [2], [3], see
Fig. 1. However, relatively little is known about the inter-channel
correlation of FDNs. A naive notion is that a long reverberation
tail leads to low correlation, i.e. good decorrelation. This does
not necessarily hold for the FDN or any other recursive delay-
based filter topology. Further, this article presents a framework
to compute and design the FDN inter-channel correlation.

Audio decorrelation influences the perceived stereo image and
source width [4]. In spatial multichannel reproduction, inter-
channel correlation leads to position-dependent coloration due
to varying delays and interfering summation [5], [6]. In binaural
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Fig. 1. MIMO FDN with three delay lines, i.e., N = 3, and a 3-by-3 feedback
matrix A. Thick lines indicate multiple channels, while thin lines indicate
individual channels.

reverberation, matching the interaural cross-correlation coeffi-
cient improves the perceived spatial extent [7]. Various spatial
reverberation techniques were developed to generate spatially
diffuse reverberation [8], anisotropic reverberation [9], [10],
Ambisonics-based rendering [11], [12], coupled rooms [13],
[14], or reverberation with prescribed correlation [15]. Low
multichannel correlation can also be generated by recombining
multiple uncorrelated channels by an orthogonal mixing ma-
trix [16], [17]. Correlation can be reduced by additional decorre-
lation filtering, such as with a white noise sequence [4], subband
techniques [18], an allpass filter [19], [20], or a velvet-noise se-
quence [21], [22], [23]. Occasionally, it is assumed that the FDN
outputs are fully uncorrelated for multichannel playback [10],
[24], [25]. There, the output is mixed with an orthogonal matrix
to maintain the level of decorrelation. Alternatively, the output
channels are mixed to achieve the desired correlation, such as in
binaural reproduction [26], [27].

Decorrelation is often thought of as a multi-output prop-
erty as we desire uncorrelated signals for spatial reproduction.
Nonetheless, input correlation might be a beneficial property
for multichannel inputs which are not entirely uncorrelated. For
instance, a multi-microphone recording of a sound scene might
exhibit correlation and lead to coloration when the channels
are summed together without sufficient decorrelation [28], [29].
Similarly, digital multichannel sound productions can also con-
tain considerable correlation between the channels due to pro-
duction techniques such as panning and Ambisonics encoding.
Thus, in this work, the FDN is formulated as a multi-input,
multi-output (MIMO) system. As an application, we study
also the single-input multi-output (SIMO) system, which is the
most common configuration for spatial reverberation effects.
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Altogether, the inter-channel decorrelation of FDNs is a widely
applicable topic [30], [31].

The main contribution of this work is a mathematical char-
acterization of the inter-channel correlation of a MIMO FDN.
We propose a feedforward-recursive decomposition of the FDN
transfer function and show that only the feedforward paths
contribute to the decorrelation. Different parameter sets, such
as different feedback matrix types, are evaluated in terms of the
decorrelation in the resulting FDN.

The rest of this article is structured as follows. Section II
recapitulates the FDN and inter-channel correlation. Section III
derives a novel characterization of the correlation in MIMO
FDNs. In Section IV, the proposed method is applied to various
FDN parameter sets and the SIMO case is presented. All figures
have been made reproducible by including them in the Matlab
FDN Toolbox, which is freely available [32].

II. BACKGROUND

In the following, we present the necessary background on
MIMO FDNs and decorrelation filters.

A. MIMO Feedback Delay Network

The MIMO FDN is given in the discrete-time domain by the
difference equation in delay state-space form [2], see Fig. 1,

y(n) = Cs(n) +Dx(n),

s(n+m) = As(n) +Bx(n), (1)

where x(n) and y(n) are the Nin × 1 input and Nout × 1 output
vectors at time sample n, respectively. The FDN dimension N
is the number of delay lines. The FDN consists of the N ×N
feedback matrixA, theN ×Nin input gain matrixB, theNout ×
N output gain matrix C, and the Nout ×Nin direct gain matrix
D. The lengths of the N delay lines in samples are given by the
vector m = [m1, . . . ,mN ]. The N × 1 vector s(n) denotes the
delay-line outputs at timen. The vector argument notations(n+
m) abbreviates the vector [s1(n+m1), . . . , sN (n+mN )]. We
refer to an FDN where the number of delay lines is equal to the
input and output channels as full MIMO, i.e., Nin = Nout = N .
A single-input, single-output (SISO) FDN has Nin = Nout = 1.

The Nout ×Nin transfer function matrix of an FDN in the
z-domain [2] corresponding to (1) is

H(z) = C(Dm(z−1)−A)−1B +D, (2)

where Dm(z) = diag[z−m1 , z−m2 , . . . , z−mN ] is the diagonal
N ×N delay matrix [1]. The system order is given by the sum
of all delay units, i.e., N =

∑N
i=1 mi [2]. For commonly used

delays m, the system order is much larger than the FDN size,
i.e., N � N , and, thus, the FDN is usually a sparse digital filter.

The transfer function matrix (2) can be stated as a rational
polynomial [2], [33], i.e.,

H(z) =
Qm,A,B,C,D(z)

pm,A(z)
, (3)

where the denominator is a scalar-valued polynomial

pm,A(z) = det(P (z)), (4)

wheredet denotes the determinant and the loop transfer function
is

P (z) = Dm(z−1)−A. (5)

The numerator is a matrix-valued expression with

Qm,A,B,C,D(z) = Ddet(P (z)) +C adj(P (z))B, (6)

where adj(X) denotes the adjugate of any square matrix X
[34]. For brevity, we occasionally omit the parameters and write
Q(z) and p(z).

The rational polynomial form of the transfer function (3)
can be readily derived from (2) using the general identity
X−1 = adj(X)/det(X) [35]. Importantly, Q(z) and p(z) are
both polynomials of z−1 and not rational functions. Also, Q(z)
is of size Nout ×Nin, and p(z) is scalar-valued. In Appendix A,
we present practical algorithms to compute the adjugate of a
polynomial matrix.

In the following, FDN matrices are allowed to consist of fil-
ters, i.e.,A(z),B(z), andC(z). In particular, the filter feedback
matrix A(z) has been explored in [36].

B. Inter-Channel Correlation and Decorrelation Filtering

The inter-channel correlation between signals x1 and x2 is
defined via the normalized cross-correlation function

φx1x2
(t) =

∑
n x1(n)x2(n+ t)

‖x1‖2‖x2‖2 , (7)

where t denotes the time lag and ‖x‖22 =
∑

n x(n)
2 denotes the

total energy of signal x(n). For any linear and time-invariant
filter h(n), the cross-correlation between the input x(n) and
output y(n) = x(n) ∗ h(n) is [37]

φyx(t) = (h ∗ φxx)(t), (8)

where “∗” denotes the convolution operator.
A monophonic signal x(n) can be expanded into a stereo-

phonic signal y1(n) and y2(n) by convolving x(n) with two
decorrelation filters h1(n) and h2(n), i.e., y1(n) = x(n) ∗
h1(n) and y2(n) = x(n) ∗ h2(n). For a white noise signal x(n),
the cross-correlation is then equal to the filter cross-correlation,
i.e.,

φy1y2
(k) = φh1h2

(k). (9)

Thus, the cross-correlation filters determine the resulting cross-
correlation; therefore, for the remaining work, we focus on the
filter interrelation.

A low correlation of signals can help prevent coloration when
similar signals are mixed with varying delays, which commonly
occurs in multichannel sound reproduction [6]. Similarly, mul-
tiple input channels can be correlated—for example, as a micro-
phone array produces them—and uncontrolled mixing can lead
to coloration [28]. Additional decorrelation filters can reduce
inter-channel correlation and prevent such unwanted coloration.
To account for the worst-case time lag, we say that two signals
are uncorrelated if

φxixj
= max

t

∣∣φxixj
(t)

∣∣ (10)
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Fig. 2. Time-domain filter coefficients of the adjugate adj(P (z)) of a MIMO FDN with four delay lines (N = 4) and with a random orthogonal feedback matrix
A. The delays are m = [977, 683, 981, 801] samples. The entire adjugate adj(P (z)) is displayed without truncation. Only the non-zero values are drawn with
stems for better readability.

is close to zero. Reducing the maximum correlation in (10)
implicitly spreads the correlation across different time lags. In
the following, we study the correlation induced by MIMO FDN
filters. In particular, we study the mutual correlation between
the input and output channels from a single FDN structure.

III. FEEDFOWARD FEEDBACK DECOMPOSITION

In the following, we derive the mathematical framework for
correlation induced by FDNs.

A. Decomposition of the FDN Transfer Function

First, we decompose the FDN transfer function and isolate
the relevant parts for the correlation analysis. The fundamental
properties can be observed by inspecting the Nout ×Nin transfer
function matrix (3), i.e.,

H(z) = D +
C adj(P (z))B

pm,A(z)
. (11)

The direct path D in (11) can be neglected as it only possibly
increases correlation, e.g., if D is not orthogonal. Later in the
design stage,D can be used to shape the dry-wet ratio and adjust
the correlation to the desired amount.

As the denominator 1/pm,A(z) in (11) is common to all
signal paths, it therefore does not impact correlation between
different input-output paths. In other words, 1/pm,A(z) can
be applied to the input signals upfront without affecting the
inter-channel correlation. Thus, the recursive part 1/pm,A(z)
simply reverberates the input.

Therefore, in can be seen from (11) that the mutual correlation
of input-output paths is fully described by Cadj(P (z))B. The
simplest configuration is to feed each input channel into a
separate delay line and also each output channel is taken from
separate delay line, i.e., the input and output gains B and C are
merely identity matrices. In Section IV, we also discuss cases
in which B and C are delay filters, which can greatly improve
the decorrelation.

Thus, the raw inter-channel correlation is given by adj(P (z)),
which we call the MIMO feedforward paths. The feedback
matrix A and delay matrix Dm(z) are the main parameters of
the feedforward paths. In Section IV, we show that the feedback
matrix is the central governing factor to the inter-channel correla-
tion of FDNs. The following discussion is primarily dedicated to
investigating the properties of the feedforward path adj(P (z)).

B. Feedforward Path

In the following, we investigate the correlation of the filters
in adj(P (z)). Fig. 2 shows an example adj(P (z)) for N = 4.
The adjugate matrix adj(P (z)) can be expressed by co-factors,
i.e.,

adj(P (z))ij = (−1)i+jdet(Mji(z)), (12)

where the (N − 1)× (N − 1) submatrix Mij(z) results from
deleting row i and column j of P (z). A determinant of the form
det(Dm(z−1)−A) is given by [33]

det(Dm(z−1)−A) =
N∑

k=0

ck z
k,with

ck =

{∑
I∈Ik(−1)N−|I| detA(Ic), for Ik �= ∅

0, otherwise,
(13)

where Ik = {I ⊂ 〈N〉|∑i∈I mi = k} is the set of all indices
combinations whose delay lengths sum is equal to k. The empty
set is denoted by ∅ andA(Ic) denotes the submatrix with column
and row indices in the set Ic, where Ic is the set complementary
of I . Note thatdetA(∅) = 1. For specific choices ofm, |Ik| = 1
for 0 ≤ k ≤ N, and therefore each ck has a single summand in
(13). As a consequence, the determinant (13) has at most 2N

non-zero coefficients and has a polynomial order of N.
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Fig. 3. A MIMO FDN decomposed impulse response with four delays, i.e., N = 4 and a random orthogonal feedback matrix A. The delays are m =
[977, 683, 981, 801] samples. The undriven impulse response is only dependent on the recursive part of the FDN and common to all possible input-output
combinations and, as such, does not contribute to the correlation between channels. The feedforward response (= adj(P (z))) convolved with the recursive
response results in the standard MIMO impulse response. Only the non-zero values are drawn with stems.

C. Co-Factor

We apply now (13) to the co-factors Mij(z) in (12). The
co-factor notation (12) reveals that the filters in adj(P (z))
are strongly related. Permutation of rows and columns only
alters the sign of the determinant such that we can bring the
submatrix Mij(z) into a standard form M̂ij(z) = σlMij(z)σr

with permutation matrices σl and σr such that

M̂ij(z) =

{
diag

(
[0, zm(i,j)]

)− σlA(i, j)σr for i �= j

diag
(
zm(i)

)− σlA(i, i)σr otherwise,
(14)

whereA(i, j) results from deleting row i and column j ofA and
m(i, j) is m without the ith element, and m(i, j) is m without
the ith and jth elements. Thus, det(M̂ij(z)) = ±det(Mij(z)).
For later analysis, it is important to note that the main diagonal of
adj(P (z)), i.e., M̂ii(z) has the form (13). In particular, M̂ii(z)
contains a coefficient value of 1 due to det(A(∅)) = 1.

The principal minor representation (13) gives an explicit
form for det(M̂ij(z)). It is directly visible that the filter order
of det(Mij(z)) is

∑N
k �=i,j mk. Thus, the number of non-zero

elements is at most 2N−1 for i = j and 2N−2 otherwise. Hence,
for small N , the feedforward filters tend to be sparse, while they
are denser for higher N .

Computing the polynomial adjugate matrix with the co-factor
formulation in (12) is expensive and intractable for large N ,
e.g., N ≥ 32. Instead, the computation can be performed in
the frequency domain, where the adjugate is computed for each
frequency bin separately. Appendix A gives more details on this
procedure.

D. Example of the Feedforward Paths

We illustrate the adjugate matrix by giving a small-scale
example. Fig. 2 depicts the time-domain filter coefficients of
the feedforward paths adj(P (z)) for an FDN with four delays,

i.e., N = 4 and delays between 300 and 1000 samples. Each
matrix entry is a sparse finite impulse response (FIR) filter,
with 2N−1 = 8 non-zero pulses (for the diagonal elements) and
2N−2 = 4 non-zero pulses (for the non-diagonal elements). For
small N , the feedforward filters tend to be sparse.

Fig. 3 depicts the decomposition (11) of the feedforward and
recursive portion of the FDN impulse response for the same
MIMO FDN as shown in Fig. 2. The feedforward paths are
the paths from the first input to the first output channel, the
recursive response is the time-domain form of 1/pm,A(z), and
the convolution of both sequences results in the impulse response
between the respective input and output channels. We observe
that the recursive response is denser, i.e., with more non-zero
elements than the final impulse response. The specific phase of
the feedforward paths leads to cancellation.

It is important to note the temporal extent of the individual
components. The adjugate adj(P (z)) consists of FIR filters with
orders less than N. In contrast, 1/pm,A(z) is an infinite impulse
response (IIR) filter with an endless temporal response (in
theory), which is largely responsible for the long reverberation
tail created by the FDN. However, due to the discussion above,
1/pm,A(z) does not contribute to the mutual decorrelation of
the channels. The fact that the reverberation tail generated by
1/pm,A(z) does not influence the inter-channel correlation of y
might come as a surprise. This contrasts the correlation between
the input and output signals,x andy, which is strongly impacted
by a long reverberation tail.

IV. CORRELATION OF MIMO FDNS

The adjugate adj(P (z)) is only a comparably short filter,
and therefore it is not guaranteed to decorrelate the channels
strongly. In the following, we study the inter-channel correlation
of the FDN, particularly the feedforward paths. The Matlab-code
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Fig. 4. Inter-channel max correlation matrix Φijkl of the FDN shown in Fig. 2. The white cell color indicates the maximum correlation for each pair of transfer
function elements, whereas a darker color indicates a lower correlation, i.e., a better decorrelation.

for repeating the numerical results of this article is available in
GitHub1.

A. Inter-Channel Correlation

An appropriate correlation definition depends on the applica-
tion and is affected by the desired psychoacoustic effect. The
correlation depends on the time lag, which can be integrated in
various ways and up to a maximum time lag. Here, we employ
a conservative metric using the maximum absolute correlation
overall time lags and evaluating all input and output pairs. This
correlation metric serves as an upper bound for other correlation
metrics such as zero-lag correlation or average correlation.

The inter-channel correlation matrix is

Φijkl = max
t

|φijkl(t)| , (15)

where φijkl is the cross-correlation between the two filters
adj(P (z))ij and adj(P (z))kl. The diagonal contains the au-
tocorrelations and is normalized to 1, whereas the remaining
values are between 0 and 1.

Fig. 4 shows the 16-by-16 inter-channel correlation matrix for
the same FDN as in Fig. 2, which has the size N = 4. The range
of the correlation values is between 0.70 and 0.95. For further
summarized statistics, the median is applied to the non-diagonal
elements of the inter-channel correlation matrix, i.e.

Φ = median{Φijkl | ij �= kl}. (16)

1https://github.com/Ion3rik/fdnDecorrelation

For smaller matrix sizes N , it is advisable to average multiple
instances to retrieve a stable estimate of the median correlation
Φ, for example, by varying the feedback matrix A.

B. Influence of Feedback Delay

We note that the choice of the feedback delay-line lengths
has little influence on the cross-correlation except for special
constellations. From (13) and (12), we can see that the delays m
affect the temporal spacing of the filter coefficients, but not their
values. This is particularly true for delays m, where |Ik| = 1
for 0 ≤ k ≤ N and therefore each ck has a single summand in
(13). On the other hand, specific choices of delaysm can deviate
considerably. Here, we establish a general trend for randomly
chosen delay lengths.

C. Decorrelating With the Feedback Matrix

The choice of feedback matrix A is the main parameter
affecting the decorrelation of FDNs, as established in Section III.
Here, the inter-channel correlation of MIMO FDNs of three
different sizes N = {4, 8, 16} is analyzed using six different
feedback matrices. The Random Orthogonal, Hadamard, House-
holder, and Circulant matrix types are traditional frequency-
independent gain matrices [32], whereas Velvet Scattering and
Dense scattering are filter feedback matrices introduced re-
cently [36]. The matrix types are defined in Appendix B. The
computational costs of the Velvet scattering and Dense Scatter-
ing are equal, having K = 3 stages, with NK taps in each filter.

https://github.com/Ion3rik/fdnDecorrelation


SCHLECHT et al.: DECORRELATION IN FEEDBACK DELAY NETWORKS 3483

Fig. 5. Histogram of the inter-channel max correlation Φijkl for FDN size N = 16 and six different feedback matrix types.

TABLE I
MEDIAN CORRELATION METRIC Φ WITH THE IQR FOR DIFFERENT FEEDBACK

MATRIX TYPES AND SIZES OF THE FDN

The delays are chosen uniformly randomly between 300 and
10000 samples.

Fig. 5 shows the histogram of inter-channel max correlation
Φijkl values over all input and output pairs of each tested config-
uration. For each of the ten instances, the feedback matrices of
sizeN = 16 are randomized. The correlation values for standard
feedback matrices, excluding the Householder, have a similar
distribution, where the Random Orthogonal is distributed more
widely than the Hadamard and Circulant matrices. The House-
holder matrix has the highest correlation values, which can be
related to the particular structure of this matrix type. For larger
N , the Householder matrix becomes increasingly closer to the
identity matrix. Thus, there is a strong self-coupling of the delays
and less cross-mixing. We interpret the bimodal distribution as a
result of the two coupling types of the Householder matrix. Both
filter feedback matrices show reduced inter-channel correlation,
where the correlation between most channel pairs is less than
0.2.

Table I shows each tested configuration’s estimated median
correlation Φ values with the inter-quartile range (IQR) across
different matrix sizes. All numbers in the tables are generally
averaged over ten random instances by varying the random
seeds of the delay and matrix generation algorithms. The median

Fig. 6. Frequency-dependent median correlation metricΦ computed at octave
bands, between 63−16000 Hz, for a MIMO FDN with the velvet scattering
matrix. The values are averages of 10 different instances.

maximum correlation, in general, decreases with the decreasing
matrix size N in Table I. One exception is the Householder
matrix which decreases forN = 8, but remains forN = 16. Due
to the bimodal distribution observed in Fig. 5, the applicability
of the median statistics is limited. Across all matrix sizes, the
filter feedback matrices have the lowest correlation. Thus, a filter
feedback matrix contributes to the impulse response density, as
demonstrated previously [36] and provides excellent decorrela-
tion performance.

D. Frequency Dependency Correlation

The correlation of a linear filter is typically frequency-
dependent, where the correlation between two filters tends to
decrease with frequency [22]. For a brief analysis, we compute
the median correlation metric Φ at octave bands, for the MIMO
FDN of size N = 4, with the velvet scattering matrix.

Fig. 6 shows that the median correlation decreases with in-
creasing frequency within 0.14−0.72. The feedforward paths
are comprised of relatively short filters (less than 2000 samples),
as seen in Fig. 8(a). The short filters limit the inter-channel
decorrelation performance at low frequencies.
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Fig. 7. Histogram of the inter-channel max correlation for different mixing configurations on the correlation metric Φ, when the FDN size is N = 4.

TABLE II
INFLUENCE OF DIFFERENT MIXING CONFIGURATIONS ON THE CORRELATION METRIC Φ, WHEN THE FDN SIZE IS N = 4

E. Decorrelating Input and Output Filters

In this section, we replace B and C with filter matrices B(z)
and C(z) to learn about their decorrelating capability. The input
and output filters can be further decomposed into delay and mix-
ing stages so thatB(z) = Din(z)U in andC(z) = U outDout(z),
where Din(z) and Dout(z) are diagonal delay matrices, whereas
U in and U out are random orthogonal mixing matrices. The
correlation properties of all the combinations yielding from the
decomposition are analyzed, e.g., with and withoutU in and with
and without Din(z). The correlation analysis follows the same
procedure as in Section IV-C. The random orthogonal matrix is
used for the feedback matrix A, and the input and output delays
are short random delays between [1, 100] samples.

Fig. 7 shows the histogram of inter-channel max correlation
Φijkl values over all input and output pairs for all different
combinations of the input and output delay and mixing stages.
Table II shows corresponding median correlation metric Φ. The
columns contain the delay configurations and the rows contain
the mixing configurations. As expected, introducing just delays
(first row and last three columns in Fig. 7) has no impact on
the correlation, as the delays can only affect the time lag of the
maximum cross-correlation, but cannot decorrelate the channels
further.

As seen in Fig. 7 and Table II, applying just the mixing matrix
at either the input or output lowers the inter-channel correlation,
and applying the mixing at both the input and output is the
best configuration when no additional delays are applied. The
most decorrelation is achieved if both mixing and delays are

TABLE III
CORRELATION Φ FOR DIFFERENT DELAY FILTER CONFIGURATIONS AND

FDN SIZES

applied concurrently at the input and/or output as seen in the
main diagonal of Fig. 7 and Table II. Thus, in the following we
focus only on the configurations on the main diagonal of Table II.

As established above, introducing delay filters at the input
B(z), output C(z), or both sides of the MIMO FDN can
improve the decorrelation. Median correlation metric Φ values
of the three delay filter configurations as well as for the “No
filters” case without the delay filters are shown in Table III. The
analysis was conducted for three different size of FDNs of sizes
N = {4, 8, 16}. Note that the top left value in Tables I, II, and
III, i.e., N = 4 with Random Orthogonal feedback matrix and
no additional input and output filters, refer to the same FDN
configuration and the small deviations between the values are
due to randomization of the parameters.
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TABLE IV
INFLUENCE OF DIFFERENT CONFIGURATIONS ON THE CORRELATION Φ OF

SIMO FDN OUTPUTS

Based on the results in Table III, having the delay filters
only at the input or output side results in similar inter-channel
correlation, whereas assigning both B(z) and C(z) as delay
and mixing filters results in the lowest correlation for all tested
FDN sizes. In general, the delay filters are effective in lowering
the correlation, when the FDN size N is small, whereas with
the large FDN size (N = 16) the correlation is already low
(Φ ≈ 0.18) without the filters.

F. Decorrelating SIMO FDNs

A single-input, multi-output (SIMO) FDN has practical im-
portance, especially in the context of multichannel late reverber-
ation. Namely, when a spatial late reverberation is applied to a
mono signal, the SIMO FDN is a suitable option [9], [38]. Low
correlation between the output channels is necessary to avoid
coloration and to achieve a diffuse reverberation effect.

In this section, we conduct a similar analysis as for the
MIMO case, utilizing the median correlation metric Φ. For the
SIMO case, the mono input signal is distributed equally to all
delay lines, i.e., B = 1N×1. Fig. 8 shows the comparison of
the feedforward paths for the MIMO case adj(P (z)) and the
SIMO case adj(P (z))B using velvet scattering matrix A(z).
With this feedback matrix, it is apparent that the first peak on
adj(P (z)) main diagonal is equal to 1, while the remaining
response contains relatively low values. As a result, the corre-
lation between the input-output pairs on the main diagonal is
comparably high. A similar trend exists for larger FDN sizes
N and standard feedback matrices A. Consequently, all SIMO
feedforward paths contain a strong first peak, see Fig. 8(b),
and the inter-channel correlation between the outputs is overall
higher than in the MIMO case, where only a few pairs are highly
correlated.

The correlation analysis of the SIMO case across feedback
matrix sizes and types is shown in Table IV. Similar to Table III,
the median inter-channel correlation reduces with the matrix size
N . Less expectantly, the trend of correlation is different from
the MIMO case. The input channel summation in the SIMO
leads to various cancellations between the feedforward paths,
which are especially severe, for example, with the Householder
matrix. Also, in the SIMO case, the Velvet and Dense scattering
matrices do not reduce the correlation as much as in the MIMO
case. Overall, the Velvet scattering matrix is still the feedback

matrix with the best decorrelation performance across all of the
tested FDN sizes.

V. CONCLUSION

This work presents a novel characterizing of the inter-channel
decorrelation of an FDN, a property important for multichannel
sound capturing and reproduction with artificial reverberation.
The mathematical analysis shows that the inter-channel cor-
relation depends only on the feedforward paths and is inde-
pendent of the infinitely-long recursive reverberation tail. The
inter-channel correlation in the MIMO and the SIMO FDN
configurations is studied with various parameters. The feed-
back matrix type impacts the correlation significantly, and our
analysis shows that in most cases, the filter feedback matrices,
namely the Velvet and the Dense Scattering matrices [36],
yield the best inter-channel decorrelation. Also, large FDN
systems with many feedback delays, i.e., largeN , generally have
better-decorrelated output channels than small systems. Adding
pre- and post-filtering using delays and mixing matrices can
further improve the overall decorrelation, especially for small
FDNs.

Generally speaking, long reverberation effects generated with
FDNs do not necessarily result in well-decorrelated audio
channels, and extra care should be taken to avoid undesirable
sound coloration. The results of this study apply to the de-
sign of multichannel FDN reverberators, which are used in
surround sound and immersive gaming, and virtual reality ap-
plications. For example, binaural reproduction requires a target
inter-aural cross-correlation, which can be achieved by cross-
mixing the output channels based on the FDN’s inter-channel
correlation.

APPENDIX A
COMPUTING THE ADJUGATE

Section III demonstrates that adj(P (z)) plays a central role
in the analysis of decorrelation of an FDN. Therefore, we review
an efficient technique to compute the polynomial adjugate.

As described in [39], the determinant, the adjugate, and
therefore, the inverse of a polynomial matrix can be com-
puted in the frequency domain. Hence, for a matrix function
f , e.g., f = det or f = adj, we can apply f at uniform fre-
quency points eıw, i.e., f(P (eıw)), where ı stands for the
imaginary unit. The time-domain solution can be retrieved by
applying the inverse discrete Fourier transform (DFT) to each
matrix entry. The DFT needs to be sufficiently zero-padded
to avoid circular convolution artefacts. For example, the sum
of the filter lengths of all matrix entries is sufficient. A fast
implementation can be achieved by applying the fast Fourier
transform, or FFT algorithm to appropriately zero-padded
sequences.

APPENDIX B
FEEDBACK MATRIX TYPES

Various feedback matrix types used in FDNs are very briefly
reviewed. The Random Orthogonal matrix is sampled uniformly
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Fig. 8. Feedforward paths of MIMO and SIMO case for velvet scattering matrix. The FDN (N = 4) delays are m = [677, 455, 865, 539]. SIMO feedforward
paths result from the MIMO case by summing each row.

from the orthogonal group O(N). The Hadamard matrix [40]
is defined recursively:

H1 = 1,

H2k =
1√
2

[
Hk Hk

Hk −Hk

]
, for k = 2, 3, . . . (17)

The Hadamard matrix is randomized by permuting the rows and
columns of the matrix.

The Householder matrix [41] is I − 2�v�v� for unit vector �v.
The Circulant matrix [2] is of the form⎡

⎢⎢⎢⎢⎣
v1 vN . . . v2

v2 v1 . . . v3
...

...
. . .

...

vN vN−1 . . . v1

⎤
⎥⎥⎥⎥⎦ , (18)

where the DFT of the vector�v is unimodular, i.e., |DFT(�v)| ≡ 1.
FIR filter feedback matrices can be factorized as follows:

A(z) = DmK
(z)UK · · ·Dm1

(z)U1Dm0
(z), (19)

where U1, . . . ,UK are scalar N ×N unitary matrices and
m0,m1, . . . ,mK are vectors of N delays. For the Velvet
Scattering matrix [36], the U i are Hadamard, and the delays
mi are chosen such that the filter feedback matrix is sparse. In
contrast, the Dense Scattering matrices U i are random orthog-
onal matrices with short mi resulting in a dense filter feedback
matrix [36].
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